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Overview

® [he LHC & the Grid
o ATLAS & CMS Computing models
® 2009 Activities
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Volume & Power
Disk & CPU requirements for 201 | inTls & T2s

Disk Requirements for 2011
BTl BT2

40,000

/M DVDs
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ALICE ATLAS CMS

CPU Requirements for 2011

30K PCs

“T1 =T2

350,000

300,000

250,000

< 200,000

[HSO

150,000

100,000 -
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O -

ALICE

ATLAS CMS LHCb

| DVD ~ 5GB

| regular PC chip ~ 8-10 HS06

2010 - 2011 : ~3G evts expected per experiment
Event sizes : 1.5-2 MB RAW, | MB ESD, 0.2 MB AOD

The Challenge : Data Management

Thursday, 08 April, 2010
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LHC :
Distributed
computing

Distributed Data Location
Distributed CPU resources

Glued by Network & Resource information

Eric Lancon / 2010 FCPPL Workshop, Lyon
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Grid organization

Prompt Reconstruction] 1

T30 TIER-0 @ .
Calibration

Express-Stream
Transfers Analysis

50-500MB/ Re-Reco

50 500MB)/ s 90MB/s

T'EC C 2

Active collaboration between Lyon-T| and Beijing T2 mandatory

Eric Lancon / 2010 FCPPL Workshop, Lyon
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GEANT/" At the Heart of Global Research Networking
) . | Lyon- Beijing |

GEANT Coverage /
B ALICE2-RedCLARA Network ~2 I 5 ms RTT\
B EUMEDCONNECT2 Network = ,
B TEIN3 Network

BSI Network
UbuntuNet Alliance

=== 10 Gbps
=== 5 Gbps
—— 1000 Mbps
== 622 Mbps
=== 155 Mbps

e : 34-45 Mbps
) e o /

GEANT and sister networks enabling user
collaboration across the globe

RTT :Round Trip Tim

i Data transfers need careful tuning and monitoring
DANTE . . .
o dantenct (time out, parallelism, file size,...) .
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ATLAS Topology
/..NG..\F,I o "er Cloud Model”
RAL_ "2 (Unit): ITI+nT20T3

* AllTIs have predefined
network channel with TO and

/ with each other T |
() e T2s are associated with

Tokyo

Romania
mont - FZK =
- LA:,Ie - >~ BNL -~ IRICMF one Tl to form a cloud
W GL * T2s have predefined
W Mw channel with parent T| only
10% of ATLAS e
AOD sample Within a ‘typical’ cloud

T1:10 % RAW, 20 % ESD, 100% AOD
2T2 :100 % AOD, small fraction ESD,RAW

Eric Lancon / 2010 FCPPL Workshop, Lyon
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CMS Topology

To Very flexible transfer

EERY) topology

| * Any Tier-2 downloads
and uploads data from
any Tier-1

* Tier-2 to Tier-2
transfers are also
allowed (though not
encouraged)

Different Topologies => Different organization

Eric Lancon / 2010 FCPPL Workshop, Lyon
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CMS Remote Operation Center

:

* Established in July 2009

* Operational in August

* CMS Computing shift in
Beijing

* 24 hours coverage of
CMS computing shift

Thursday, 08 April, 2010

CMSROC@Beijing

.......

T
Canterb
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® ‘Squad-FR’ Team IHEP involvement
Erming Pei
® [nterface between TO - sites Xiaofei Yan

ATLAS cloud-operation

® Monitor all Grid activities

® Data transfers MCJob o000 5000
efficiency

o duction FR-Cloud 71% 88%

o Analysis 3.5 more jobs in 2009

® Dedicated Technical mailing list and meetings

S w
_ECPPL

IS

Thursday, 08 April, 2010
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Analysis on the Grid

Each experiment has different implementation

Tier 2

Information system

Key element : information system
* Site availability & performance
* Data location

Eric Lancon / 2010 FCPPL Workshop, Lyon
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ATLAS data Volume

Total GRID disk usage according to dq2

e > | 000 users

* > 500 endpoints
(storage elements)

é@ ¢ 3 Grids
. e ~2 000,000 dataset
% replicas
” » ~80,000,000 file
replicas

o -0 P of A0
<,<:'€»—1'db D €cC. N L \;"-"Qu o2 L D €cC. NS e
2008 2009

Catalog of >80M identities

Eric Lancon / 2010 FCPPL Workshop, Lyon
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ATLAS Data Distribution Management

e Central link between all ATLAS Grid Baseline service for ATLAS data organization,
access, placement and deletion

components

e Manage the experiment’s data Production Analysis pata exoort || Endouser HEE
] system system P system
 Taking care of the Data
movement between sites -

o ( DDM Clients |
* Providing data access to

Centrals Catalogs:

e Analysis systems

4 . N\ ( . )
repository location
\L J \

e Production systems Oracle
: ( Wl e e ] Database
* Physics meta-data systems | content | | subscription |
Common - . \
* End users Modular accounting data usage
Framework | N d

* Bookkeeping & accounting

PI‘OPOSC]I fOI‘ 20 I 0-20’ I: Site Services:
PhD student from IHEP Comp. Center e | [eemelsiznty | [ et | [woni)
to join DDM Development team

[ wica
. ”(IeaderV. Garonne, I—AL) (opensciencEGRID )(~ LrccomputnGGRiD ) ( NoRouGRD )
e CPPL
11111118

Eric Lancon / 2010 FCPPL Workshop, Lyon

Thursday, 08 April, 2010 13



Back to fall 2008

To NO!

Excitement in the ATLAS Detector Control Room: )
The first LHC event on 10" September 2008

cident on 19th September @

| |

During commissioning of the last main bend circuit to 5
TeV an incident occurred resulting in the triggering of
quench heaters of about 100 magnets and a large He
discharge into the tunnel.

The most probable cause is a faulty electrical
connection between two magnets. The sector is being
brought to room temperature for repair.

The time needed for warmup, repair and cooldown
precludes a restart before CERN’s obligatory winter
shutdown.

The shutdown schedule is being modified to gain ~ 1
month of LHC operation in 2009.

‘Details’ were not yet known at that time

Ol

s e Lyn Evans - EDMS document no. 970483 22

=== VK 11118 Y

Bric Lancon / ZU10 FCPPL Wotrkshop, L.yon
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We did not sleep for a year!

® |mprovements of

® Monitoring tools [,/ 14 we have been ready in 2008?

® Procedures Probably not... but we will never know

® TJest, lest, Test

® Example : STEPO9 see Next Slides
(Apologizes for the ATLAS bias...)

Eric Lancon / 2010 FCPPL Workshop, Lyon
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*’ June 09
What STEPO9 was for us:

® STEPO9 is Scale Testing for the Experiment Program 09,
i.e., Offline computing systems commissioning test

® |tinvolved all major offline activities:

Monte Carlo Production
Full Chain Data Distribution

Reprocessing at Tier-1s

User Analysis Challenge: Hammercloud

ATLAS Central Services Infrastructure
°

Done in conjunction with other LHC experiments

® Combined tape access with CMS at T s critical

A Very Intensive Period
"ECPRL 4

fO r aI I Of u S Eric Lancon / 2010 FCPPL Workshop, Lyon
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>- MonteCarlo Production

® Millions of hours of simulation production done

® Production already well validated by increasingly large
production runs

f | ® Operationally this is a solved problem

® N.B.Simulation filled all free resources to produce |2M events
during STEP which matches ATLAS’ mc09 requirements

b
=
=

2 o ailed
—mﬂ—ﬂw“ ST e

e EV“"\ /

L

Running Simulation Jobs
£

r‘h.r. i N&03 OEME OBI0E aE11
0000 12:00 D200 1600 3400

& rurning

e All Sites full with MC production
* But we knew already it was feasible

Eric Lancon / 2010 FCPPL Workshop, Lyon
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~""  Data Distribution

® Data taking and first reconstruction
t‘ passes

¢ RAW and ESD from CERN ——
distributed to T sites (1, 2 copies
respectively, RAW to tape)

¢ AOD and DPD from CERN
distributed to all T| sites (10 copies)

e AOD and DPD from CERN
distributed to T2 from their parent
Tl (] to 2.7 copies per cloud)

ATLASDATA
TAPE

® Reprocessing at Tier-1s —_—

e AQOD and DPD distributed from all
Tls to all otherTls

e AQOD and DPD from allTls

The Complete Chain:

what real life would
|look like...

ATLASDATAD

Eric Lancon / 2010 FCPPL Workshop, Lyon
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‘User’ Analysis

® ~|M jobs submitted, 83.4% success rate Beljmg 88%
® 26.3B events processed, 28.6kHz across grid

M

{ ® N.B. This sounds impressive, but is actually only a few
|0s of power users

® Average job’s event rate: 7.7Hz

® A"JE mge i'l'.:l bﬁs Cp u Efﬁ C i en Cy: 0 3 9 ) 358itT Sluc[celsslfull Jlobl Polart.:erlltalge] (I-TL%S'II'EIP-ItesItirllg)I
Q - i
;;: 30 -
Owarall CPLUANalltrma _§ E 'j'ng ln ]
7710, - 3
- E 25| =
i zZ r " \ .
Owverall Effiziency ii:':i 20:_ tOP S’tes -
4052 | E d
IS | 15 _
27084 | -
i b 10:— 3
& (797465 12542 N ]
& | 5 _:
“0 W 20 W 4 s e 70 a0 % 0 | .
CRLA :!-“ B 0 1 30 [ |100

Success (%)

-

Eric Lancon / 2010 FCPPL Workshop, Lyon
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Analysis jobs systematic tests

Hammercloud

Administration

Test 1252
<< Back o o
— Regular Tests performed by Erming Pei on FR-cloud
Summary
“ﬂ““ s s €1 o €7
completed 1252 voatlas49.cem.ch 2010-03-31 18:35:00 2010-04-01 18:35:02 14945
Input type: PANDA
Output DS: user09.JohannesElmsheuser.ganga.sitetest. FRPANDA.20100330.1.[sitename)
Input DS Pattems: ma09*merge. AOD*.e*r11*
Ganga Job Template: /data/gangarobot/hammercloud/inputfiles/muon1566/muon1566_panda.tpl
Athena User Area: /data/gangarobot/hammercloud/inputfiles/muon1566/MuonTriggerAnalysis_1566.tar.gz
Athena Option file: /data/gangarobot/hammercloud/inputfiles/muon1566/MuonTriggerAnalysis_1566.py
View Test Directory (for debugging)
Overall CPU/Walltime Overall Events/Wallclock(s)

smar
Overall Efficiency

c (12347)—
-II|‘|||||I|II l||||ll---_

CPUWalltime

Contribution to monitoring tool from Erming Pei (IHEP)

Eric Lancon / 2010 FCPPL Workshop, Lyon
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t% Erming Pei (IHEP)

Calibration constants access

Direct access

GEANT

Typical analysis job :
0.7 evt/sec

CachingatT| & T2
Frontier with T2 Squid cache

rontien
client <E>

T2

~ |0 evt/sec
S — ()
<E>F

Tl

~ |10 evt/sec

Eric Lancon / 2010 FCPPL Workshop, Lyon
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Some details of ATLAS
activities in 2009

® One week stay at Beijing of a French engineer : deployment of
French-Cloud T2s common storage setup

® 2 month stay of Erming Pei at CERN (fall 2009) work with FR-cloud
team on

® Analysis Stress Tests

® Squid server deployment and test on FR-cloud

® Data distribution monitoring

® 3 people from FCPPL participated to the ATLAS Asia-Pacific
Computing workshop in Tokyo

® Monthly phone meetings

p—

_ECPPL

Eric Lancon / 2010 FCPPL Workshop, Lyon
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ECPF
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Some details of CMS
activities in 2009

Establish transfer links
between Beijing, CSCS, HIP,
MIT sites

Establish real time video links
between CERN CMS

computing center, Point 5,
FNAL, Beijing Centers

Deploy ispy real-time event
display at cmsRoc@beijing

* Take on part of CMS
computing shift on
cmsRoc@beijing

Deploy CERNVM server in
Asian region issue

e Visit to CC-IN2P3

* Sharing experience on the
dCache system

* Communicating and Sharing
experience on the xrootd/
proof system

* Participation to :

* Weekly CMS facility
meeting for T| and T2 sites

* CMS offline computing
workshop

Eric Lancon / 2010 FCPPL Workshop, Lyon
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% CMS Jobs at IHEP in 2009

Number of Successful and Failed Jobs (Show Percentage of Successful Jobs)

118490 (19.7%)

2. 20000

8

-

B

g

pe)

x

e

s -

@ 10000 g

E z R

- 1 ]
| i
; : Il i
e h. "I_ H I | .|| | 482563 (80.3%)
~ L - ™~ l
0l MU AT
S EEEEEENEERERDN
r ]

§588¢5857584554
g & & AT gan~ &3 R YE

® Number of Successful Jobs W Number of Failed Jobs

More than 600k jobs
Success rate 80% (including user application errors)

Eric Lancon / 2010 FCPPL Workshop, Lyon
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Beijing -

CMS PhEDEX - Cumulative Transfer Volume
52 Weeks from Week 51 of 2008 to Week 51 of 2009

°
S
2

2
<]

@
=
S
3

=

k]
3
S
=
S

(5}

CMS connectivity

! 1) 1) ) ) ) 1) ) l
«|>110TB Exported| . _
LIy $ 4B
g . . " ; .
ﬁ 50 . ........ ......... ......... .........
o
[
)
m
T T A
1) SR — b 52 Weeks from Week 51 of 2008 to Week 51 0f 2009
- r r 1 I+ r +r T+ T T T 1
140-5 ....... . ‘ . ' ‘ ' ‘ — ......... o
0 b 1 :
Jan 2009 Feb 2009 Mar 2009 Apr2009 May 2009 Jun 2009 Jul 2009 Aug 2009 Sep 2009 Oct2009 Nov 2009 Dec 2009 : i
Time 120k ... > I 50 TB II I lported ....... U SO

I T2_CN_Beijing to T1_US_FNAL_Buffer
I T2_CN_Beijing to T1_TW_ASGC_Buffer
[7] T2_CN_Beijing to T2_US_MIT

[7] T2_CN_Beijing to T1_DE_KIT_Buffer

| |T2_CN_Beijing to T1_DE_FZK_Buffer
[7]T2_CN_Beijing to T1_UK_RAL_Buffer
[ T2_CN_Beijing to T2_CH_CSCS

[7] T2_CN_Beijing to T1_IT_CNAF_Buffer

Tadwl. 170 OE TD Adimvmmnm Db N AN TD A

11 T2_CN_Beijing to T1_FR_CCIN2P3_Buffer
I T2_CN_Beijing to T1_ES_PIC_Buffer
(] T2_CN_Beijing to T2_FI_HIP

(=]
o
(=]

Data Transferred [TB]
o @
o o
LJ v

Link with 8 Tls & I———

3 T2s established

Thursday, 08 April, 2010

b1i] R

T1_US_FNAL_Buffer to T2_CN_Beijing
T1_IT_CNAF_Buffer to T2_CN_Beijing
T1_FR_CCIN2P3_Buffer to T2_CN_Beijing
T2_FI_HIP to T2_CN_Beijing

Time

| |T1_TW_ASGC_Buffer to T2_CN_Beijing
[7] T1_UK_RAL_Buffer to T2_CN_Beijing
[ T1_DE_FZK_Buffer to T2_CN_Beijing
[0 T2_CH_CSCS to T2_CN_Beijing

Total: 153.60 TB, Average Rate: 0.00 TB/s

1 T1_CH_CERN_Buffer to T2_CN_Beijing
[ T1_ES_PIC_Buffer to T2_CN_Beijing

(] T2_US_MIT to T2_CN_Beijing

[ T1_DE_KIT_Buffer to T2_CN_Beijing

Eric Lancon / 2010 FCPPL Workshop, Lyon
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Last Week...

Fill: 1005 E: 3500 GeV 30-03-2010 14:37:02

PROTON PHYSICS: STABLE BEAMS
3500 GeV 1.54e+10 1.33e+10

Intensity

last_transfer_time - first_transfer_time for BELJING, updated: 2010-04-06 22:50:43 hp_BEWING
o - - Entries 69
° Mean 2.697
Comments 30-03-2010 14:36:55 . 8 RMS 7.111
L S T T T T Overflow 0

More than 1h of stable beams!

No black holes

:lII.lillllillllillllillllilllli
20 o - - -

3(Transfer time to Beijing kh)

Lr1C LancoIil / ZUlv rurrlh. WOrksnop, Lryon
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Collision Event at

JATLAS
EXPERIMEN]

AN, N O
B . D i

My Tofea wolt por N ASea DALY TSN UAY wverty oy

M b Te @ M LA™
(U\ I e

Physics can start! P

"*J’maw-TYw
L @ O
V20

FCPPL
LT =
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Prospect for 2010

® Distribute & Analyze Data

® ATLAS & CMS : cooperation on analysis hardware
setup

o ATLAS:

® Tighten collaboration for more integrated &
efficient cloud co-operation

® PhD student on Data Distribution system

Eric Lancon / 2010 FCPPL Workshop, Lyon
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