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Ancillary detectors - Phase O

3 types of readout:

1. "Traditional" VME (V785/V775) = PRISMA @
e Coupling to AGATA using the AGAVA (test with
IPBUS 04/21)
e new VME bridge are beeing tested to reduce
dead-time
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Ancillary detectors - Phase O

3 types of readout:

1. "Traditional" VME (V785/V775) = PRISMA ¢
e Coupling to AGATA using the AGAVA (test with
IPBUS 04/21)
e new VME bridge are beeing tested to reduce
dead-time
2. GGP readout = Si-array: EUCLIDES, SPIDER,
TRACE, .. °
e Fully GTS compatible = already IPBUS
e Up to 12 systems available (Up to 434 channels
depending on the F\W)
3. "Commercial" digitizers = PARIS®, FATIMA,
LaBr3 high efficiency
e \Work in progress with the PARIS collaboration
e Only few digitizers available at LNL.

@ cf. talk by L. Corradi
b ¢ f talk by D. Mengoni
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Ancillary detectors - Phase O

Coupling CAEN digitizers with the GGPs (Coll. PARIS - S. Brambilla):

e L aBr3 with two parallel readouts:

1. V1730 (5600 Msps + DPP-PSD)

2. LaBrPRO (CFD+Slow) + GGP (FW GALILEO (2 channels/domain ; 16 domain / GGP)
e Both readout triggered by the CFD of the LaBrPRO module
e Dedicated PLL for the CAEN Digitizer with:

e 100 MHz LVDS input
e Output to CAEN standard 625 MHz
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Ancillary detectors - Phase O

Coupling CAEN digitizers with the GGPs (Coll. PARIS - S. Brambilla):

e L aBr3 with two parallel readouts:

1. V1730 (500 Msps + DPP-PSD)

2. LaBrPRO (CFD+Slow) + GGP (FW GALILEO (2 channels/domain ; 16 domain / GGP)
e Both readout triggered by the CFD of the LaBrPRO module
e Dedicated PLL for the CAEN Digitizer with:

e 100 MHz LVDS input

e Output to CAEN standard 62.5 MHz

7000, m

6500,

5500,

aooe.

3500,

3000, —_—

2500,
2000, L

1500,




AGATA Electronics

In agreement with the AGATA collaboration:

e readout of the array with V1 and V2 electronics

e VO dedicated for detector characterization after intervention @ LNL
\Work to be done before AGATA arrival:

e Check of the IPBUS FW compatibility with all generation of GTS mezzanines
if OK = migration of all AGATA GTS mezzanine to IPBUS
if not OK = back to EPICS for the complementary GGP/GTS

e Software control of the LVDS output of the Core board for v-OR
e GTS Leaf FW for IPBUS
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AGATA Electronics

In agreement with the AGATA collaboration:

e readout of the array with V1 and V2 electronics

e VO dedicated for detector characterization after intervention @ LNL
\Work to be done before AGATA arrival:

e Check of the IPBUS FW compatibility with all generation of GTS mezzanines
if OK = migration of all AGATA GTS mezzanine to IPBUS
if not OK = back to EPICS for the complementary GGP/GTS

e Software control of the LVDS output of the Core board for v-OR
e GTS Leaf FW for IPBUS

Work to be done when AGATA arrives:

e GTS Root and GGPs installed in the computing room close to the DAQ box
e Uprade FW GTS mezzanine
e Check and upgrade of all GGP F\W/

e Installation ...
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Starting from the GANIL situation
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Fig. 11. AGATA data-flow topology combining both AGATA and GANIL Narval actors,
Global Control Core (GCC) and Run Control Core (RCC) sub-systems.

E.Clément et al, NIM A 855 (2017) 1


http://doi.org/10.1016/j.nima.2017.02.063

Coupling XDAQ and DCOD

e Two distributed acquisition system - similar to GANIL situation
e New and centralized run control
e Dedicated server (gal-32) for the run control + monitoring
e Communication with the actors via SOAP/REST messaging
e Allactions (init, configure, start, stop) are done in parallel and in order
e Direct communication with the hardware for drain / trigger enable
e Two user interfaces:
1. Web Server for users
2. command line for advanced users / debug
e Monitoring and exportation of data to CARBON time series
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Monitoring HW and SW

Hardware monitoring HW:
e HV HPGe and ancillaries
o GGP
e GGP rates

88 Detector status / GALILEO HPGe High Voltage % <%

VMon/SVMax
Global Graphs.

GASP HV monitoring

Triple HV monitoring

Software monitoring:

e buffer rates
e data bandwidth
e disk space

GASP current monitoring

Triple current monitoring
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Hardware monitoring HW:

e HV HPGe and ancillaries
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Monitoring HW and SW

Hardware monitoring HW: Software monitoring:

e HV HPGe and ancillaries e buffer rates
o GGP e data bandwidth
e GGP rates e disk space
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Conclusion

e \Xork is on track for the electronic upgrade of the main complementary
detectors
e Run control has been tested during the last GALILEO campaign:
e XDAQ part is operational and documented
e Based on python3 and code available on git
e Run monitoring is operational
e Main remaining tasks:
e |n collaboration with the DAQ team:
e Network definition: fully isolated from LNL network (?)
o Test RC with DCOD
e Full characterization of the performances of the new PRISMA readout
e Compatibility HW and IPBUS for the GTS mezzanines
e Upgrade and verification of all electronic part before remounting
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Work is on track for the electronic upgrade of the main complementary
detectors
e Run control has been tested during the last GALILEO campaign:

e XDAQ part is operational and documented
e Based on python3 and code available on git

e Run monitoring is operational
e Main remaining tasks:
e |n collaboration with the DAQ team:

e Network definition: fully isolated from LNL network (?)
e Test RC with DCOD

e Full characterization of the performances of the new PRISMA readout
e Compatibility HW and IPBUS for the GTS mezzanines
e Upgrade and verification of all electronic part before remounting

THANK YOU FOR YOUR ATTENTION

Special thanks to: D. Bazzacco, S. Brambilla, E. Clement, N. Dosme, A. Gadea,
A. Gozzelino, M. Gulmini, A. Korichi, E. Legay, O. Stezowski, ...
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Builder units (BU, MU)

Event reconstruction based on timestamp information

Readout Unit  Readout Unit
Local Filter Local Filter e Configurable inputs

e Configurable time
window via XML file

e Minimum fold
requirement for the
output

L I T

TIME ORDERING AND EVENT BUILDING

1

Fold Filtering  Builder Unit

e Composite frames with
configurable keyword
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User Supplied Actors: The Local (LF) and Global (GF) Filters

Separation of Data Flow and Data Treatment:

e Generic application ensuring the communication between the actor and the
DAQ

—> Common to all data filters

e Skeleton of data treatment actor in C/C++
e For GALILEO:

e Compton-Suppression

e CFD

e Energy calculation using the Short Traces

e Zero suppression

e PSA — Derivative, short/long integration, ...
e Data formatting: ADF-like key, ...

e 'Software trigger"
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