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◼ 1 équipe : 36 enseignants chercheurs, 10-15 doctorants, 3 IATOS

◼ 2 thèmes :

 AFuTé : Apprentissage, Fusion et Télédétection
◼ Apprentissage automatique : neuronal, statistique, fouille de données…

◼ Fusion de données incertaines : approches possibilistes, crédibilistes…

◼ Télédétection : images satellites optiques et radar, géoradar, photogrammétrie... 

 ReGaRD : Représentation, Gestion et tRaitement des Données 
pour l’humain
◼ Réseaux et systèmes distribués : graphes, parallélisme, cybersécurité… 

◼ Gestion, placement et transport des grandes masses de données

◼ Traitement et l’analyse pour l’aide à la personne, et l’aide à la décision



Activités sur l’apprentissage profond

Apprentissage classique (appliqué) 
et problématiques :

 Supervisé
 détection et segmentation d’objets (Total)
 transfert de représentations (SmarterPlan)
 classification/regression (GammaLearn)

 Non supervisé autoencodage/génératif
 représentation des données (LOCIE)
 détection d’anomalies (HelioCity) 
 inversion(REPED-SARIX)

 Semi supervisé
 adaptation de domaine 

(GammaLearn++)
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f𝜃i non linéaire
𝜃i très nombreux

optimisation avec X∈ Ω grand, varié

f𝜃sX y

e𝜃eX d𝜃dz X

f𝜃s y

e𝜃eX d𝜃dz X c𝜃c yc

Deep Learning

~

~



Activités sur l’apprentissage profond, 
problématiques spécifiques 1

 Fusion de données hétérogènes (précoce, tardive)
 Echelle des données
 Niveau sémantique des données
 Relation entre les sources

Ex : Projet Total

Multitâches
 représentation latente et tâches spécifiques
 contraindre la représentation latente
 régularisation des priorités des tâches
 transfert de représentation

Ex : Gammalearn

 Apprentissage distribué/fédéré (asynchrone)
 représentation commune/spécialisée de différentes 

sources de données
 fusion de données (redondantes, complémentaires)
 répartition des tâches tout au long du workflow 

complet, du capteur à l’utilisateur
 (prétraitement, fusion, représentation, prédiction)
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e𝜃eX f𝜃1z y1
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Deep Learning



Activités sur l’apprentissage profond, 
problématiques spécifiques 2

 Inversion de modèles physiques
 introduction de contraintes

 grandeurs physiques
 encodage/représentation contraints

 Explicabilité des modèles
 prise en compte de la nature des données
 représentations intermédiaires contraintes
 approches data mining, identifier les patterns d’activation typiques
 représentation hiérarchique des données (approche ondelettes)
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e𝜃eX=a(λ1,... λn) g𝜃gλ1,..., λn X f𝜃𝜑 y𝜑a

f𝜃𝜑 y𝜑b

~ ~

inverser simuler
prédiction 
applicative

~

Deep Learning



Series of Shannon-Nyquist functionals

22/01/2021 Rencontre LAPP-LISTIC 6

Deep Learning



Deep multi-serial functionals
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Deep Learning



Example of characterizations for filters discovered by CNN
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Deep Learning
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Extraction de connaissances dans les données
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A C B

fouille de motifs séquentiels

complétude, justesse, signification statistique, interprétabilité

description  prévision

Data mining



Satellite Image Time Series
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Data mining

1 → 2 → 3
2 → 3 → 1
1 → 1 → 2

…

2 → 3 → 1

STL-map generation

Pattern extraction
• surface
• connectivity
• reliability
• maximality

Preprocessing
• radiometric band
• index
• magnitude
• direction

1 → 2 → 3

1 → 1 → 2

1 → 2 → 3 1 → 1 → 2
STL-map/pattern ranking
• swap randomization
• NMI computation

2 → 3 → 1

search space 

pruning

one single 

randomized dataset



Large graphs monitoring

Graph monitoring is the process of deciding if a local 
change will lead to global changes or not ?

 Large set of applications 
◼ Computer Networks, biology, social networks , complex

systems

How can we know if a local change is scaling into global?

 Complex relation between intrinsic factors (the 
graph structure) and extrinsic ones (the change)

Gauss question:

 Do an ant moving on a shape can figure out what
is the shape ?

Gauss-Bonnet theorem

Gauss–Bonnet theorem
The Gauss–Bonnet theorem or Gauss–Bonnet formula in

differential geometry is an important statement about surfaces which

connects their geometry (in the sense of curvature) to their topology

(in the sense of the Euler characteristic). It is named after Carl

Friedrich Gauss who was aware of a version of the theorem but never

published it, and Pierre Ossian Bonnet who published a special case

in 1848.

Statement of the theorem

Interpretation and significance

Special cases

Triangles

Polyhedra

Combinatorial analog

Generalizations

In Popular Culture

References

Books

External links

Suppose  is a compact two-dimensional Riemannian manifold with boundary . Let  be the Gaussian curvature of , and let

 be the geodesic curvature of . Then

where dA is the element of area of the surface, and ds is the line element along the boundary of M. Here,  is the Euler

characteristic of .

If the boundary  is piecewise smooth, then we interpret the integral  as the sum of the corresponding integrals along

the smooth portions of the boundary, plus the sum of the angles by which the smooth portions turn at the corners of the boundary.

The theorem applies in particular to compact surfaces without boundary, in which case the integral

An example of a complex region where Gauss–

Bonnet theorem can apply. Shows the sign of

geodesic curvature.
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Analyse de grands graphes



Ollivier-Ricci Curvature monitoring system 
Compare the Ollivier- Ricci between all nodes of two snapshots of the graph 
Evaluate the importance of the change by the magnitude of the change 
Is Gauss-Bonnet theorem is valid ?

 Seems to hold for self-healing networks

A Geometric Approach for Real-time Monitoring of Dynamic Large Scale Graphs IMC 2018, Nov. 2018,

We show in Fig 3 the sum of positive and negative values

in the ∆k matrix. Following the discussion in section 3.2,

we observe a behavior compatible with the Gauss-Bonnet

theorem, i.e. zero sum or very small one in period without

major BGPevents, and a change in period with large event.

Figure 3: Time series of the sum of the posi tive (resp.

negative) elements in ∆k along with the global sum.

From the previous discussion one can consider that moni-

toring the sum of curvature is enough to detect large events.

Nonetheless, when the Gauss-Bonnet theorem isvalid, the

sum of curvature will not change whatever large is the f uc-

tuation. However, theGauss-Bonnet theorem isnot formally

valid for Ollivier-Ricci curvature. Thismeans, just looking

at thesum of curvaturemight generate falsealarmsand mis-

detections. Wehave therefore to def neanother method to

translate thematrix ∆k into a time-seriesover which wewill

detect large events.

Analysis of Curvature Matr ixAs said before columns or

linesstructure in thematrix m×L matrix ∆k are represen-

tative of thechanges in the topology. Typically, the matrix

contains several very small values, relative to small curva-

turechanges, and a limited number of linesor columnswith

larger curvaturechanges. In order to analyzethestructureof

this matrix we will use its singular values 2, i.e., the roots of

eigenvalues of theL×L matrix ∆k T
∆k . Theelementson the

diagonal of ∆k T
∆k are the column-wise sum of squares of

∆k matrix and its trace is the Frobenius norm of ∆k , ∥∆k∥F :

∥∆k∥F =
i j

δk
i j

2

.

The Frobeniusnorm represent therefore the variance of the

values in ∆k , i.e., the strength of the curvature changes.

One can check that if the matrix ∆k contains a l non-zero

column, i.e., itsrank isl , thematrix ∆k T
∆k will havel strictly

positiveeigenvalues, or equivalently ∆k will have l non-zero

singular values. However, in practice, the curvature matrix

is f lled with small values, rather than 0, and only some of

the lines or columns will have large values. In such case,

2Singular values are extension of eigenvalues to non-square matrices [7]

∆k have some large singular values∆kT
∆k representing the

large values columns, and other eigenvalues close to 0. In

such contexts, the stable rank def ned as

γk =
∥∆k∥F

λ0
k

,

whereλ0
k

is the largest eigenvalueof ∆kT
∆k .γk is frequently

used as a robust estimator of the rank of a matrix, in partic-

ular for generating low rank approximation of noisy matri-

ces [23]. As the rank is directly related to number of large

columns in ∆k , the stable rank estimates this number, i.e., a

stable rank close to 1 means that only a single column of ∆k

has important changes, while a large stable rank indicates

largenumber of columns, i.e., landmarks, having seen impor-

tant changes. It is also noteworthy that λ0
k

have the below

property :

λ0
k

= max
∥X ∥2 0

∥∆kX∥2
∥X∥2

.

In other terms, the largest singular value gives the largest

norm stretching that the∆k matrix can generate.

The above observations lead into a simple anomaly detec-

tion scheme. For each incoming matrix ∆, we evaluate the

normalized Frobenius norm, i.e.,∥∆k∥F =
∥∆k ∥F

m
, wherem is

thenumber of ASeshaving seen changes in thek th snapshot,

andthestablerank of ∆k , i.e.,γk .Theset ¯∥∆k∥F,γ−1
k

, k = 0, . . . ,

def nes a time trajectory that will be used to detect large

events. We use γ−1
k

in place of γ−1
k

, as it is bounded, i.e.,

0 < γ−1
k

< 1. A large event will have a large value of ∥∆k∥F
and a small γ−1

k
, whilea local event might have largevalue

of ∥∆k∥F but will have a value of γk close to 1.

3.3 Landmarks selection

Our approach relies on constructing the Ollivier-Ricci em-

bedding in RN . However, monitoring the variations of all

distances is unfeasible over a real AS-level graph with over

60k verticesand 3.6 billion distances [3]. We reduce the di-

mensionality by choosing a set of L << N landmarks and

only monitor thevariation of curvaturetowardsthem, i.e.,we

represent the position of vertex i by a vector Xi = (x i
j ), j =

1, . . . L wherex i
j = κ(i , j) is thecurvature from i to landmark

j . The essential property we are seeking to preserve despite

thedimensionality reduction, isthat thevariation of thetime

series between time t and t + 1, denoted hereafter by the

drift, should be small when there are no major changes in

the graph underlying geometry and substantial when such

a large changehappens. The landmarksshould satisfy this

property and we will validate this claim in Sec. 4.

Choosing landmarks in a highly dynamic graph isa com-

plex task [40].
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Analyse de grands graphes



Ricci flow and clustering
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Analyse de grands graphes
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Analyse de grands graphes



Distribution : les problèmes

16

Problèmes classiques :

⚫ EDP

⚫ Traitement d’image

⚫ Chaînes de traitements
⚫ ...

Caractéristiques classiques des 

problèmes distribuables :

⚫ Représentation spatiale

⚫ Représentation temporelle
⚫ Traitement itératif

⚫ ...

Problématiques de la distribution :

⚫ Modélisation distribuée du problème

⚫ Distribution des traitements et données 

⚫ Recherche de l’optimalité algorithmique
⚫ ...

Parallélisme dans les traitements

22/01/2021 Rencontre LAPP-LISTIC



Distribution : les chaînes de traitements

17

Chaîne de traitements :

⚫ Suite de traitements de données modélisée par un DAG

⚫ Modélisation distribuée d’un traitement

⚫ Composition de chaînes de traitements

Problématiques des chaînes de traitements :

⚫ Description « user-friendly » des chaînes

⚫ Gestion de la distribution

⚫ Distribution des tâches et données de 
manière conjointe

⚫ Recherche de l’optimalité de distribution

⚫ Monitoring

⚫ ...

Parallélisme dans les traitements

22/01/2021 Rencontre LAPP-LISTIC



Data management for large-scale distributed systems

22/01/2021 Rencontre LAPP-LISTIC 18

◼ Motivations

◼ Massive data

◼ Need for reliable, efficient and consistent data-management systems

=> What about the CAP theorem ?

◼ Targeted architectures

◼ Data center/clouds

◼ Fog

◼ Problems / chalenges

◼ Large scale (high number of nodes, huge volumes of data)

◼ Dynamicity (hardware and software)

◼ Virtualization (resources fragmentation)

Gestion de grandes masses de données



Data management – Main contributions

◼ Key mechanism : data replication
◼ Handling multiple copies of the same piece of data

◼ Three main goals

◼ Fault tolerance (data durability/availability)

◼ Access performance

◼ Data consistency

=> Application dependant

◼ The « system » has to decide

◼ How many data copies

◼ Which consistency procotols (data types ?)

◼ Data placement ?

Rencontre LAPP-LISTIC 1922/01/2021

Gestion de grandes masses de données



◼ Perspectives / ongoing work
◼ Gadget : Toward energy-aware data management systems

ANR 2021 submission (LISTIC, LIP, LIP6, CELESTE)
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Conclusion

◼ Spécificité AFuTE
❑ Apprendre sur des données temporelles et/ou imparfaites en 

développant des travaux méthodologiques basés sur une riche 
palette théorique pour des applications en télédétection.

◼ Spécificité ReGaRD
❑ S’appuyer sur des connaissances multidisciplinaires pour 

construire des systèmes informatiques fiables et rapides afin de 
répondre aux besoins de l’humain.
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