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1. Short recap on Planck results  
2. Post-Planck Issue 1: Comparison with other 

probes. The H0 problem 
3. Post-Planck Issue 2: Internal “curiosities” in 

the Planck data (AL, curvature etc..) 
4. Are Issue 1 and Issue 2 related? 
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CMB Polarization 
•  Polarization generated 

by local quadrupole in 
temperature. 

•  Sources of quadrupole: 
•  Scalar:  E-mode 
•  Tensor: E-mode and 

B-mode 

EE 

BB 

BB 
lensing 

Credit: W. Hu 



The Planck satellite 

l  1st  release 2013: Nominal mission,15.5 months, Temperature only (large 
scale polarization from WMAP). 
 

l  2nd release 2015: Full mission, 29 months for HFI, 48 months for LFI, 
Temperature + Polarization, large scale pol. from LFI. 
Intermediate results 2016: low-l polarization from HFI 
 

l  3nd release 2018: Full mission, improved polarization, low/high-l from 
HFI. Better control of systematics specially in pol., still systematics limited. 

3rd generation full sky satellites (COBE, WMAP) 
Launched in 2009, operated till 2013. 
2 Instruments, 9 frequencies. 
LFI: 
•  22 radiometers at 

30, 44, 70 Ghz. 
HFI:  
•  50 bolometers (32 polarized) at 

100, 143, 217, 353, 545, 857 Ghz. 
•  30-353 Ghz polarized. 
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TT, TE, EE: different likelihoods at low-l (<30) and high-l (>30). 
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As 

Scalar Amplitude primordial spectrum 

ns 

Scalar spectral index 

τt 

Optical depth to reionization 

Ωch2 

Physical density of dark matter 

θ

Angular scale of sound horizon 

Ωbh2 

Physical density of baryons 

6 ΛCDM parameters 
l  Initial conditions As, ns: 

 
 
 
 
 
 
 

l  Acoustic scale of sound 
horizon θ

l  Reionization τ 
 
 

l  Dark Matter density 
Ωch2 

l  Baryon density Ωbh2

  

 
Assumptions: 

l  Adiabatic initial conditions 
l  Neff=3.046 
 

 
 
l  1 massive neutrino 0.06eV. 
l  Tanh reionization (Δz=0.5) 
 



Baseline ΛCDM results 2018 
(Temperature+polarization+CMB lensing) 

    
Mean σ [%] 

Ωbh2 Baryon density 0.02237 0.00015 0.7 

Ωch2   DM density 0.1200 0.0012 1 

100θ Acoustic scale 1.04092 0.00031 0.03 
τ  Reion. Optical depth 0.0544 0.0073 13 
ln(As 1010) Power 
Spectrum amplitude 3.044 0.014 0.7 
ns         Scalar spectral 
index 0.9649 0.0042 0.4 
H0        Hubble 67.36 0.54 0.8 
Ωm      Matter density 0.3153 0.0073 2.3 
σ8 Matter perturbation 
amplitude 0.8111 0.0060 0.7 

•  Most of parameters 
determined at (sub-) 
percent level! 
 

•  Best determined 
parameter is the 
angular scale of sound 
horizon θ to 0.03%. 
 

•  τ lower and tighter 
due to HFI data at 
large scales.  
 

•  ns is 8σ away from 
scale invariance (even 
in extended models, 
always >3σ) 
 

•  Best (indirect) 0.8% 
determination of the 
Hubble constant to 
date. ΛCDM is a good fit to the data 

No evidence of preference for classical 
extensions of ΛCDM 
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Planck Collaboration: Cosmological parameters

Fig. 12. Constraints on the comoving angular diameter distance DM(z) and Hubble parameter H(z) at the three central redshifts of
the Alam et al. (2017) analysis of BOSS DR12. The dark blue and light blue regions show 68 % and 95 % CL, respetively. The
fiducial sound horizon adopted by Alam et al. (2017) is rfid

drag = 147.78 Mpc. Green points show samples from Planck TT+lowE
chains, and red points corresponding samples from Planck TT,TE,EE+lowE+lensing, indicating good consistency with BAOs; one
can also see the shift towards slightly lower DM and higher H as more CMB data are added.

z = 2.4 lower by 0.25 and 0.3 of Planck’s �, leaving the over-
all ⇠ 2.3� tension with these results almost unchanged. As
shown by Aubourg et al. (2015), it is di�cult to construct well-
motivated extensions to the base-⇤CDM model that can resolve
the tension with the Ly↵ BAOs. Further work is needed to as-
sess whether the discrepancy between Planck and the Ly↵ BAO
results is a statistical fluctuation, caused by small systematic er-
rors, or a signature of new physics.

5.2. Type Ia supernovae

The use of type Ia supernovae (SNe) as standard candles has
been of critical importance to cosmology, leading to the discov-
ery of cosmic acceleration (Riess et al. 1998; Perlmutter et al.
1999). For ⇤CDM models, however, SNe data have little statis-
tical power compared to Planck and BAO and in this paper they
are used mainly to test models involving evolving dark energy
and modified gravity. For these extensions of the base cosmol-
ogy, SNe data are useful in fixing the background cosmology at
low redshifts where there is not enough volume to allow high
precision constraints from BAO.

In PCP15 we used the “Joint Light-curve Analysis” (JLA)
sample constructed from the SNLS and SDSS SNe plus sev-
eral samples of low redshift SNe described in Betoule et al.
(2013, 2014) and Mosher et al. (2014). In this paper, we use
the new ‘Pantheon’ sample of Scolnic et al. (2018), which adds
276 supernovae from the Pan-STARRS1 Medium Deep Survey
at 0.03 < z < 0.65 and various low-redshift and HST sam-
ples to give a total of 1048 supernovae spanning the redshift
range 0.01 < z < 2.3. The Pantheon compilation applies cross-
calibrations of the photometric systems of all of the sub-samples
used to construct the final catalogue (Scolnic et al. 2015), re-
ducing the impact of calibration systematics on cosmology. The
Pantheon data are compared to the predictions of the Planck
TT,TE,EE+lowE+lensing base ⇤CDM model best fit in Fig. 13.
The agreement is excellent. The JLA and Pantheon samples are
consistent with each other (with Pantheon providing tighter con-
straints on cosmological parameters) and there would be no sig-
nificant change to our science conclusions had we chosen to use

Fig. 13. Distance modulus µ = 5 log10(DL)+constant (where DL
is the luminosity distance) for supernovae in the Pantheon sam-
ple (Scolnic et al. 2018) with 1� errors, compared to the Planck
TT,TE,EE+lowE+lensing ⇤CDM best fit. Supernovae that were
also in the older Joint Lightcurve Analysis (Betoule et al. 2014,
JLA) sample are shown in blue. The peak absolute magnitudes of
the SNe, corrected for light curve shape, colour and host-galaxy
mass correlations (see Eq. 3 of Scolnic et al. 2018), are fixed to
an absolute distance scale using the H0 value from the Planck
best fit. The lower panel shows the binned errors, with equal
numbers of supernovae per redshift bin (except for the two high-
est redshift bins). The grey bands show the ±1 and 2� bounds
from the Planck TT,TE,EE+lowE+lensing chains, where each
model is calibrated to the best fit as for the data.

the JLA sample in this paper. To illustrate this point we give
results for a selection of models using both samples in the pa-
rameter tables available in the PLA; Fig. 17, illustrating inverse

23

Distance modulus 

We use 6DFGS+MGS+DR12 



Strong tension 
between early and 
late universe 
probes of the 
Hubble constant H0 

https://github.com/shsuyu/H0LiCOW-public/tree/
master/H0_tension_plots 

Planck CMB 

BAO+BBN+DES lensing+clustering 

SnIA+Tip of 
the red 
giants  

(Freedman 
et al. 2020)  

SnIA
+Cepheids 
(Riess 2020) 

BAO+BBN+PS full shape 

Time delays multiply 
imaged quasars *  
(Birrer 2020) 

•  A type Ia supernova is a star 
explosion of a white dwarf 
which reaches the 
Chandrasekhar limit by 
accreting mass from a 
companion.  
 

•  It is a standard candle 
because it’s peak luminosity, 
after some correction, is 
always the same. It can thus 
be used to measure 
distances. However, it’s 
distance-luminosity relation 
must be calibrated. 



Calculate the physical dimension of sound 
horizon assumes model for sound speed and  
expansion of the universe before recombination 
(after measuring ωm and ωb) 

Measure this

rs

DA(z = 1100)

✓s

Calculate this

Infer this

DA(z) =

Z z

0
dz0/H(z0)

To get the right DA, only thing left in the model to adjust is 
the cosmological constant. With that done, we have H(z).  

Determining H0 from CMB Data  
Step 2:  Use the Ruler to Infer Distance

Step 3:

Infer the distance to 
the last scattering 
surface, which 
depends on H0 
Friedmann equation, 
infer H0. 

Measure the angular 
scale of sound horizon 
from the position of the 
peaks 

Indirect measurement of the Hubble 
constant from the CMB (and BAO) 

IGM Workshop - Heidelberg, June 16th, 2014Andreu Font-Ribera - Expansion of the Universe with BOSS Quasars 9

Baryon Acoustic Oscillations

We measure H(z) and DA(z) ! 

Sound horizon at drag epoch (from Planck) : 
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VI. COSMOLOGY
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where the comoving distance is

DC(z) =
c

H0

Z z

0
dz0

H0

H(z0)
(42)

or

DC(z) =

Z z

0
dz0

c

H(z0)
(43)

and the dimensional curvature is K = �⌦k(c/H0)
�2

Luminosity distance

DL(z) = DM (z) (1 + z) (44)

Angular diameter distance

DA(z) = DM (z)/(1 + z) (45)

For flat universe

DA(z) =
DC(z)

(1 + z)
(46)

DH(z) =
c

H(z)
(47)

VII. BAO

rd =

Z 1

zd

cs(z)

H(z)
dz (48)

rd = 147.49 Mpc

�vBAO =
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H(z) (49)
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We measure BAO peak along the line of sight in BOSS : 
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Cross power specrum

X(k) = hf(k) q(k)i = PFQ(k)

Quasar variance

CQQ = 2Q2
= 2 (PQQ +NQ)

2

Forest variance

CFF = 2F 2
= 2 (PFF +NF )

2

Cross variance

CXX = X2
+ F Q = P 2

FQ + (PFF +NF ) (PQQ +NQ)

Are they independent?

CXF = 2FX = 2 (PFF +NF )PFQ

Approximations :

PQQ(k) << NQ(k)

PFF (k) << NF (k)

CQQ ⇠ 2N2
Q

CFF ⇠ 2N2
F

CXX ⇠ NQ NF

CXF ⇠ 2NF X

X2
= P 2

FQ  PFFPQQ << NQNF

Correlation coe�cient

r =

CXFp
CFFCXX

⇠ 2NFXp
2N2

F NQNF

⇠

s
2X2

NQNF
<< 1

V. BAO

�vBAO =

rs
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H(z) (35)

�✓BAO =

rs
1 + z

1

DA(z)
(36)

[1] P. McDonald and D. J. Eisenstein, Phys. Rev. D 76, 063009 (2007), arXiv:astro-ph/0607122.

[2] M. McQuinn and M. White, Mon. Not. Roy. Astron. Soc. 415, 2257 (2011), 1102.1752.
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We measure BAO peak in the transverse direction in BOSS : 
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H0

[1] P. McDonald and D. J. Eisenstein, Phys. Rev. D 76, 063009 (2007), arXiv:astro-ph/0607122.

[2] M. McQuinn and M. White, Mon. Not. Roy. Astron. Soc. 415, 2257 (2011), 1102.1752.

H2(z)=H0
2(Ωm (z+1)3..) 

Model dependent! 

Expansion rate after recombination 

H(z) here is 
the expansion 
rate of the 
universe at 
early times 

H(z) here is 
the expansion 
rate of the 
universe at 
late times 

See also 
Knox and 
Millea 2019 
for a review 



15	  cepheids	  w.	  
parallaxes	  

8	  late	  DEB	  
785	  cef.	  

2	  early	  DEB	  	  
(372	  cepheids)	  

1	  water	  maser	  (139	  cef.)	  

18	  SN	  with	  ~700	  
cepheids	  in	  hosts	  

300	  SN	  

Direct	  H0measurements	  
distance	  ladder	  from	  
supernovae	  

<~Mpc	  

>50Mpc	  

Supernovae	  magnitude-‐	  
distance	  relaLon.	  
(z<0.15)	  

Calibrate	  SN	  relaLon	  with	  	  
cepheid-‐determined	  distances	  	  

Calibrate	  cepheid	  
period-‐luminosity	  
relaLon	  with	  
geometric	  distance	  
calibraLons	  

Plot	  from	  Riess	  2016	  

Freedman et al. 
use Tip of the 
red giant 
Branch instead 
of cepheids 



Planck 1st  release :  
H0=67.3±1.2 (TT+WMAP lowlP) 
 
Planck 2nd release :  
H0=67.26 ± 0.98 (TT+LFI lowlP)  
[H0=67.51 ± 0.64(+TEEE+lensing)] 
 
 
 
Planck intermediate results : 
H0=66.93±0.62   
(TTTEEE+HFI lowlP) 
 
Planck 3nd release :  
H0=67.36 ± 0.54  
(TTTEEE+HFI lowP+lensing) 
 

 2.5σ 

 2.5σ 

 2.8σ 

Riess+ 2011  
H0=73.8±2.4  
Freedman+ 2012 
H0=74.3 ± 2.5 
 
 
 
Riess+ 2016 
H0=73.02±1.79 
 
 
Riess+ 2018 
H0=73.52 ± 1.62  
 
  
Reid+ 2019 
H0=73.5 ± 1.4 
Freedman+ 2019 
H0=69.8 ± 1.9 
 
Riess+ 2020 
H0=73.2 ± 1.3 
 
 
  
 
    

 3.2σ 

 3.8σ 

 3.6σ 

 4.1σ 

2013 

2015 

2016 

2016 

2018 

2018 

2019 

Planck Direct measurements 
H0 Tension 

1.2σ! 
 

[km/s/Mpc] 

2020 
 4.2σ 



Other early time 
solutions in 
agreement with 
Planck 

https://github.com/shsuyu/H0LiCOW-public/tree/
master/H0_tension_plots 

Planck CMB 

BAO+BBN+DES lensing+clustering 

SnIA+Tip of 
the red 
giants  

(Freedman 
et al. 2020)  

SnIA
+Cepheids 
(Riess 2020) 

BAO+BBN+PS full shape 

Time delays multiply 
imaged quasars *  
(Birrer 2020) 

Other CMB experiments in 
agreement with Planck: 
 
H0 = 67.9 ± 1.5 Km/s/
Mpc Atacama 
Cosmology Telescope 
DR4 (Aiola+ 2020) 
 
H0 = 68.8 ± 1.5 Km/s/
Mpc South Pole 
Telescope SPT-3G yr1 
(Dutcher+ 2021) 
WMAP+BAO also agrees. 
 
None of these have yet 
achieved the same 
statistical power as 
Planck, all have 2-3 times 
larger error bars. 
 
 
 



More late time 
measurements in 
agreement with 
Shoes 

https://github.com/shsuyu/H0LiCOW-public/tree/
master/H0_tension_plots 

Planck CMB 

BAO+BBN+DES lensing+clustering 

SnIA+Tip of 
the red 
giants  

(Freedman 
et al. 2020)  

SnIA
+Cepheids 
(Riess 2020) 

BAO+BBN+PS full shape 

Time delays multiply 
imaged quasars * 
(Birrer 2020) 

Note: 
•   Some of these are 

correlated 
•  All late have larger error 

bars then SNIA 
 
And others: 
 
• Cosmic Chronometers from 
stellar ages  
H0=71±2.8 (H0=69.3±2.7) km 
s−1 Mpc−1 from globular 
clusters (very-low-metallicity 
stars) (Jimenez+ 2019). 
 
• Gravitational waves 
H0=68+14

−7km s−1Mpc−1 (Ligo 
and Virgo collabs. 2019) 
 
 

SnIA+Miras 
(Huang 2020) 

Water 
Megamazers 
(Pesce 2020) Surface brightness 

fluctuations 
(Blakeslee 2021) 

Baryonic Tully Fisher 
(Schombert 2020 ) 



Systematics in the time delay 
measurements? 

•  Need lens potential reconstruction to 
infer H0 
 

•  Mass-sheet degeneracy: degeneracy 
between source position and lensing 
convergence profile. It can be broken 
assuming a deflector mass density 
profile or using stellar kinematics. 

•  Not making assumption about the mass 
profile increases error bars by a factor 
of ~4. 

 
 
Birrer+2020. See also Kochanek 2019, 
Blum+ 2020  
 
 
 

Time-delay Cosmography

• Time-delay distance

Courtesy: Martin Millon
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So what’s wrong? 
 •  Statistical fluctuation unlikely 
•  Systematics in distance ladder?  

•  Many reanalysis of the dataset have confirmed high H0 value 
•  However, need strong confirmation from another probe at 

the same level of accuracy/precision. 
•  Still some open debates (cepheid crowding, TRGB reddening, 

consistency of anchors, environmental effects on SN etc..). 
Many already addressed by Sh0es team. 

•  Systematics in CMB and BAO? 
•  Planck data have been reanalyzed, finding consistent results. 

Multiple pipelines, consistency checks all point towards same 
results. 

•  Other CMB experiments and BAO in agreement. However, 
none yet with the same accuracy. 

•  Planck has an internal consistency test deviation (AL), which 
however cannot explain as of now the H0 problem.  

•  New physics? 
 



So what’s wrong? 
 
•  New physics? 

 
•  Caveat: what people mean when they say that a model 

“works” (or not) to solve the H0 tensions is very 
arbitrary. Some would say that a model “works” if you 
reduce the difference from 4σ to ~2-3σ (so that you 
still need a large statistical fluctuation to explain the 
rest.) 
 

•  Most (all?) of these models do not manage to move the 
CMB H0value all the way to exactly match the Sh0es 
results, even when combining CMB+H0. 

 



Calculate the physical dimension of sound 
horizon assumes model for sound speed and  
expansion of the universe before recombination 
(after measuring ωm and ωb) 

Measure this

rs

DA(z = 1100)

✓s

Calculate this

Infer this

DA(z) =

Z z

0
dz0/H(z0)

To get the right DA, only thing left in the model to adjust is 
the cosmological constant. With that done, we have H(z).  

Determining H0 from CMB Data  
Step 2:  Use the Ruler to Infer Distance

Step 3:

Infer the distance to 
the last scattering 
surface, which 
depends on H0 
Friedmann equation, 
infer H0. 

Measure the angular 
scale of sound horizon 
from the position of the 
peaks 

Indirect measurement of the Hubble 
constant from the CMB (and BAO) 
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Baryon Acoustic Oscillations

We measure H(z) and DA(z) ! 

Sound horizon at drag epoch (from Planck) : 

5

VI. COSMOLOGY

H =

ȧ

a
(39)

H2

H2
0

= ⌦r a�4
+ ⌦m a�3

+ ⌦⇤ + ⌦k a�2
(40)

DM (z) = K�1/2
sin

⇣
K1/2DC(z)

⌘
⇡ DC(z)

"
1 +

1

6

⌦k

✓
DC(z)

c/H0

◆2
#
, (41)

where the comoving distance is

DC(z) =
c

H0

Z z

0
dz0

H0

H(z0)
(42)

or

DC(z) =

Z z

0
dz0

c

H(z0)
(43)

and the dimensional curvature is K = �⌦k(c/H0)
�2

Luminosity distance

DL(z) = DM (z) (1 + z) (44)

Angular diameter distance

DA(z) = DM (z)/(1 + z) (45)

For flat universe

DA(z) =
DC(z)

(1 + z)
(46)

DH(z) =
c

H(z)
(47)

VII. BAO

rd =

Z 1

zd

cs(z)

H(z)
dz (48)

rd = 147.49 Mpc

�vBAO =

rd
1 + z

H(z) (49)

�zBAO =

rd
c
H(z) (50)
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We measure BAO peak along the line of sight in BOSS : 
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Cross power specrum

X(k) = hf(k) q(k)i = PFQ(k)

Quasar variance

CQQ = 2Q2
= 2 (PQQ +NQ)

2

Forest variance

CFF = 2F 2
= 2 (PFF +NF )

2

Cross variance

CXX = X2
+ F Q = P 2

FQ + (PFF +NF ) (PQQ +NQ)

Are they independent?

CXF = 2FX = 2 (PFF +NF )PFQ

Approximations :

PQQ(k) << NQ(k)

PFF (k) << NF (k)

CQQ ⇠ 2N2
Q

CFF ⇠ 2N2
F

CXX ⇠ NQ NF

CXF ⇠ 2NF X

X2
= P 2

FQ  PFFPQQ << NQNF

Correlation coe�cient

r =

CXFp
CFFCXX

⇠ 2NFXp
2N2

F NQNF

⇠

s
2X2

NQNF
<< 1

V. BAO

�vBAO =

rs
1 + z

H(z) (35)

�✓BAO =

rs
1 + z

1

DA(z)
(36)
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[2] M. McQuinn and M. White, Mon. Not. Roy. Astron. Soc. 415, 2257 (2011), 1102.1752.
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We measure BAO peak in the transverse direction in BOSS : 
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�✓BAO =

rd
1 + z

1

DA(z)
(51)

H0

[1] P. McDonald and D. J. Eisenstein, Phys. Rev. D 76, 063009 (2007), arXiv:astro-ph/0607122.

[2] M. McQuinn and M. White, Mon. Not. Roy. Astron. Soc. 415, 2257 (2011), 1102.1752.

H2(z)=H0
2(Ωm (z+1)3..) 

Model dependent! 

Expansion rate after recombination 

H(z) here is 
the expansion 
rate of the 
universe at 
early times 

H(z) here is 
the expansion 
rate of the 
universe at 
late times 

See also 
Knox and 
Millea 2019 
for a review 



Change in the late universe 

Late-time dynamics of dark matter and/or 
dark energy, e.g. dynamical dark energy (e.g. 

Planck collaboration 2015, 2018), decaying DM (Poulin

+ 2018, Vattis+ 2019,Clark+2020, Haridasu+2020) 
interacting dark matter-dark energy (Di 

Valentino+ 2019)), Modified gravity (Raveri 2019), 
H(z) reconstruction (Bernal+2016, Lemos+ 2018, 

Raveri 2019 etc…)  
=> highly constrained by BAO, Supernovae 
and other probes.  

Measure this

rs

DA(z = 1100)

✓s

Calculate this

Infer this

DA(z) =

Z z

0
dz0/H(z0)

To get the right DA, only thing left in the model to adjust is 
the cosmological constant. With that done, we have H(z).  

Determining H0 from CMB Data  
Step 2:  Use the Ruler to Infer Distance

Step 3:

Other: e.g. Modified gravity changes to Cepheid 
period-luminosity relation (Desmond+ 2019)=> but 
cannot explain time delay H0 measurement. 

10 eBOSS Collaboration

TABLE 2
Data sets for cosmology analyses.

Name Data Combination Cosmology Analysis
BAO DM (z)/rd and DH(z)/rd from BAO measurements of all SDSS tracers Section 4
RSD f�

8

(z) from all SDSS tracers, marginalizing over DM (z)/rd and DH(z)/rd Section 5
SDSS DM (z)/rd, DH(z)/rd, and f�

8

(z) of all SDSS tracers Sections 6,7
CMB T&P Planck TT, TE, EE, and lowE power spectra Sections 4,5
CMB lens Planck lensing measurements Section 5
Planck Planck temperature, polarization, and lensing measurements Sections 6,7
SN Pantheon SNe Ia measurements Sections 4,6,7
WL DES cosmic shear correlation functions Section 5
DES DES 3⇥2 measurements (cosmic shear, galaxy clustering, and galaxy-galaxy lensing) Sections 6,7
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Fig. 1.— Top: Distance measurements from the SDSS lineage of BAO measurements presented as a function of redshift. Measurements
include those from SDSS MGS (Ross et al. 2015; Howlett et al. 2015), BOSS galaxies (Alam et al. 2017), eBOSS LRGs (Bautista et al.
2020; Gil-Marin et al. 2020), eBOSS ELGs (Tamone et al. 2020; de Mattia et al. 2020), eBOSS quasars (Hou et al. 2020; Neveux et al.
2020), the BOSS+eBOSS Ly↵ auto-correlation, and the BOSS+eBOSS Ly↵-quasar cross-correlation measurements (du Mas des Bourboux
et al. 2020). Red points correspond to transverse BAO, while green points to radial BAO. The MGS DV measurement is plotted in orange
with a translation to DM assuming a ⇤CDM model for illustrative purposes. The red and green theory curves are not fit to the BAO
data; they are the Planck bestfit predictions for a flat ⇤CDM model. Bottom: Growth rate measurements from the SDSS lineage of
f�

8

measurements as a function of redshift. The measurements match the BAO samples except for z > 2, where we do not report a
measurement of the growth rate. As for the upper panel, theory curve is not a fit, but a bestfit Planck model.

structed correlation function (Ross et al. 2015) and an
RSD measurement from the anisotropic correlation func-
tion (Howlett et al. 2015), both at an e↵ective redshift
ze↵ = 0.15. The BAO measurement was characterized
with DV (z)/rd and the RSD fit was performed using the
post-reconstruction BAO fit as a prior. The likelihoods
from this work are found in the Supplementary Data as-
sociated with Howlett et al. (2015). We refer to this
sample as the ‘Main Galaxy Sample’ (MGS) in the table
and throughout the paper.
BOSS DR12 Galaxies (0.2 < z < 0.6): Over the pe-

riod 2009–2014, BOSS performed spectroscopy to mea-
sure large-scale structure with galaxies over the redshift
interval 0.2 < z < 0.75. BOSS obtained redshifts for
1,372,737 galaxies over 9,376 deg2 from which the final
galaxy catalog was produced for clustering measurements
(Reid et al. 2016). The sample was divided into three
redshift bins covering 0.2 < z < 0.5, 0.4 < z < 0.6,
and 0.5 < z < 0.75 for studies of BAO and RSD. For

each redshift bin, seven di↵erent measurements of BAO,
AP, and RSD were performed (Ross et al. 2017; Vargas-
Magaña et al. 2018; Beutler et al. 2017b,a; Satpathy et al.
2017; Sánchez et al. 2017b; Grieb et al. 2017) based
on the galaxy correlation function or power spectrum.
Following the methodology of Sánchez et al. (2017a),
these measurements were combined into a single consen-
sus likelihood spanning DM (z)/rd and DH(z)/rd for the
BAO-only measurements and DM (z)/rd, DH(z)/rd, and
f�8(z) for the combined BAO and RSD measurements.
These results were computed over all three redshift inter-
vals after fully accounting for systematic errors and co-
variances between parameters and between redshift bins
(Alam et al. 2017). We refer to the 0.2 < z < 0.5 and
0.4 < z < 0.6 samples as the ‘BOSS Galaxies’.
eBOSS Galaxies and Quasars (0.6 < z < 2.2):

eBOSS began full operations in July 2014 to perform
spectroscopy on luminous red galaxies (LRGs), emis-
sion line galaxies (ELGs), and quasars and concluded

Eboss 2020 



Late time solutions: change in H(z) 
•  The CMB is only sensitive to the integral of the 

expansion history till decoupling, and so cannot 
constrain the detailed redshift evolution of H(z). 
 

•  However, BAO and SN cover z~0.01-2, 
tightly constraining the evolution of H(z). 

•  If one tries to solve the tensions with a sharp 
transition at z<0.01, one cannot just use an H0 
gaussian prior at z=0! The H0 constraint come 
from using supernovae at z=0.01-0.15 
calibrated with cepheids at z<0.01! A more 
viable solution is to use the Pantheon SN dataset 
with the cepheid calibration. 

•  The tension is on the Supernovae calibration Mb! 
 
 
 
 
   

See also Aylor+ 2018, Poulin+ 2018, Benevento+ 
2020, Wang 2019, Raveri+ 2019, Dhawan+ 2020, 
Camarena and Marra 2021. 

One can phenomenologically 
reconstruct H(z). It is possible to find 
a solution to BAO+rs (which in LCDM 
would give low H0) +Sh0es (which is 
high). The solution is just a fast 
increase of H0 at z<0.1 where we do 
not have BAO data (which 
corresponds to low Dv/rs).  
 
 
 
HOWEVER, supernovae  tell us that 
the  evolution in H(z) is very smooth, 
so the combination of H0,SN, and 
BAO+rs do not provide a satisfactory 
solution to all data. 
Bernal+ 2016, bins at z = [0, 0.2, 
0.57, 0.8, 1.3]. 
 

Aylor+ 2018 

Benevento+ 2018 
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garding the local calibration of the supernova absolute mag-
nitude MB . In particular, in Section 3.6.2 we obtain a sim-
ple new analytical expression for the supernova likelihood
marginalized over MB when the supernova calibration prior
is adopted. The results are shown in Section 4 and the con-
clusions drawn in Section 5.

2 HOCKEY-STICK DARK ENERGY

Let us suppose that the equation of state parameter of the
dark energy follows the following hockey-stick parametriza-
tion (hsCDM):

w =
;

wx ≠ z (1 + wx)/zt if z Æ zt (the blade)
≠1 if z > zt (the shaft) , (1)

which mimics the cosmological constant at higher redshifts
and deviates from the latter for z Æ zt, reaching wx at z = 0,
see Figure 1. A step equation of state (constant wx for z Æ
zt) shows a very similar phenomenology. Here, we adopt the
hockey-stick equation of state as it features the same number
of parameters (wx and zt) but is continuous.

It follows that the expansion rate is, assuming spatial
flatness:

H2(z)
H2

0
= �M0(1 + z)3 + �R0(1 + z)4 + ��0(1 + z)3g(z),

(2)

where �M0 + �R0 + ��0 = 1

g(z) = 1
ln(1 + z)

⁄ z

0

1 + w(zÕ)
1 + zÕ dzÕ (3)

= 1 + wx

zt ln(1 + z) ◊
;

(1 + zt) ln(1 + z) ≠ z if z Æ zt

(1 + zt) ln(1 + zt) ≠ zt if z > zt
.

The apparent magnitude is then:

mB(z) = 5 log10

5
dL(z)
10pc

6
+ MB , (4)

where the luminosity distance is:

dL(z) = (1 + z)
⁄ z

0

c dz̄

H(z̄) . (5)

Finally, the distance modulus is given by:

µ(z) = mB(z) ≠ MB . (6)

For zt æ Œ one recovers the wCDM model with w =
wx. We will consider the wCDM model for comparison sake.

3 STATISTICAL INFERENCE

3.1 Cosmic Microwave Background

We use the Gaussian prior on (R, la, �B0 h2, ns) derived
from the Planck 2018 results (Chen et al. 2019, wCDM
model in Table I). We denote with ‰2

cmb the correspond-
ing ‰2 function.

3.2 Baryonic Acoustic Oscillations

We adopt BAO measurements from the following surveys:
6dFGS (Beutler et al. 2011), SDSS-MGS (Ross et al. 2015)
and BOSS-DR12 (Alam et al. 2017). 6dFGS and SDSS-MGS
provide isotropic measurements at redshifts 0.1 and 0.15,
while BOSS-DR12 data constrains H(z) and dA(z) at red-
shifts 0.38, 0.51 and 0.61. We denote with ‰2

bao the corre-
sponding ‰2 function.

3.3 Supernovae Ia

We consider the Pantheon dataset, consisting of 1048 Type
Ia supernovae spanning the redshift range 0.01 < z <
2.3 (Scolnic et al. 2018). We denote with ‰2

sne the corre-
sponding ‰2 function.

3.4 Local constraint

3.4.1 Hubble constant

We consider the latest determination of the Hubble constant
by SH0ES:

HR20
0 = 73.2 ± 1.3 km s≠1Mpc≠1 (Riess et al. 2020) , (7)

so that the corresponding ‰2 function is:

‰2
H0 =

!
H0 ≠ HR20

0
"2

‡2
H0

. (8)

3.4.2 Supernova calibration prior

Using the method developed in Camarena & Marra (2020)
(see Benevento et al. 2020, for a similar method), the con-
straint of equation (7) corresponds to the following e�ective
prior on the calibration of the supernova absolute magni-
tude MB :2

MR20
B = ≠19.2421 ± 0.0375 mag , (9)

so that the corresponding ‰2 function is:

‰2
MB

=
!
MB ≠ MR20

B

"2

‡2
MB

. (10)

3.4.3 Model-independent H0 constraint

It is worth reminding that the constraint of equation (7) is
obtained from equation (9) by adopting the following Dirac
delta prior for the deceleration parameter q0 :

f(q0) = ”(q0 ≠ q0,fid) , (11)

q0,fid = 3
2�M0,fid ≠ 1 = ≠0.55 , (12)

where the deceleration parameter takes the value relative to
the flat concordance �CDM model with �M0,fid = 0.3 (Riess
et al. 2016).

If, on the other hand, the following uninformative prior
is adopted;

f(q0) = constant , (13)

2 Code available at github.com/valerio-marra/CalPriorSNIa.

MNRAS 000, 1–7 (202X)
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It is worth reminding that the constraint of equation (7) is
obtained from equation (9) by adopting the following Dirac
delta prior for the deceleration parameter q0 :

f(q0) = ”(q0 ≠ q0,fid) , (11)

q0,fid = 3
2�M0,fid ≠ 1 = ≠0.55 , (12)

where the deceleration parameter takes the value relative to
the flat concordance �CDM model with �M0,fid = 0.3 (Riess
et al. 2016).

If, on the other hand, the following uninformative prior
is adopted;

f(q0) = constant , (13)

2 Code available at github.com/valerio-marra/CalPriorSNIa.
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Changes in the early universe 
 
 

rs =

Z td

0
csdt/a =

Z ad

0
cs

da

a2H(a)

Determining H0 from CMB Data  
Step 1:  Calibrating a Standard Ruler

Need to know cs(a) and H(a) to calibrate the ruler.

c2s = @P/@⇢

⇢m

⇢b /⇢�

H2(a) = 8⇡G/3(⇢� + ⇢⌫+ )

Change the time of 
decoupling (e.g. changing 
recombination Chiang+ 2018). 

Change the expansion 
history of the universe at 
early times (e.g. early dark 
energy Poulin+ 2018) 

Change the sound speed 
(e.g. DM-baryon interactions, Boddy+ 
2018) 

Change the inference of  θ 
from CMB (e.g.sterile neutrino 
with strong interactions, which also 
change rs Kreisch+ 2019) 

In ΛCDM from 
Planck, 
rs

drag=147.09 ± 
0.26. To solve 
the Hubble 
tension one 
needs 
rs

drag~138. 
 

Other: primordial power 
spectrum reconstruction 
(Hamzra+ 2018 Shafiloo+ 2020) 

Some of these work better than others, 
but a satisfying physical theory that can 
explain all of the observations has yet 
to be found… 



Outline 

1. Short recap on Planck results  
2. Post-Planck Issue 1: Comparison with other 

probes. The H0 problem 
3. Post-Planck Issue 2: Internal “curiosities” in 

the Planck data (AL, curvature etc..) 
4. Are Issue 1 and Issue 2 related? 
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The parameters from low and high multipoles are 
in overall agreement at the ~2σ level. 



CMB lensing and ALens    
•  Lensed CMB power spectrum is a 

convolution of unlensed CMB with 
lensing potential power 
spectrum=>smoothing of the 
peaks and throughs. 

 
 
•  AL is a consistency parameter, 

which rescales the amplitude of the 
lensing potential which smooths 
the power spectrum. 

•  Lensing is better measured taking the 4-
point correlation function of the CMB 
maps, since lensing breaks isotropy of 
the CMB, giving a non-gaussian signal. 
 

See e.g. Lewis & Challinor 2006 
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power spectrum significantly. Higher signal-to-noise can
be achieved by correlating power in different directions
on the sky, effectively using the four-point function signa-
ture imprinted by lensing to reconstruct the line-of-sight
integrated matter distribution1.

The strength of the weak lensing smoothing is related
to the growth rate and amplitude of the dark matter
fluctuations. Since both dark energy or modified gravity
significantly affects these perturbations, a measurement
of the CMB lensing, through its high-ℓ smoothing, can
in principle be a useful cosmological test (see e.g. [10]).

The recent claim made by the ACBAR collaboration
([11]) for a detection of weak lensing, based solely on
smoothing of the angular power spectrum, opens the
opportunity for this kind of analysis. To first order,
lensing causes the primordial peak structure to be less
pronounced, as gravitational potential fluctuations on
large scales mix the various scales in the primordial
CMB power. Based on the effect on the power spec-
trum, the ACBAR collaboration has reported a ∆χ2 =
9.46 between the lensed and unlensed best fits to the
WMAP+ACBAR data, which translates into a ≥ 3σ de-
tection of CMB lensing.

In this paper we further analyze this result and we
study the possible cosmological implications. In the next
section we phenomenologically uncouple weak lensing
from primary anisotropies by introducing a new param-
eter AL that scales the gravitational potential in a way
such that AL = 1 corresponds to the expected weak lens-
ing scenario. We then constrain this parameter with cur-
rent CMB data, we evaluate the consistency with AL = 1,
the correlation with other parameters and with other sys-
tematics such as SZ. We will report a ∼ 2σ preference
for values of AL > 1. We will then discuss some possi-
ble cosmological mechanisms that can increase the CMB
smoothing, namely an extra background of cosmic strings
and modified gravity.

II. ANALYSIS METHOD

Weak lensing of the CMB anisotropies enters as a con-
volution of the unlensed temperature spectrum Cℓ with
the lensing potential power spectrum CΨ

ℓ
(see [8]). This

convolution serves to smooth out the main peaks in the
unlensed spectrum, which is the main qualitative effect
on the power spectrum on scales larger than the ACBAR
beam, or 6′.

The weak lensing parameter is defined as a fudge scal-
ing parameter affecting the lensing potential power spec-
trum:

CΨ
ℓ → ALCΨ

ℓ . (1)

1 This type of estimator has recently been used to find evidence of
order 3− σ in the WMAP data [42, 43] in cross-correlation with
galaxy surveys.

FIG. 1: This figure shows the effect of varying AL parame-
ter. The curves with increasingly smoothed peak structure
correspond to values of AL of 0,1,3,6,9.

In other words, parameter AL effectively multiplies
the matter power lensing the CMB by a known factor.
AL = 0 is therefore equivalent to a theory that ignores
lensing of the CMB, while AL = 1 gives the standard
lensed theory. Since at the scales of interest the main
effect of lensing is purely to smooth peaks in the data,
AL can also be seen as a fudge parameter controlling the
amount of smoothing of the peaks. The Figure 1 illus-
trates this effect of varying AL on a concordance cosmo-
logical model.

In what follows we provide constraints on AL by an-
alyzing a large set of recent cosmological data. The
method we adopt is based on the publicly available
Markov Chain Monte Carlo package cosmomc [17] with
a convergence diagnostics done through the Gelman
and Rubin statistics. We sample the following eight-
dimensional set of cosmological parameters, adopting flat
priors on them: the baryon and cold dark matter den-
sities ωb and ωc, the ratio of the sound horizon to the
angular diameter distance at decoupling, θs, the scalar
spectral index nS , the overall normalization of the spec-
trum A at k = 0.002 Mpc−1, the optical depth to reion-
ization, τ . Furthermore, we consider purely adiabatic
initial conditions and we impose spatial flatness. We also
consider the possibility of a massive neutrino component
with fraction fν > 0 and, finally, we add the weak lensing
parameter AL.

Our basis data set is the three–year WMAP data [3]
(temperature and polarization) with the routine for com-
puting the likelihood supplied by the WMAP team. As
we were approaching completition of this paper, the five
year WMAP result data became available ([4], [5]). We
have therefore checked that our results are stable with
respect to the new data.

We add the high quality and the fine-scale measure-
ments from the ACBAR experiment ([11]) by using the

Credit: P. Serra 

Detected at ~10σ level 

Detected at ~40σ level 

Calabrese+ 2008 



Peak smoothing in the power spectra 
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•  Al  is an unphysical parameter 
used for consistency check. 

•  Since 2013 preference for high 
value, TT spectrum prefers 2.4σ 
deviation from 1.  
 
 

•  Not really lensing, not preferred 
by CMB lensing reconstruction. 
 

•  Preference for higher lensing 
projects into small deviations in 
extensions which have analogous 
effect on lensing (Ωk, w, Σmν).  
 

•  Adding polarization, AL 
degenerate with systematics 
corrections and thus likelihood 
used. 
 

Amplitude of the lensing potential power spectrum. 

Different treatments of 
systematics in polarization (as 
done in our two likelihoods) 

can impact extensions of 
ΛCDM at ~0.5σ level. 
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Fig. 24. Base-⇤CDM model (AL = 1) TT power spectrum resid-
uals smoothed with a Gaussian kernel of width �` = 40. The
black line shows the smoothed di↵erence between the coadded
data points and the theoretical model for the Planck TT+lowE
best-fit model, while coloured lines show the residuals for sam-
ples over the allowed parameter space coloured by the value
of ⌦mh2. Grey bands show the 1, 2, and 3 � diagonal range
expected for the smoothed residuals in the best-fit model. The
red dashed line shows 10 % of the lensing-smoothing di↵erence
predicted in the best-fit model, displaying the oscillatory sig-
nal expected if there were more lensing of the acoustic peaks.
The data residuals are not particularly anomalous, but the resid-
uals have a similar pattern to the lensing smoothing di↵erence
over the approximate range ` = 1100–2000, giving a preference
for around 10 % more lensing at fixed cosmological parameters.
Allowed models with lower ⌦mh2 (and hence higher H0) pre-
dict less lensing and give a larger oscillatory residual, preferring
relatively more lensing smoothing than models with high matter
density. The black dashed line shows the smoothed residual for
the Planck TT+lowE best fit to ⇤CDM+AL (with AL = 1.19).

increasing the significance of AL > 1 to 2.8� (99.8 % of pa-
rameter samples have AL > 0, so the one-tailed limit is almost
exactly 3�). Moreover, combining with the lensing likelihood
further pulls the constraint towards AL = 1, which is then con-
sistent with the data to within 2�; we see that the preference for
AL > 1 is driven by the CMB power spectra alone.

The preference for high AL is not just a volume e↵ect in
the full parameter space (see PCP13 for discussion of such ef-
fects in multi-parameter fitting), with the best fit improved by
��2

e↵ = �8.7 when adding AL for TT+lowE and ��2
e↵ = �9.7 for

TT,TE,EE+lowE. The bulk of the ��2
e↵ comes from the high-`

likelihood (mostly in the range 600 < ` < 1500); however, the
low-` temperature commander likelihood fit is also improved if
AL is free, with ��2

e↵ = �2.3 and ��2
e↵ = �1.3 for the TT+lowE

and TT,TE,EE+lowE, respectively, due to the lower amplitude
of the AL fit on large scales. The change in fit to the low-` polar-
ization is not very significant (��2

e↵ = �0.2 and ��2
e↵ = �0.4).

The determination of AL from the high-` polarization data
and the TT,TE,EE+lowE joint combination depends on the cali-
bration of the polarization channels, and is a↵ected by di↵erent
ways of modelling the polarization e�ciencies, as discussed in
Sect. 2.2. The results from the CamSpec likelihood (which uses

spectrum-based rather than map-based calibrations for T E and
EE) are somewhat shifted with respect to the Plik likelihood,
as shown by the dotted lines in Fig. 23, and have larger errors,
giving

AL = 1.246+0.092
�0.100 (68 %, TT+lowE [CamSpec]), (37a)

AL = 1.149 ± 0.072 (68 %, TT,TE,EE+lowE [CamSpec]). (37b)

Using CamSpec there is still a clear preference for AL > 1, but
the joint result with polarization is now only just over 2� above
AL = 1. This di↵erences between these results from Plik and
CamSpec is a consequence of di↵erences in the methodologies
used to create the likelihoods and we have not been able to deter-
mine definitively which approach is the more reliable. Although
both likelihoods clearly show a preference for AL > 1, this can-
not be claimed to be a robust detection at much over 2�.

The preference for AL > 1 within the ⇤CDM model is a
curious feature of the Planck CMB power spectrum data, and
has already been discussed extensively in PCP13, PCP15, and
Planck Collaboration Int. LI (2017), although it is now slightly
more significant. In temperature, over half of the small (approx-
imately 0.02) upward shift in AL compared to 2015 is explained
by the lower optical depth from the 2018 low-` likelihood: lower
⌧ implies lower As to match the high-` CMB fluctuation ampli-
tude, and hence larger AL to yield a lensing amplitude and hence
amount of smoothing at the same level as 2015. In polarization
about 40 % of the shift in AL is explained by changes in ⌧, with
changes in the maps, modelling for beam leakage, and polariza-
tion e�ciencies explaining the rest.

The high-` temperature likelihood preference for more lens-
ing smoothing than allowed by ⇤CDM can be seen by eye in the
smoothed data residuals plotted in Fig. 24; over almost all the
allowed ⇤CDM parameter space there is an oscillatory residual
in the range 1100 <⇠ ` <⇠ 2000 that matches the shape of the lens-
ing smoothing25 (although in other multipole ranges it does not
match at all). The residual is not obviously anomalous, with the
TT ⇤CDM best fit improving by ��2 ⇡ 4 if a best-fit oscillatory
residual (with AL ⇡ 1.1) is added to the best-fit ⇤CDM theory
model. The stronger preference for AL > 1 when AL varies arises
because degeneracies between AL, cosmological parameters, and
foregrounds improves the fit at both high and lower multipoles,
as shown by the black dashed line in Fig. 24. In ⇤CDM the lens-
ing amplitude can be increased by increasing⌦mh2; however, the
model then becomes a bad fit because of the poorer agreement
at ` < 1000). Varying AL allows a high AL to remove the os-
cillatory residual at high multipoles that appears in ⇤CDM with
lower ⌦mh2, giving best fits with lower ⌦mh2 and higher H0 (by
1.5–2.0�, depending on the exact combination of data used) that
are not favoured in the physical ⇤CDM model. Lower values of
⌦mh2 give higher values of ns, lowering the theory prediction
on large scales, so high AL models are also slightly preferred by
the dip in the ` < 30 Planck temperature data. The parameter
degeneracies are illustrated in Fig. 25.

The AL results appear to be robust to changes in foreground
modelling in the baseline likelihood, with the CamSpec 545 GHz
cleaned likelihood (see Appendix A) giving very similar results.

25Although the oscillatory pattern looks most similar to lensing at
high multipoles, an increase in the foreground model amplitude can
decrease the oscillation amplitude in the theory contribution to the
spectrum, and hence appear as an oscillatory di↵erence. For example
�ns ⇡ �0.02, combined with an implausibly large change in the fore-
ground model, gives a di↵erence in the predicted spectrum with an os-
cillatory component that has similar amplitude to �AL ⇡ 0.1; see the
related discussion in Planck Collaboration Int. LI (2017).
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could indicate that the low-multipole results have been pulled
unusually far from the truth by the large-scale power spectrum
dip; if so, the WMAP temperature results would also have been
pulled at a similar (but not identical) level. The region of overlap
of the high- and low-multipole parameter constraints is consis-
tent with constraints from the nearly-independent combination
of EE polarization and lensing with a conservative ⌦bh2 prior
(green contours). This is consistent with a statistical fluctuation
pulling the low and high multipoles in opposite directions, so
that their intersection is closer to the truth if ⇤CDM is correct.

Figure 22 shows marginalized individual parameter con-
straints, and also a comparison with the results from the polariza-
tion likelihoods at high and low multipoles. The ` � 802 temper-
ature results pull parameters to a region of higher matter density
and fluctuation amplitude (and to lower ns and H0) than the lower
multipole range, and predict a CMB lensing amplitude parame-
ter �8⌦

0.25
m = 0.649 ± 0.018. This is in tension with the CMB

lensing-reconstruction measurement of �8⌦
0.25
m = 0.589± 0.020

at 2.2� (as pointed out by Addison et al. 2016 with 2015 data;
also see the closely-related discussion in the next subsection).
As shown in Fig. 22, combining the ` � 802 CMB likelihood
with the lensing reconstruction, all parameter results move back
towards the same region of parameter space as combining with
`  801, consistent with the high-` temperature result having
fluctuated high along the main degeneracy direction. As dis-
cussed in Sects. 2.3 and 3.3, the combined CMB power spec-
trum results over the full multipole range are consistent with the
lensing likelihood.

It is also interesting to compare to parameters constraints
from the CMB power spectrum multipoles `  801 combined
with the lensing and BAO, which gives

H0 = (67.85 ± 0.52) km s�1Mpc�1,

�8 = 0.8058 ± 0.0063,
⌦m = 0.3081 ± 0.0065.
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These results are entirely independent of the cosmological pa-
rameter fit to the ` � 801 power spectra, but agree well at the
1� level with the full joint results in Table 1 (which have sim-
ilar errors on these parameters). An equivalent result could be
obtained using WMAP data after replacing their low-` polariza-
tion with the Planck HFI measurement (i.e., lowE).

For the temperature likelihoods, the di↵erence between the
low- and high-multipole constraints remains evident, with ⌦mh2

di↵ering at the 2.8� level. Adding polarization, the results from
the multipole ranges are more consistent, as shown in Fig. 22,
though the di↵erence in ⌦mh2 is still unusual at the roughly
2� level. However, the shifts in the di↵erent parameters are all
highly correlated, due to partial parameter degeneracies, and the
significance of any individual large shift is lower after account-
ing for the number of parameters (Planck Collaboration Int. LI
2017). The internal tensions between multipole ranges appear to
be consistent with moderate statistical fluctuations, related to the
low-` dip at large scales and correlated with the lensing ampli-
tude on small scales. The large-scale feature is well determined
by both WMAP and Planck and very robustly measured. The
internal consistency of the Planck power spectra between dif-
ferent frequencies and detectors (PPL15, PPL18) argues against
systematics driving large parameter shifts at high multipoles.
Equation (35) also demonstrates that any e↵ect from the high-
multipole spectra alone cannot be pulling our baseline parame-
ters by more than about 1�. In the next subsection we describe
in more detail the apparent preference for higher lensing ampli-

Fig. 23. Constraints on the value of the consistency parameter
AL, as a single-parameter extension to the base-⇤CDM model,
using various combinations of Planck data. When only power
spectrum data are used, AL > 1 is favoured at about 3�, but
including the lensing reconstruction the result is consistent at
2� with AL = 1. The dotted lines show equivalent results for
the CamSpec likelihood, which peak slightly nearer to AL = 1,
indicating some sensitivity of the AL results to choices made in
constructing the high-multipole likelihoods.

tude, and the features in the observed spectrum that could be
responsible for it.

6.2. Lensing smoothing and AL

In addition to the direct measurement of CMB lensing described
in Sect. 2.3 and PL2018, lensing can be seen in the Planck CMB
power spectra via the lensing-induced smoothing of the acous-
tic peaks and transfer of power to the damping tail. This e↵ect
is modelled in our main parameter analysis, and can be calcu-
lated accurately from the unlensed CMB power spectra and the
CMB lensing potential power spectrum in each model (Seljak
1996; Lewis & Challinor 2006). Interesting consistency checks
include testing if the amplitude of the smoothing e↵ect in the
CMB power matches expectation and whether the amplitude of
the smoothing is consistent with that measured by the lensing
reconstruction. To do this, the theoretical prediction for the lens-
ing spectrum in each model is often scaled by an “AL” consis-
tency parameter, where the theoretical expectation is that AL = 1
(Calabrese et al. 2008).

As shown in Fig. 3, the Planck lensing-reconstruction power
spectrum is consistent with the amplitude expected for ⇤CDM
models that fit the CMB spectra, so the Planck lensing measure-
ment is compatible with AL = 1. However, the distributions of
AL inferred from the CMB power spectra alone are shown in
Fig. 23 for various di↵erent data combinations, and these indi-
cate a preference for AL > 1, with

AL = 1.243 ± 0.096 (68 %, Planck TT+lowE), (36a)
AL = 1.180 ± 0.065 (68 %, Planck TT,TE,EE+lowE), (36b)

assuming a ⇤CDM+AL model. The TE polarization data alone
slightly prefer AL < 1, with the EE data slightly preferring
AL > 1; however, both are consistent with AL = 1 within 2�.
The joint combined likelihood shifts the value preferred by the
TT data downwards towards AL = 1, but the error also shrinks,
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could indicate that the low-multipole results have been pulled
unusually far from the truth by the large-scale power spectrum
dip; if so, the WMAP temperature results would also have been
pulled at a similar (but not identical) level. The region of overlap
of the high- and low-multipole parameter constraints is consis-
tent with constraints from the nearly-independent combination
of EE polarization and lensing with a conservative ⌦bh2 prior
(green contours). This is consistent with a statistical fluctuation
pulling the low and high multipoles in opposite directions, so
that their intersection is closer to the truth if ⇤CDM is correct.

Figure 22 shows marginalized individual parameter con-
straints, and also a comparison with the results from the polariza-
tion likelihoods at high and low multipoles. The ` � 802 temper-
ature results pull parameters to a region of higher matter density
and fluctuation amplitude (and to lower ns and H0) than the lower
multipole range, and predict a CMB lensing amplitude parame-
ter �8⌦

0.25
m = 0.649 ± 0.018. This is in tension with the CMB

lensing-reconstruction measurement of �8⌦
0.25
m = 0.589± 0.020

at 2.2� (as pointed out by Addison et al. 2016 with 2015 data;
also see the closely-related discussion in the next subsection).
As shown in Fig. 22, combining the ` � 802 CMB likelihood
with the lensing reconstruction, all parameter results move back
towards the same region of parameter space as combining with
`  801, consistent with the high-` temperature result having
fluctuated high along the main degeneracy direction. As dis-
cussed in Sects. 2.3 and 3.3, the combined CMB power spec-
trum results over the full multipole range are consistent with the
lensing likelihood.

It is also interesting to compare to parameters constraints
from the CMB power spectrum multipoles `  801 combined
with the lensing and BAO, which gives

H0 = (67.85 ± 0.52) km s�1Mpc�1,

�8 = 0.8058 ± 0.0063,
⌦m = 0.3081 ± 0.0065.
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These results are entirely independent of the cosmological pa-
rameter fit to the ` � 801 power spectra, but agree well at the
1� level with the full joint results in Table 1 (which have sim-
ilar errors on these parameters). An equivalent result could be
obtained using WMAP data after replacing their low-` polariza-
tion with the Planck HFI measurement (i.e., lowE).

For the temperature likelihoods, the di↵erence between the
low- and high-multipole constraints remains evident, with ⌦mh2

di↵ering at the 2.8� level. Adding polarization, the results from
the multipole ranges are more consistent, as shown in Fig. 22,
though the di↵erence in ⌦mh2 is still unusual at the roughly
2� level. However, the shifts in the di↵erent parameters are all
highly correlated, due to partial parameter degeneracies, and the
significance of any individual large shift is lower after account-
ing for the number of parameters (Planck Collaboration Int. LI
2017). The internal tensions between multipole ranges appear to
be consistent with moderate statistical fluctuations, related to the
low-` dip at large scales and correlated with the lensing ampli-
tude on small scales. The large-scale feature is well determined
by both WMAP and Planck and very robustly measured. The
internal consistency of the Planck power spectra between dif-
ferent frequencies and detectors (PPL15, PPL18) argues against
systematics driving large parameter shifts at high multipoles.
Equation (35) also demonstrates that any e↵ect from the high-
multipole spectra alone cannot be pulling our baseline parame-
ters by more than about 1�. In the next subsection we describe
in more detail the apparent preference for higher lensing ampli-

Fig. 23. Constraints on the value of the consistency parameter
AL, as a single-parameter extension to the base-⇤CDM model,
using various combinations of Planck data. When only power
spectrum data are used, AL > 1 is favoured at about 3�, but
including the lensing reconstruction the result is consistent at
2� with AL = 1. The dotted lines show equivalent results for
the CamSpec likelihood, which peak slightly nearer to AL = 1,
indicating some sensitivity of the AL results to choices made in
constructing the high-multipole likelihoods.

tude, and the features in the observed spectrum that could be
responsible for it.

6.2. Lensing smoothing and AL

In addition to the direct measurement of CMB lensing described
in Sect. 2.3 and PL2018, lensing can be seen in the Planck CMB
power spectra via the lensing-induced smoothing of the acous-
tic peaks and transfer of power to the damping tail. This e↵ect
is modelled in our main parameter analysis, and can be calcu-
lated accurately from the unlensed CMB power spectra and the
CMB lensing potential power spectrum in each model (Seljak
1996; Lewis & Challinor 2006). Interesting consistency checks
include testing if the amplitude of the smoothing e↵ect in the
CMB power matches expectation and whether the amplitude of
the smoothing is consistent with that measured by the lensing
reconstruction. To do this, the theoretical prediction for the lens-
ing spectrum in each model is often scaled by an “AL” consis-
tency parameter, where the theoretical expectation is that AL = 1
(Calabrese et al. 2008).

As shown in Fig. 3, the Planck lensing-reconstruction power
spectrum is consistent with the amplitude expected for ⇤CDM
models that fit the CMB spectra, so the Planck lensing measure-
ment is compatible with AL = 1. However, the distributions of
AL inferred from the CMB power spectra alone are shown in
Fig. 23 for various di↵erent data combinations, and these indi-
cate a preference for AL > 1, with

AL = 1.243 ± 0.096 (68 %, Planck TT+lowE), (36a)
AL = 1.180 ± 0.065 (68 %, Planck TT,TE,EE+lowE), (36b)

assuming a ⇤CDM+AL model. The TE polarization data alone
slightly prefer AL < 1, with the EE data slightly preferring
AL > 1; however, both are consistent with AL = 1 within 2�.
The joint combined likelihood shifts the value preferred by the
TT data downwards towards AL = 1, but the error also shrinks,
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•  The features which lead the the high Alens could just be due to statistical 
fluctuations! In other words, Alens might just be fitting noise/cosmic variance. 
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of the electron (see e.g. Hart et al. 2019)  etc… with Planck power spectra alone all 
fit similar features in the power spectra at the 2-3σ level. 
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Is this a systematic effect?  

1.  Planck tested for many different sources of systematics, without 
finding a good culprit  

a.  Galactic foregrounds 
b.  Extra-galactic foregrounds 
c.  Pointing errors 
d.  Aberration 
e.  Beam errors 

The features which drive the 
Alens excess in temperature 
are consistent across 
frequencies, i.e. across 
detectors. If this is a 
systematic, it must affect 
different detectors in a similar 
way. Not easy! 



Systematics in polarization? 
•  High AL driven by TT spectrum (2.4σ).  

 

 
•  Adding polarization data in the baseline likelihood gives a 2.8σ deviation 

from one. 

 
 
 
•  However, a different treatment of polarization systematics can 

change the evidence of this!It can bring it down to 2.1σ.
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could indicate that the low-multipole results have been pulled
unusually far from the truth by the large-scale power spectrum
dip; if so, the WMAP temperature results would also have been
pulled at a similar (but not identical) level. The region of overlap
of the high- and low-multipole parameter constraints is consis-
tent with constraints from the nearly-independent combination
of EE polarization and lensing with a conservative ⌦bh2 prior
(green contours). This is consistent with a statistical fluctuation
pulling the low and high multipoles in opposite directions, so
that their intersection is closer to the truth if ⇤CDM is correct.

Figure 22 shows marginalized individual parameter con-
straints, and also a comparison with the results from the polariza-
tion likelihoods at high and low multipoles. The ` � 802 temper-
ature results pull parameters to a region of higher matter density
and fluctuation amplitude (and to lower ns and H0) than the lower
multipole range, and predict a CMB lensing amplitude parame-
ter �8⌦

0.25
m = 0.649 ± 0.018. This is in tension with the CMB

lensing-reconstruction measurement of �8⌦
0.25
m = 0.589± 0.020

at 2.2� (as pointed out by Addison et al. 2016 with 2015 data;
also see the closely-related discussion in the next subsection).
As shown in Fig. 22, combining the ` � 802 CMB likelihood
with the lensing reconstruction, all parameter results move back
towards the same region of parameter space as combining with
`  801, consistent with the high-` temperature result having
fluctuated high along the main degeneracy direction. As dis-
cussed in Sects. 2.3 and 3.3, the combined CMB power spec-
trum results over the full multipole range are consistent with the
lensing likelihood.

It is also interesting to compare to parameters constraints
from the CMB power spectrum multipoles `  801 combined
with the lensing and BAO, which gives

H0 = (67.85 ± 0.52) km s�1Mpc�1,

�8 = 0.8058 ± 0.0063,
⌦m = 0.3081 ± 0.0065.
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These results are entirely independent of the cosmological pa-
rameter fit to the ` � 801 power spectra, but agree well at the
1� level with the full joint results in Table 1 (which have sim-
ilar errors on these parameters). An equivalent result could be
obtained using WMAP data after replacing their low-` polariza-
tion with the Planck HFI measurement (i.e., lowE).

For the temperature likelihoods, the di↵erence between the
low- and high-multipole constraints remains evident, with ⌦mh2

di↵ering at the 2.8� level. Adding polarization, the results from
the multipole ranges are more consistent, as shown in Fig. 22,
though the di↵erence in ⌦mh2 is still unusual at the roughly
2� level. However, the shifts in the di↵erent parameters are all
highly correlated, due to partial parameter degeneracies, and the
significance of any individual large shift is lower after account-
ing for the number of parameters (Planck Collaboration Int. LI
2017). The internal tensions between multipole ranges appear to
be consistent with moderate statistical fluctuations, related to the
low-` dip at large scales and correlated with the lensing ampli-
tude on small scales. The large-scale feature is well determined
by both WMAP and Planck and very robustly measured. The
internal consistency of the Planck power spectra between dif-
ferent frequencies and detectors (PPL15, PPL18) argues against
systematics driving large parameter shifts at high multipoles.
Equation (35) also demonstrates that any e↵ect from the high-
multipole spectra alone cannot be pulling our baseline parame-
ters by more than about 1�. In the next subsection we describe
in more detail the apparent preference for higher lensing ampli-

Fig. 23. Constraints on the value of the consistency parameter
AL, as a single-parameter extension to the base-⇤CDM model,
using various combinations of Planck data. When only power
spectrum data are used, AL > 1 is favoured at about 3�, but
including the lensing reconstruction the result is consistent at
2� with AL = 1. The dotted lines show equivalent results for
the CamSpec likelihood, which peak slightly nearer to AL = 1,
indicating some sensitivity of the AL results to choices made in
constructing the high-multipole likelihoods.

tude, and the features in the observed spectrum that could be
responsible for it.

6.2. Lensing smoothing and AL

In addition to the direct measurement of CMB lensing described
in Sect. 2.3 and PL2018, lensing can be seen in the Planck CMB
power spectra via the lensing-induced smoothing of the acous-
tic peaks and transfer of power to the damping tail. This e↵ect
is modelled in our main parameter analysis, and can be calcu-
lated accurately from the unlensed CMB power spectra and the
CMB lensing potential power spectrum in each model (Seljak
1996; Lewis & Challinor 2006). Interesting consistency checks
include testing if the amplitude of the smoothing e↵ect in the
CMB power matches expectation and whether the amplitude of
the smoothing is consistent with that measured by the lensing
reconstruction. To do this, the theoretical prediction for the lens-
ing spectrum in each model is often scaled by an “AL” consis-
tency parameter, where the theoretical expectation is that AL = 1
(Calabrese et al. 2008).

As shown in Fig. 3, the Planck lensing-reconstruction power
spectrum is consistent with the amplitude expected for ⇤CDM
models that fit the CMB spectra, so the Planck lensing measure-
ment is compatible with AL = 1. However, the distributions of
AL inferred from the CMB power spectra alone are shown in
Fig. 23 for various di↵erent data combinations, and these indi-
cate a preference for AL > 1, with

AL = 1.243 ± 0.096 (68 %, Planck TT+lowE), (36a)
AL = 1.180 ± 0.065 (68 %, Planck TT,TE,EE+lowE), (36b)

assuming a ⇤CDM+AL model. The TE polarization data alone
slightly prefer AL < 1, with the EE data slightly preferring
AL > 1; however, both are consistent with AL = 1 within 2�.
The joint combined likelihood shifts the value preferred by the
TT data downwards towards AL = 1, but the error also shrinks,
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could indicate that the low-multipole results have been pulled
unusually far from the truth by the large-scale power spectrum
dip; if so, the WMAP temperature results would also have been
pulled at a similar (but not identical) level. The region of overlap
of the high- and low-multipole parameter constraints is consis-
tent with constraints from the nearly-independent combination
of EE polarization and lensing with a conservative ⌦bh2 prior
(green contours). This is consistent with a statistical fluctuation
pulling the low and high multipoles in opposite directions, so
that their intersection is closer to the truth if ⇤CDM is correct.

Figure 22 shows marginalized individual parameter con-
straints, and also a comparison with the results from the polariza-
tion likelihoods at high and low multipoles. The ` � 802 temper-
ature results pull parameters to a region of higher matter density
and fluctuation amplitude (and to lower ns and H0) than the lower
multipole range, and predict a CMB lensing amplitude parame-
ter �8⌦

0.25
m = 0.649 ± 0.018. This is in tension with the CMB

lensing-reconstruction measurement of �8⌦
0.25
m = 0.589± 0.020

at 2.2� (as pointed out by Addison et al. 2016 with 2015 data;
also see the closely-related discussion in the next subsection).
As shown in Fig. 22, combining the ` � 802 CMB likelihood
with the lensing reconstruction, all parameter results move back
towards the same region of parameter space as combining with
`  801, consistent with the high-` temperature result having
fluctuated high along the main degeneracy direction. As dis-
cussed in Sects. 2.3 and 3.3, the combined CMB power spec-
trum results over the full multipole range are consistent with the
lensing likelihood.

It is also interesting to compare to parameters constraints
from the CMB power spectrum multipoles `  801 combined
with the lensing and BAO, which gives

H0 = (67.85 ± 0.52) km s�1Mpc�1,

�8 = 0.8058 ± 0.0063,
⌦m = 0.3081 ± 0.0065.
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68 %, TT,TE,EE
[`  801]+lowE
+lensing+BAO.

(35)

These results are entirely independent of the cosmological pa-
rameter fit to the ` � 801 power spectra, but agree well at the
1� level with the full joint results in Table 1 (which have sim-
ilar errors on these parameters). An equivalent result could be
obtained using WMAP data after replacing their low-` polariza-
tion with the Planck HFI measurement (i.e., lowE).

For the temperature likelihoods, the di↵erence between the
low- and high-multipole constraints remains evident, with ⌦mh2

di↵ering at the 2.8� level. Adding polarization, the results from
the multipole ranges are more consistent, as shown in Fig. 22,
though the di↵erence in ⌦mh2 is still unusual at the roughly
2� level. However, the shifts in the di↵erent parameters are all
highly correlated, due to partial parameter degeneracies, and the
significance of any individual large shift is lower after account-
ing for the number of parameters (Planck Collaboration Int. LI
2017). The internal tensions between multipole ranges appear to
be consistent with moderate statistical fluctuations, related to the
low-` dip at large scales and correlated with the lensing ampli-
tude on small scales. The large-scale feature is well determined
by both WMAP and Planck and very robustly measured. The
internal consistency of the Planck power spectra between dif-
ferent frequencies and detectors (PPL15, PPL18) argues against
systematics driving large parameter shifts at high multipoles.
Equation (35) also demonstrates that any e↵ect from the high-
multipole spectra alone cannot be pulling our baseline parame-
ters by more than about 1�. In the next subsection we describe
in more detail the apparent preference for higher lensing ampli-

Fig. 23. Constraints on the value of the consistency parameter
AL, as a single-parameter extension to the base-⇤CDM model,
using various combinations of Planck data. When only power
spectrum data are used, AL > 1 is favoured at about 3�, but
including the lensing reconstruction the result is consistent at
2� with AL = 1. The dotted lines show equivalent results for
the CamSpec likelihood, which peak slightly nearer to AL = 1,
indicating some sensitivity of the AL results to choices made in
constructing the high-multipole likelihoods.

tude, and the features in the observed spectrum that could be
responsible for it.

6.2. Lensing smoothing and AL

In addition to the direct measurement of CMB lensing described
in Sect. 2.3 and PL2018, lensing can be seen in the Planck CMB
power spectra via the lensing-induced smoothing of the acous-
tic peaks and transfer of power to the damping tail. This e↵ect
is modelled in our main parameter analysis, and can be calcu-
lated accurately from the unlensed CMB power spectra and the
CMB lensing potential power spectrum in each model (Seljak
1996; Lewis & Challinor 2006). Interesting consistency checks
include testing if the amplitude of the smoothing e↵ect in the
CMB power matches expectation and whether the amplitude of
the smoothing is consistent with that measured by the lensing
reconstruction. To do this, the theoretical prediction for the lens-
ing spectrum in each model is often scaled by an “AL” consis-
tency parameter, where the theoretical expectation is that AL = 1
(Calabrese et al. 2008).

As shown in Fig. 3, the Planck lensing-reconstruction power
spectrum is consistent with the amplitude expected for ⇤CDM
models that fit the CMB spectra, so the Planck lensing measure-
ment is compatible with AL = 1. However, the distributions of
AL inferred from the CMB power spectra alone are shown in
Fig. 23 for various di↵erent data combinations, and these indi-
cate a preference for AL > 1, with

AL = 1.243 ± 0.096 (68 %, Planck TT+lowE), (36a)
AL = 1.180 ± 0.065 (68 %, Planck TT,TE,EE+lowE), (36b)

assuming a ⇤CDM+AL model. The TE polarization data alone
slightly prefer AL < 1, with the EE data slightly preferring
AL > 1; however, both are consistent with AL = 1 within 2�.
The joint combined likelihood shifts the value preferred by the
TT data downwards towards AL = 1, but the error also shrinks,
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 AL      =  1.140 ± 0.066  (68%, Planck TT,TE,EE+lowE, 
alternative polarization efficiencies)



Polarization calibration 

1.  In Planck, polarization efficiencies measured on the ground at the 
0.1-0.3% level. Found in flight to have much larger uncertainties, at 
a few % level. 

2.  A wrong estimate of polarization efficiency can bias cosmology. 
3.  All current and future ground-based experiments observing small 

scales rely on Planck to calibrate their polarization efficiencies!  
4.  We need to find an alternative if we want these new experiments to 

provide an independent look at tensions and curiosities from Planck! 

2

publicly available lite likelihood [13] to demonstrate the ease
of application of this approach. To check the relevance of
this method for upcoming and future data sets, we forecast
the Pcal uncertainty and the changes cosmological parameter
uncertainties when marginalizing over Pcal for SPT-3G and
CMB-S4.

This paper is organized as follows. In Sec. II, we summa-
rize polarization e�ciencies kw: calibration? as defined in
SPTpol and Planck. We present results for SPTpol, ACTpol,
and Planck in Sections III and IV. Our forecasts for SPT-3G
and CMB-S4 are detailed in Sec. V. We conclude in Sec. VI.

II. POLARIZATION EFFICIENCY

The power absorbed by a polarized detector in an experi-
ment such as Planck or SPTpol at time t on the sky can be
modeled as:

P(t)=G
�
I + ⇢

⇥
Q cos 2( (t)) + U sin 2( (t))

⇤ 
+ n(t), (1)

where I, Q, and U are the Stokes parameters seen by the de-
tector at time t, G is the e↵ective gain (setting the absolute
calibration), ⇢ is the detector polarization e�ciency,  (t) is
the angle of the detector with respect to the sky and n(t) is the
detector noise. Here we have omitted e↵ects from beams and
bandpasses without loss of generality.

Intensity and polarization I, Q, and U maps per frequency
are then produced via map-making [e.g., 9] by co-adding
observations at di↵erent times and from di↵erent detectors.
Relative calibration corrections are applied across detectors
and the co-addition is weighted given the noise of the time-
ordered data over some observing period. With the coad-
ded map, known instrumental e↵ects such as temperature-to-
polarization leakage could be corrected. In the following, we
focus on the impact of polarization e�ciency inaccuracies at
the coadded map level, which can be e↵ectively captured at
each frequency by a polarization calibration parameter Pcal.
(kw: Can we uniformly call all the parameters applied to the
coadded map as Pcal, or polarization calibration parameter
from now on (as opposed to calling them polarization e�-
ciencies)?)

For the SPTpol TE, EE analysis in H18, before forming
data power spectra, the temperature and polarization maps
are calibrated against Planck maps. The calibration factors
⌘ are formed by taking the ratio of the cross-spectrum be-
tween Planck maps and SPTpol maps and the cross-spectrum
between two halves of SPTpolmaps averaged across the mul-
tipoles ranges 600 < ` < 1000 for temperature and 500 <
` < 1500 for polarization (see sections 4.5.2 and 7.3 in H18
for details). The Planck maps are masked and filtered identi-
cally as the SPTpolmaps and thus have the same filter transfer
function and mode-coupling, and the di↵erences in beam B`
and pixel-window function F` of the input Planck maps are
accounted for as follows kw: (not sure if this is more helpful
or not.):

⌘` =
FP
` BP

`

BS
`

CS i⇥S j

`

CS⇥P
`

, (2)

where S and P denote SPTpol and Planck, and i , j. In par-
ticular, the Planck DR2 Commander polarization map was
used to obtain the polarization calibration factor, and provided
a correction to the polarization e�ciency of the maps of 6%.
When sampling cosmological and nuisance parameters, the
theoretical spectra to which the data are compared are scaled
by 1/(Tcal

2 Pcal) for TE and 1/(TcalPcal)2 for EE, where Tcal
denotes the overall residual calibration of the maps and Pcal is
the polarization calibration correction. A Gaussian prior with
mean of unity and uncertainties of 0.34% and 1% are applied
to Tcal and Pcal respectively, based on the uncertainty of the
ratio described above. In H18, only the 150 GHz band data
were used, therefore only one parameter is needed to model
polarization e�ciencies.

For Planck, the modeling of polarization e�ciencies is dif-
ferent from the one used in SPTpol in two ways. First, the
Planck likelihood at high-`1 includes maps from 3 frequen-
cies, 100, 143 and 217 GHz. Second, while the SPTpol Pcal
is defined at the map level, the Planck e↵ective polarization
calibration parameters cEE

⌫ are defined at the power spectrum
level for each frequency spectrum ⌫ ⇥ ⌫ used in the high-`
likelihood.2 Thus, Pcal =

p
cEE for each frequency.

Specifically, the theory power spectra to which the data is
compared to are multiplied by a calibration factor g defined
as:

gXY
⌫⇥⌫0 =

1
2y2

P

0
BBBBBBBBBB@

1
q

cXX
⌫ cYY

⌫0

+
1

q
cXX
⌫0 cYY

⌫

1
CCCCCCCCCCA
. (3)

Here, ⌫ ⇥ ⌫0 indicate the frequency spectra with ⌫, ⌫0 =
100, 143, 217 GHz; the spectra are then either for XY = T E
or XY = EE. cTT

⌫ are temperature calibration parameters, sep-
arately determined and on which priors are set. The cTT

143 is
set to unity so that the 143 Ghz temperature map is taken as
a reference. Finally, yP is the overall Planck calibration pa-
rameter defined at the map level, on which a Gaussian prior
of yP = 1± 0.0025 is set (see Section 3.3.4 of [14] for further
details). In the baseline Planck analysis, cEE

⌫ are fixed to the
values obtained by comparing the EE data spectra to the the-
ory spectra computed given the best-fit cosmology to the TT
spectra, as it will be further elucidated in Section IV. In this
work, cEE

⌫ are nuisance parameters to be constrained by the
data themselves. Given the di↵erent definitions of the polar-
ization calibration parameters for SPTpol and Planck, in the
rest of this paper we will always specify whether the quoted
uncertainties refer to the map-level (Pcal) or power-spectrum
level (cEE

⌫ ) polarization calibrations. In Sec. IV, we will pro-
vide results for the Planck data using both definitions.

1The high-` likelihood covers ` > 30. We assume here that polarization e�-
ciency corrections have a negligible impact on the low-` polarization likeli-
hood due to the large uncertainties in this regime due a combination of cosmic
variance, noise, and systematic uncertainties.

2Thus, the polarization e�ciency for a cross-frequency spectrum ⌫⇥⌫0 in, e.g.,

EE is
q

cEE
⌫ ⇥ cEE

⌫0 .

Detector polarization efficiency 

Detector gain 

Intensity I and Polarization Q and U Stokes parameters 



Effective polarization calibration 

•  Uncorrected polarization efficiencies can be modeled at the map 
level with an effective parameter (Pcal). 

•  We define Pcal as the polarization calibration parameter adjusting 
theoretical power spectra at each frequency: 

 TE’=TE/Tcal
2 Pcal           EE’=EE/Tcal

2 Pcal
2 

•  Just using the combination of EE and TE, without any external 
information, one can measure polarization efficiencies directly 
from the data in a model dependent way. 

 Galli, Wu et al, appearing today 
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Current and future can break 
degeneracies between 
cosmological parameters and 
systematic errors from 
polarization efficiencies with this 
modeling. 

SPTpol data 



The future is bright and full of new 
data! 

•  Current ground-based CMB 
experiments such as ACT and 
SPT are exploring the small 
scale polarization of the CMB. 

•  They will be able to set 
constraint on H0 and other 
parameters as tight as Planck, 
and in combination with it 
potentially to improve by a 
factor of 2. 
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