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IN2P3/Irfu ML workshops

Previous workshop Jan 2020 at CC Lyon: 2 days, 45 registered,

This one March 2021 by video, for obvious reasons. Limited to 2 mornings,

135 registered
o Talks are 12’+3’, not ideal, but speakers please stick to your time

Next workshop hopefully on site fall 2021


https://indico.in2p3.fr/event/20187/
https://indico.in2p3.fr/event/22938/

Web site etc...

e At last workshop, we agreed to have a gitlab etc...
... but then we've all had other things to worry about

e ..would still be a very useful thing to have



IntheArt

Machine Learning in CEA-DRF

Idea of the group:
» share the knowledge,
« discuss and work together, through and open group.

Participation: CEA, CNRS, Paris-Saclay univ.

Not only CEA people, your participation is more than welcome !
Send me an email:  valerie.gautard@cea.fr



IntheArt

Seminars

= Biology
= Physics
Chemistry

= Mathematic, Machine learning

Trainings
» Machine Learning

» Deep learning
» GAN

Research project

» PhD thesis
- Artificial Intelligence for a gamma-detector

for high resolution PET imaging (dir. V. Sharyy,
IRFU)

» Various topics like climate, neurobiology...

Workshops
*  https://indico.in2p3.fr/event/17858/page/2465-worksho

* March 16-17 : Machine Learning Workshop

Web site:
https://indico.in2p3.fr/event/17858/page/1967-intheart



CNRS/IN2P3 Machine Learning project

15k€ in 2021 (2020 money was essentially sent back for obvious reasons)
Overall goal is to favour development of ML at IN2P3

Challenges

Tutorial (but manpower ?), see Reprises

Sending physicists to ML conference

Also favour collaboration with ML scientists (or ML student, co- tutelle for example)
Inviting a ML scientist to a lab (or to CERN, for example)

Sending ML scientist to physics conference

If you have such projects send me a mail

Need some FTE fraction in NSIP

Use MACHINE-LEARNING-L@in2p3.fr to stay up to date



124

11

101

9

<o
L

Machine Learning survey :position

» an undergrad student (0)
» a PhD student (8)
» a post-doc (5)
« @ junior staff researcher (5)
» a senior staff researcher (12
» @ junior engineer (2)
a senior engineer (7)
» Autre (0)
» Sans rCponse (2)

15 1

= IN2P3 (28)
» CEA(9)
« Autre (1)
Sans r[Jponse (3)



237 = ML for data reduction :
22 Application of Machine
- Learning to data
R reduction,
214 < L]
reconstruction,
. Current field of
intermediate object (16)
ML for analysis : . .
194 Application of Machine t t . t
. Learning to analysis, I n e reS . q U I e
18 event classification and
fundamental parameters "
174 inference (23) d Ive r'S e '
. ML for simulation and M
16 surrogate model :
Application of Machine
Learning to simulation or
other cases where it is
’ deemed to replace an
existing complex model (10)
« Fast ML : Application of
Machine Learning to
DAQ/Trigger/Real Time
Analysis (7)
ML algorithms : Machine
Learning development
across applications (11)
ML infrastructure :
3 Hardware and software for
Machine Learning (8)
ML training, courses and
tutorials (16)
6 ML open datasets and
challenges (8)
ML for astroparticle (3)
ML for cosmology (9)
ML for experimental
particle physics (12)
ML for nuclear physics (4)
ML for phenomenology and
theory (3)
ML for particle
accelerators (2)
= Autre (2)
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BDT TMVA expertise

« 1(16)

0 2(2)

«3(1)

<4(2)

« 5(5)

» Sans rfjponse (7)

matplotlib expertise

«1(1)

0 2(2)

» 3(6)

< 4(9)

» 5(13)

» Sans rfnonse (2)
index.php/admin/survey/sa/view/surveyid/11123¢

f



10 -

tensorflow exp.

n1(1)

»2(3)

= 3(6)

« 4(10)

= 5(9)

= Sans r[Jponse (4)

pytorch exp.

2 1(5)

»2(13)

»3(4)

4(2)

+ 5(5)

» Sans r[ponse (4)



Will look into these techniques :

.I e I s

= numpy (25)
= matplotlib (24)
= pandas dataframe (20)

scikit-learn (19)
BDT with TMVA (1)

« BDT with sk-learn (8)

BDT with XGboost (8)

BDT with LightGBM (3)

BDT with CatBoost (1)

BDT with other software (0)
NN with TMVA (1)

= NN with sk-learn (5)

NN with Keras+Tensorflow (26)
NN with PyTorch (21)

= NN with other software (7)

autodiff with jax (7)

= Autre (3)



Will look into these concepts/architectures :

= dense NN (22)

= convolution NN (22)

= recurrent NN (13)

« AE/VAE (15)

= GAN (14)

= Deep Set (6)
Graph NN (14)

= Invertible NN /
Normalising flows (10)

« Reinforcement Learning (15)

= bayesian optimisation (16)

= other optimisation (4)

= Autre (0)




ML development

0

» interactively with
scripts (19)

» interactively on
notebooks (18)

« in batch (10)
Autre (1)

16 -

14

12 1

10 1

<o
1

~N
L

04

ML HPO

» interactively with
scripts (15)

» interactively on
notebooks (8)

= inbatch (19)
Autre (1)



Resource usage now

al .

your laptop (23)
your desktop (4)
your own GPU (5)

« a GPU (or GPU farm) in

your lab (15)

a GPU farm on your campus (4)
the GPU farm at lyon
Computing Center (7)

a GPU farm elsewhere in
France (0)

GPU farm abroad (1)

super computer (e.qg. Jean
Zay) in France (4)

= super computer abroad (0)

google colab (9)

= swan at CERN (1)

AWS (3)
Azure (2)

= Google cloud (0)

Autre (2)
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Resource usage future

Lidas .

your laptop (17)

your desktop (2)

your own GPU (3)

a GPU (or GPU farm) in
your lab (12)

a GPU farm on your campus (7)
GPU farm at lyon
Computing Center (21)
GPU farm elsewhere in
France (2)

GPU farm abroad (5)

super computer (e.qg. Jean
Zay) in France (9)

super computer abroad (2)
google colab (8)

swan at CERN (1)

AWS (3)

Azure (3)

Google cloud (3)



Need more information on:

o
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GPU farm at lyon
Computing Center (19)
super computer (e.g. Jean
Zay) in France (13)
google colab (4)

swan at CERN (8)

AWS (2)

Azure (1)

Google cloud (3)

None of the above (3)
Autre (1)
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Need more information at Lyon CC on:

using the CPU batch
queues (8)

using the GPU batch
queues (16)

using the GPU
interactively (12)

« training on multiple GPU (20)

using the notebook

platform :
https://notebook.cc.in2p3.fr/ (9)
none of the above (3)

Autre (0)



Future needs if ressource unchanged

| cannot do anything (1)
| can do only simplified
toys (0)

| can do one training in
a few minutes (4)

| can do one training in
a few hours (9)

| can do one training in
a few days (12)

Sans r[jponse (6)



Computer Scientist collaboration

no (6)

few discussions (4)
regular chat (4)
regular discussion over
plots (3)

regular discussion over
code (4)

data sharing (4)

Sans r[jponse (4)



Computer Scientist collaboration agreement

Not formalised (5)

= You are both part of an
informal network (4)

= Your are both part of a
formal network (6)

« Through a funded project
you have both applied for
(with possibly others) (6)

= co-signed papers (already
public) (6)

= co-signed papers
(planned) (6)
co-supervised physics PHD (4)

= co-supervised ML PhD (4)

Autre (1)




Where is the collaborating CS ?

= in the same building (2)
= in the same campus (5)
= in the same town (2)

« in the same region (3)

in the same country (1)
in the same continent (3)
on the same planet (2)
Sans r(Jponse (11)



