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Gravitational waves and cosmology

Individual sources
and populations of sources
at cosmological distances
e.g.  binary neutron stars (BNS),  
      binary black holes (BBH),
      neutron star- black-hole binary (NS-BH)…

Iate-time universe

Stochastic background 
of GWs of cosmological origin

Very early universe

– quantum processes during inflation 
– primordial black holes 
– Phase transitions in Early universe
– topological defects, eg cosmic strings
– …..

t & tPl

– Expansion rate
–      , Hubble constant
– 
– beyond    
       dark energy         and dark matter
– modified gravity (modified GW propagation)
– astrophysics; eg BH populations, PISN mass gap?
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w(z)

0th order - GW170817 and GRB170817A

• Theoretical framework: No 
cosmology, constant and frequency 
independent speed.  

• How: It makes use of the GW-EM time 
delay to estimate the fractional 
difference between the speed of light 
and GW. Considered uncertainty of 10 s 
in the prompt time.  

• Highlight on the results: Tightest 
constrain on the GW speed.
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– quantum processes during inflation 
– primordial black holes 
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– Expansion rate
–      , Hubble constant
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– modified gravity (modified GW propagation)
– astrophysics; eg BH populations, PISN mass gap?
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Individual sources
and populations of sources
at cosmological distances
e.g.  binary neutron stars (BNS),  
      binary black holes (BBH),
      neutron star- black-hole binary (NS-BH)…



Binary basics

• Crucial parameters for cosmology: redshifted / detector frame masses;  
                                                      luminosity distance 
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Fig. 1 GW waveforms from the Effective one body analytical model (left) and numerical relativity
simulations (right) for binary. The different lines in the left panel indicates the three phases of the
waveform. Figure from [? ].

assuming z ⌧ 1). The reader is referred to e.g. [? ? ? ] for an in-depth presentation.
For a standard siren of total mass M = m1+m2, simple dimensional arguments give
a characteristic frequency f ⇠ c3/GM. In fact, the frequency of the emitted GW
increases with time during the inspiral (figure 1) and, assuming the merger occurs at
the innermost stable circular orbit (ISCO), the corresponding merger frequency is

fmerger =
1

63/2p

✓
c3

GM

◆
. (16)

A typical BNS with m1,2 ⇠ 1.4M� has fmerger ⇠ 1.5 kHz, which falls in the upper
part of the LIGO-Virgo frequency band. For supermassive BBH with M ⇠ 106M�,
fmerger ⇠ 10�3Hz which falls in the LISA band.

If GWs from an inspiraling binary system enter the frequency band of a detector
at observed frequency flow, the observation time (or time to merger) is given by

T ⇠ 10�3 f �8/3
low

✓
c3

GM

◆5/3

. (17)

where

M =
(m1m2)3/5

(m1 +m2)1/5 (18)

is the source-frame chirp mass. As expected, the heavier the binary, the smaller the
observation time. For a BNS entering the LIGO-Virgo detector window at observed
frequency f ⇠ 20 Hz, the observation time is T ⇠ 4 min. A BBH with M ⇠ 30M�
would be observed for T ⇠ 0.01 s.

Finally, at a distance dL from the source, the amplitude of the GW emitted with
frequency f is

h ⇠ 4c
dL

✓
GM

c3

◆5/3
(p f )2/3. (19)

• GW signal from binary mergers depends on intrinsic parameters  
 (determining the phase evolution: spins, masses etc) and  
  extrinsic parameters (sky position, luminosity distance, inclination etc)
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c(1 + z)

H0

Z z

0

dz0
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In general relativity, allowing for possible dark energy:
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Mz = (1 + z)M

<latexit sha1_base64="5r1DvAPM65/30gXlJ1f4C30Y6k4=">AAACDHicbVDLSgMxFM3UV62vqks3wSK0KGWmiHYjFNy4rGAf0I4lk8m0oUlmSDJCO/QD3Pgrblwo4tYPcOffmLaz0NYDgcM553JzjxcxqrRtf1uZldW19Y3sZm5re2d3L79/0FRhLDFp4JCFsu0hRRgVpKGpZqQdSYK4x0jLG15P/dYDkYqG4k6PIuJy1Bc0oBhpI/XyBd5LnLPK5D7pSg59oifFcQlewaJzOi6lnknZZXsGuEyclBRAinov/9X1QxxzIjRmSKmOY0faTZDUFDMyyXVjRSKEh6hPOoYKxIlyk9kxE3hiFB8GoTRPaDhTf08kiCs14p5JcqQHatGbiv95nVgHVTehIoo1EXi+KIgZ1CGcNgN9KgnWbGQIwpKav0I8QBJhbfrLmRKcxZOXSbNSdi7K9u15oVZN68iCI3AMisABl6AGbkAdNAAGj+AZvII368l6sd6tj3k0Y6Uzh+APrM8fCt6ZBw==</latexit>

mdet
1,2 (z) = (1 + z)m1,2

The GW signal from binary mergers 
depends on:

• Intrinsic parameters: phase evolution 
of the signal (spins, masses, merger 
time)

• Extrinsic parameters: geometrical or 
scale factors (sky-position, luminosity 
distance, inclination w.r.t the line of 
sight and merger phase)

Likelihood 

GWs: new type of standard siren for cosmology

S. Mastrogiovanni   Geneve U seminar 3
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chirp mass



(LIGO-Virgo):

Hubble diagram

Figure 3: The dimensionless luminosity distance DL/DH. The three curves are for the three
world models, (ΩM, ΩΛ) = (1, 0), solid; (0.05, 0), dotted; and (0.2, 0.8), dashed.
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• Redshift 

• Luminosity distance 

• Hubble parameter

9

where νo and λo are the observed frequency and wavelength, and νe and λe are the emitted.
In special relativity, redshift is related to radial velocity v by

1 + z =

√

√

√

√

1 + v/c

1 − v/c
(9)

where c is the speed of light. In general relativity, (9) is true in one particular coordinate
system, but not any of the traditionally used coordinate systems. Many feel (partly for this
reason) that it is wrong to view relativistic redshifts as being due to radial velocities at all
(eg, Harrison, 1993). I do not agree. On the other hand, redshift is directly observable and
radial velocity is not; these notes concentrate on observables.

The difference between an object’s measured redshift zobs and its cosmological redshift
zcos is due to its (radial) peculiar velocity vpec; ie, we define the cosmological redshift as that
part of the redshift due solely to the expansion of the Universe, or Hubble flow. The peculiar
velocity is related to the redshift difference by

vpec = c
(zobs − zcos)

(1 + z)
(10)

where I have assumed vpec ≪ c. This can be derived from (9) by taking the derivative
and using the special relativity formula for addition of velocities. From here on, we assume
z = zcos.

For small v/c, or small distance d, in the expanding Universe, the velocity is linearly
proportional to the distance (and all the distance measures, eg, angular diameter distance,
luminosity distance, etc, converge)

z ≈
v

c
=

d

DH
(11)

where DH is the Hubble distance defined in (4). But this is only true for small redshifts! It
is important to note that many galaxy redshift surveys, when presenting redshifts as radial
velocities, always use the non-relativistic approximation v = c z, even when it may not be
physically appropriate (eg, Fairall 1992).

In terms of cosmography, the cosmological redshift is directly related to the scale factor
a(t), or the “size” of the Universe. For an object at redshift z

1 + z =
a(to)

a(te)
(12)

where a(to) is the size of the Universe at the time the light from the object is observed, and
a(te) is the size at the time it was emitted.

Redshift is almost always determined with respect to us (or the frame centered on us
but stationary with respect to the microwave background), but it is possible to define the
redshift z12 between objects 1 and 2, both of which are cosmologically redshifted relative to
us: the redshift z12 of an object at redshift z2 relative to a hypothetical observer at redshift
z1 < z2 is given by

1 + z12 =
a(t1)

a(t2)
=

1 + z2

1 + z1
(13)

3

H(z) = H0

�
�M(1 + z)3 + �k(1 + z)2 + ��(1 + z)3(1+w0+wa)e�3waz/(1+z)

DL = c(1 + z)

z�

0

dz�

H(z�)

Hogg, arXiv:astro-ph/9905116 (2000)

For z ⌧ 1
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Binary basics
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dL =
cz

H0

 For larger z (ET) , sensitive to other  
cosmological parameters, and can potentially access 
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Varying 
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(⌦m, w(z), ..)
• But gravity is scale-free: perfect degeneracy  
  between source masses, redshift, spins..
  Some extra non-gravitational  
  information is necessary to determine z.
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• From GW observations, determine  
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Determining the redshift

• Crux of doing cosmology with ET is to determine redshift of the sources. 

1. A direct EM counterpart with an associated redshift measurement [B.Schutz, '86]  
(such as the BNS GW170817 together with optical identification of host galaxy NGC4993 )  

2. A collection of galaxies localized in the GW localization volume (i.e. using galaxy catalogues) 
[B.Schutz, '86]  

3. Knowledge of the source frame mass distribution  

4. for NS, a measure of the tidal deformability + equation of state  

5. ….

Michele Mancarella, 28/01/2021 - GdR GWs, Cosmology

STATISTICAL METHODS FOR DARK SIRENS

 Basic idea:

 Full bayesian formulation:

hA / 1/dGW
L (z;H0,⌅0)

 GWs from compact binaries are standard sirens 

 In absence of counterpart, take redshifts 
   from all galaxies within localization region

 Compute Ξ0 for all of them

 Doing so for many events you get a distribution
   peaked at the true value.

 GW likelihood : LVC skymaps (direction-dependent gaussian approx.)

 Use a galaxy catalogue prior on redshift and position;  marginalize

 Correct for selection bias

p(⌅0|DGW) / ⇡(⌅0)

�(⌅0)Nobs

N
obsY

i=1

Z
dzd⌦ p(Di

GW|dL(z;⌅0), ⌦̂) p0(z, ⌦̂)

Schutz 1986

Del Pozzo ’11, Chen et al ’18, Gray et al. `19, ...

Thursday 28 January 21



Determining the redshift

1. and 2. used for O1 and O2 events from LIGO-Virgo

Only GW170817, with z from NGC4993  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H0 = 69+17
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including 6 BBHs leads to ~4% improvement
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H0 = 69+16
�8 km/Mpc/s

1. A direct EM counterpart with an associated redshift measurement [B.Schutz, '86]  
(such as the BNS GW170817 together with optical identification of host galaxy NGC4993 )  

2. A collection of galaxies localized in the GW localization volume (i.e. using galaxy catalogues) 
[B.Schutz, '86]  

3. Knowledge of the source frame mass distribution  

4. for NS, a measure of the tidal deformability + equation of state  

5. ….

• Crux of doing cosmology with ET is to determine redshift of the sources. 



Determining the redshift

• For ET,  galaxy catalogues will probably will be incomplete up to redshifts observed 

• Approaches 3. and 4. use no EM data, and hence work also for BBH (more numerous, heavier  
and observable to larger z). Basic idea: 

from knowledge of source mass (for a population or individual source), 
together with given observed mass can infer z-distribution.

Very roughly expect errors to scale as 
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mdet

1,2 = [1 + z(dL, H0

, . . .)]msource

1,2
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• Crux of doing cosmology with ET is to determine redshift of the sources. 

1. A direct EM counterpart with an associated redshift measurement [B.Schutz, '86]  
(such as the BNS GW170817 together with optical identification of host galaxy NGC4993 )  

2. A collection of galaxies localized in the GW localization volume (i.e. using galaxy catalogues) 
[B.Schutz, '86]  

3. Knowledge of the source frame mass distribution  

4. for NS, a measure of the tidal deformability + equation of state  

5. ….



ET basics

Figure 1. The strain sensitivities of advanced and 3G GW detectors. For ET we use the ET-D
sensitivity curve.

Next, for each BNS generated by this procedure, we determine if its resultant GW
emission is detectable with a given GW detector network. We consider three cases: (1) a
2G network composed by advanced LIGO-Hanford+advanced LIGO-Livingston+advanced
Virgo+Kagra+LIGO India (HLVKI). (2) A single 3G detector, chosen according to current
estimates for the sensitivity of the Einstein Telescope. (3) A three-detector network made by
ET and two CE. The sensitivity curves that we use are shown in Fig. 1.5 The signal-to-noise
ratio (SNR), ⇢a, detected by matched filtering with an optimum filter in the ideal case of
Gaussian noise, in a detector labeled a, is

⇢2a = 4

Z 1

0

df
|F

+,ah̃+ + F⇥,ah̃⇥|2
Sn,a

, (2.6)

where f is the GW frequency in the observer frame, h̃
+

and h̃⇥ the Fourier transforms of
the GW strain amplitudes of + and ⇥ polarizations, F

+,a and F⇥,a are the antenna response
functions to the GW + and ⇥ polarizations, and Sn,a(f) is the one-sided noise power spectral
density (PSD) of detector a. The coherent SNR, assuming uncorrelated noises among the
detectors, is simply given by the quadrature sum of the individual SNRs, ⇢2

tot

=
P

a ⇢
2

a. The
triangular configuration of ET provides three independent di↵erential signals between the
arms, equivalent to three detectors, and again the coherent SNR is given by the quadrature
sum of the individual SNRs for these three equivalent detectors.

For low-mass systems such as BNS the SNR in one detector is dominated by the inspiral
part of the signal and is then given

⇢2a =
5

6

[GM(1 + z)]5/3F2

a

c3⇡4/3d2L(z)

Z f
insp

(z)

f
min

df
f�7/3

Sn,a(f)
. (2.7)

5The ET and CE sensitivity curves, as well as the assumed locations of ET (in Europe) and two CE (in
the US) correspond to the choices currently used to develop the Science Case for 3G detectors.
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 – order of magnitude more sensitive wrt  
        2G detectors  
 – wider frequency band

[figure from 1907.01487]

[figure from 2006.02211]
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Alternatively, with a few tens of detection one could con-
strain the location of the upper edge of the PISN mass
gap or, equivalently, the minimum IMBH mass, to the
percent level (see Fig. 4). These bounds could be im-
proved with third generation detectors such as Einstein
Telescope or Cosmic Explorer. Knowing the breadth of
this mass gap would have important implications for the
theory of stellar evolution [6, 7], and the quest to explain
the origin of LIGO/Virgo’s black holes.

We demonstrate that the end of the PISN mass gap
could also be seen by LISA. We find that the relevant
range of masses corresponds to a ground/space “sweet
spot”, maximizing the fraction of multi-band events (see
Fig. 3). Comparing the number of detections from
ground and space would serve to constrain the redshift
evolution of the merger rate of this population. Similarly,
these merging binaries will leave a distinctive imprint on
the spectral shape of the stochastic background of unre-
solved sources, further narrowing constraints on the lower
end of the PISN gap. Moreover, as shown in Fig. 5, the
minimum IMBH mass scale could be used to “standard-
ize” GW standard sirens, enabling direct constraints on
H(z) at redshift ⇠ 0.4, 0.8 and 1.5 with LISA, aLIGO,
and ET respectively.

Looking to the future, our analysis could be extended
in several ways. First, we have neglected the e↵ects of
spins and eccentricities, which might be relevant depend-
ing on the origin of the population above the mass gap.
Second, one could extend our models for the popula-
tion, as well as combine di↵erent probes. In particular,
it would be interesting to asses how a power-law distri-
bution of source frame IMBH masses would a↵ect the
constraints on m

min

and H(z), taking into account both
resolved and unresolved sources. Finally, we note that
detecting the end of the PISN mass gap could be a key
target for deci-hertz observatories [32], possibly serving
to further strengthen these proposals.

We have shown that the existence of a far side, post
PISN gap population would provide a wealth of astro-
physical and cosmological information. Future obser-
vations will either uncover this population, or provide
strong limits on its existence.
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Appendix A: Supplemental material

1. Methods

In the following we provide further details on our
methodology. We detail the observing scenarios consid-
ered, and our methodologies for incorporating GW de-
tection e�ciencies, measurement errors, and selection bi-
ases. We use pyCBC [74] with the IMRPhenomD ap-
proximant [75] to compute the waveform of non-spinning
BBHs.
a. Observing scenarios: We consider Advanced

LIGO and Virgo runs following the latest version of [26]
(specifically LIGO public document P1200087-v58 of
early 2020). For O1/O2/O3 we consider 116/269/365
days of observation with 41/46/60% coincident opera-
tion of both aLIGO detectors. For O4 and O5 we adopt
2 years of observation at design sensitivity and 2 years
at the upgraded design (A+) with a 70% coincident op-
eration time. We use the sensitivity curves described in
[26], which can be found at [76].

For third generation detectors, Voyager, Einstein Tele-
scope and Cosmic Explorer, we adopt the sensitivity
curves given in [77]. Finally, for the future space-based
detector LISA we use the sensitivity curve defined in [78],
which can be downloaded from GitHub [79].
b. Sky localization sensitivity: In order to determine

the probability of detecting a GW from a given binary
system, defined as p

det

in the main text, we take into
account the sky position, orientation, and inclination an-
gle. For ground-based detectors, since their antenna pat-
tern is basically fixed during the detection time, we use
the cumulative distribution function p

det

(w) of having a

 larger detection horizon

larger detection rates:    
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BBH

BNS of which

with counterparts,
depending on EM facilities
operating at the time

and also NS-BH

Must consider weak lensing of signals  
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 Horizon redshift as a function of total source frame mass for
an SNR detection threshold of rho=8. For LISA assumes 4 yrs obsv.



Distribution of events as a function of their total source 
frame mass, for an observing time of 1year (except LISA=4years)

ET basics

[figure from 2006.02211]
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FIG. 2. (Left panel) Projection of the maximum number of events detected given the upper bounds from the O1 and O2 runs
(see Fig. 1). (Right panel) Ratio between the number of non-spinning, equal mass binaries detected by di↵erent ground-based
detectors, with respect to LISA. Solid lines represent a constant merger rate with redshift, while the shaded areas delineate the
di↵erence resulting from a redshift evolution tracking the star formation rate. We fix the observing time for all ground-based
detectors to be 1 year (except for O2, which we take to be its actual value of 9 months), and 4 years for LISA.

A. LISA

LISA provides an interesting perspective in the quest
for binaries above the PISN mass gap. Instead of de-
tecting the final stages of the merger and ring-down, as
is the case for ground-based detectors, it will be mostly
sensitive to the inspiral. In fact, LISA could detect BBHs
which are still hundreds of years from merging, and mon-
itor them during its entire observing lifetime. For this
reason it is convenient to express the number of events
that LISA will detect as a function of detector frame fre-
quency fd:

d4N
det

dm
1

dm
2

dzdfd
= (1 + z)R(z)

dVc

dz

dts
dfs

p(m
1

, m
2

)p
det

,

(3)
where the time to coalesce in the source frame is com-
puted assuming a circular orbit

dts
dfs

=
5

96⇡8/3
t
�5/3
Mc

f�11/3
s (4)

with the chirp mass, Mc = (m
1

m
2

)3/5/(m
1

+m
2

)1/5, and
associated chirp time, tMc = GMc/c3 ⇠ 5(Mc/M�) µs.
Again, p

det

encapsulates the detector’s antenna pattern.
There is, however, an important di↵erence with respect
to ground-based detectors due to the time dependence of
LISA’s antenna power pattern caused by the variation in
its orbit over the course of observation of a given source.
This e↵ectively makes p

det

not only a function of SNR of
the source, but also on the initial frequency and mass of
the binary (see Appendix A 1 for details).

Although the number of detections of di↵erent obser-
vatories is subject to the intrinsic merger rate, the ratio
between them is independent of its local value R(z = 0).
In other words, by comparing the number of events be-
tween di↵erent detectors we can learn about the redshift

evolution of the population. The right panel of Fig. 2
shows the number of ground-based detections in 1 year
for di↵erent detectors, each of them normalized to the
LISA detection rate in 4 years. As the masses of the
binary increase, LISA begins to detect more events and
the ratio drops below 1. The precise point at which this
transition occurs depends both on the detector and the
merger rate evolution. If we take the upper bound from
O2 as an input for the merger rate, we see in the left
panel of Fig. 2 that LISA could detect in 4 years tens to
hundreds of events for M

tot

between 200–400M�.
The comparison of LISA and ground-based detection

rates o↵ers a way to leverage the redshift evolution of
the merger rate above the gap. Nevertheless, depending
on the schedules and sensitivities of future ground-based
observing campaigns, it may happen that by the time
LISA flies, R(z) is already well constrained. In that case,
comparing with LISA would be a useful consistency test
of the derived redshift evolution. A di↵erence between
the ground-based prediction and LISA observations could
signal for instance that binaries have non negligible ec-
centricities.

Another opportunity that space-based detectors pro-
vide is the possibility of detecting the same GW event
across di↵erent frequencies in a multi-band fashion. In
fact, soon after the first GW detection it was realized
that LIGO stellar mass BBHs could be seen by LISA [33].
However, the prospects of multi-band detections for the
population below the PISN mass gap is limited by the
LISA sensitivity at high frequencies [34]. If present in
nature, IMBHs would be a more promising multi-band
population [32, 35, 36]. Here, instead of considering the
multi-band horizon radius as in [36], we focus on the frac-
tion of multi-band events, defined as the subset of LISA
detections that will merge within 10 years and be de-
tected by a ground-based detector. We fix the detection

ET

maximum number of events detected given the upper bounds  
from the O1 and O2 runs [bands indicate difference resulting  
from a redshift evolution tracking the star formation rate] 

Ratio between the number of non-spinning, equal mass binaries  
detected by different ground-based detectors, with respect to LISA. 

In range Mtot < 400 Msun, ET will detect more BBH in 1 year than LISA in 4 years,
and several hundred events.
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Fig. 1 GW waveforms from the Effective one body analytical model (left) and numerical relativity
simulations (right) for binary. The different lines in the left panel indicates the three phases of the
waveform. Figure from [24].

assuming z ⌧ 1). The reader is referred to e.g. [22, 23, 25] for an in-depth presenta-
tion. For a standard siren of total mass M = m1+m2, simple dimensional arguments
give a characteristic frequency f ⇠ c3/GM. In fact, the frequency of the emitted GW
increases with time during the inspiral (figure 1) and, assuming the merger occurs at
the innermost stable circular orbit (ISCO), the corresponding merger frequency is

fmerger =
1

63/2p

✓
c3

GM

◆
. (16)

A typical BNS with m1,2 ⇠ 1.4M� has fmerger ⇠ 1.5 kHz, which falls in the upper
part of the LIGO-Virgo frequency band. For supermassive BBH with M ⇠ 106M�,
fmerger ⇠ 10�3Hz which falls in the LISA band.

If GWs from an inspiraling binary system enter the frequency band of a detector
at observed frequency flow, the observation time (or time to merger) is given by

T ⇠ 10�3 f �8/3
low

✓
c3

GM

◆5/3

. (17)

where

M =
(m1m2)3/5

(m1 +m2)1/5 (18)

is the source-frame chirp mass. As expected, the heavier the binary, the smaller the
observation time. For a BNS entering the LIGO-Virgo detector window at observed
frequency f ⇠ 20 Hz, the observation time is T ⇠ 4 min. A BBH with M ⇠ 30M�
would be observed for T ⇠ 0.01 s.

Finally, at a distance dL from the source, the amplitude of the GW emitted with
frequency f is

h ⇠ 4c
dL

✓
GM

c3

◆5/3
(p f )2/3. (19)

Given the merger rates for BNS, BBH and BH-NS, expect that a typical   
BNS signal will be overlapped by a number of BBH signals, which may  
merge at similar times => effect on parameter estimation? Possible  biases?  
cannot neglect the rotation of the earth (need to take into account time  
dependence of detector response functions)  

helps in the localization of BNS. For BNS at 40Mpc with ET, 50% are  
localized with 90% confidence to < 2 deg squared. [Chan et al, 2018]  

Can help early warnings: possible that signals accumulate SNR such that  
a trigger is considered significant before the merger occurs -> early   
warning before coalescence? [Chan et al, 2018]

9

(a) (b)

(c) (d)

(e)

FIG. 6: Histograms of the fraction of detectable events that achieve the early warning criteria as a function of time
to merger for the ET detector. Panel a, b, c, d, and e are for events at 40, 200, 400, 800, and 1600Mpc respectively.
The x-axes indicate the time to merger when the signal meets the early warning criteria. The y-axes indicate the
fraction of detectable events that achieve these early warning criteria. Note that at distances � 400Mpc, since a
large fraction of the times until merger will fall within 1 hour, for greater clarity the scale of the axes varies from

panel to panel. Only those signals which achieve the early warning criteria at least 100 seconds prior to merger will
be counted.

which of these two factors has a more important role in
terms of localizing BNS mergers. We here investigate the
relative importance of these two factors.

To test this, we repeat the simulations for the ET
shown in Section IVA. While we still enable a time-
dependent detector response, we fix the time delay be-
tween the center of the earth and the ET at the begin-
ning of the signals. This is because turning on and o↵ the

Doppler shift should allow us to see more easily its impor-
tance. The results are shown in Figure 9. It can be seen
that at all distances, the cumulative distributions are
almost identical, with only marginal discrepancy. This
suggests that the Doppler e↵ect is not important and the
modulation of the detector response is the main cause of
improved sky localization.

 BNS in-band for up to ~ 5 days

Figure 1. The strain sensitivities of advanced and 3G GW detectors. For ET we use the ET-D
sensitivity curve.

Next, for each BNS generated by this procedure, we determine if its resultant GW
emission is detectable with a given GW detector network. We consider three cases: (1) a
2G network composed by advanced LIGO-Hanford+advanced LIGO-Livingston+advanced
Virgo+Kagra+LIGO India (HLVKI). (2) A single 3G detector, chosen according to current
estimates for the sensitivity of the Einstein Telescope. (3) A three-detector network made by
ET and two CE. The sensitivity curves that we use are shown in Fig. 1.5 The signal-to-noise
ratio (SNR), ⇢a, detected by matched filtering with an optimum filter in the ideal case of
Gaussian noise, in a detector labeled a, is

⇢2a = 4

Z 1

0

df
|F

+,ah̃+ + F⇥,ah̃⇥|2
Sn,a

, (2.6)

where f is the GW frequency in the observer frame, h̃
+

and h̃⇥ the Fourier transforms of
the GW strain amplitudes of + and ⇥ polarizations, F

+,a and F⇥,a are the antenna response
functions to the GW + and ⇥ polarizations, and Sn,a(f) is the one-sided noise power spectral
density (PSD) of detector a. The coherent SNR, assuming uncorrelated noises among the
detectors, is simply given by the quadrature sum of the individual SNRs, ⇢2

tot

=
P

a ⇢
2

a. The
triangular configuration of ET provides three independent di↵erential signals between the
arms, equivalent to three detectors, and again the coherent SNR is given by the quadrature
sum of the individual SNRs for these three equivalent detectors.

For low-mass systems such as BNS the SNR in one detector is dominated by the inspiral
part of the signal and is then given

⇢2a =
5

6

[GM(1 + z)]5/3F2

a

c3⇡4/3d2L(z)

Z f
insp

(z)

f
min

df
f�7/3

Sn,a(f)
. (2.7)

5The ET and CE sensitivity curves, as well as the assumed locations of ET (in Europe) and two CE (in
the US) correspond to the choices currently used to develop the Science Case for 3G detectors.

– 5 –

[figure from 1907.01487]

ET basics

for a binary entering frequency band of ET  
at       , time to merger

<latexit sha1_base64="bw+p2jxjGBbQmDrI3e68cJJLdI0=">AAAB8nicbVDLSgNBEJz1GeMr6tHLYBA8hV0RzTHgxWME84DNEmYns8mQeSwzvUpY8hlePCji1a/x5t84SfagiQUNRVU33V1xKrgF3//21tY3Nre2Szvl3b39g8PK0XHb6sxQ1qJaaNONiWWCK9YCDoJ1U8OIjAXrxOPbmd95ZMZyrR5gkrJIkqHiCacEnBQm/bxnJBb6adqvVP2aPwdeJUFBqqhAs1/56g00zSRTQAWxNgz8FKKcGOBUsGm5l1mWEjomQxY6qohkNsrnJ0/xuVMGONHGlQI8V39P5ERaO5Gx65QERnbZm4n/eWEGST3KuUozYIouFiWZwKDx7H884IZREBNHCDXc3YrpiBhCwaVUdiEEyy+vkvZlLbiu+fdX1Ua9iKOETtEZukABukENdIeaqIUo0ugZvaI3D7wX7937WLSuecXMCfoD7/MHZvSRTQ==</latexit>

f
low

fraction of BNS events with SNR for GW detection
and localization < 100 deg^2 at 90% confidence
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Figure 1. Graphical representations of the various mass distributions described in Section 3.1. Multi Spin, a model of both
mass and spin, is similar to the mass distribution of Power Law + Peak, with a sharp lower mass cutoff rather than the
smooth low mass turn-on.

two components: an isotropic component designed
to model dynamically assembled binaries, and a
second component in which the spins are preferen-
tially aligned with the orbital angular momentum,
as expected for isolated field binaries.4 For this lat-
ter component, the spin tilt angles are distributed
as a truncated Gaussian peaking when the black
hole spin is aligned to the orbital angular momen-
tum. We use this model in concert with the mass
models described above.

• Gaussian (5 parameters; Appendix D.2). While
the Default spin model is physically inspired, this
model, based on that of Miller et al. (2020), al-
lows us to fit the distribution of phenomenological
spin parameters �e↵ (“the effective inspiral spin
parameter,” Eq. 5) and �p (“the precession spin pa-
rameter,” Eq. 6), assuming that their distribution
is jointly described as a bivariate Gaussian. The
ensemble properties of �e↵ and �p allow us to con-
clude that the BBHs in GWTC-2 exhibit general
relativistic spin-induced precession of the orbital
plane (�p > 0), and that some systems have compo-
nent spins misaligned by more than 90

� (�e↵ < 0)
relative to their orbital angular momentum.

• Multi Spin (12 spin parameters, 10 mass pa-
rameters; Appendix D.3). This model allows for
multiple subpopulations of BBH systems with dis-
tinct mass and spin distributions. Specifically, this
model assumes a Truncated power-law mass dis-
tribution with the additional presence of a 2-D

4 Throughout the paper, spin tilt is measured at a reference
frequency of 20Hz for all events except GW190521, for which
the spin tilt is measured at 11Hz (see discussion in Abbott et al.
2020d). We verified that for GW190521, the difference between
the spin measurements at 20Hz and 11Hz are smaller than the
systematic uncertainty between the waveform models.

Gaussian subpopulation in m1 and m2, truncated
such that m1 � m2. While similar to the Power
Law + Peak mass model, there is no smooth turn
on and the mass ratio distribution is allowed to
differ between each subpopulation. Most impor-
tantly, the two subpopulations have independently
parameterized Default spin distributions. We use
this model to test whether the BBH spin distri-
bution varies as a function of mass as expected if
higher-mass systems are the products of hierarchi-
cal mergers.

3.3. Redshift evolution

• Non-Evolving (0 parameters). Our default
model posits that the merger rate is uniform in
comoving volume.

• Power-law Evolution (1 parameter; Ap-
pendix E). Following Fishbach et al. (2018), the
merger rate density is described by a power-law in
(1 + z) where z is redshift. Given the finite range
of Advanced LIGO and Virgo to BBH mergers, we
only expect to constrain the redshift evolution at
redshifts z . 1 (Abbott et al. 2013). The farthest
event in our analysis is likely GW190706_222641,
at redshift z = 0.79

+0.31
�0.28.

4. METHOD
We adopt a hierarchical Bayesian approach, marginal-

izing over the properties of individual events to measure
parameters of the population models described above;
see, e.g., (Thrane & Talbot 2019; Mandel et al. 2019; Vi-
tale 2020). Given data {di} from Ndet gravitational-wave
detections, the likelihood of the data given population
parameters ⇤ is (Loredo 2004; Mandel et al. 2019; Thrane
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ET: forecasts for cosmology

Generally proceed through construction of a mock GW source catalogues

[Cai et al, 1608.08008]
[Belgacem et al,1907.01487]
[Ganz et al, in preparation] 
[Ezquiaga et al, 2006.02211]
[You et al 2004.00036]
…

– distribution of events in redshift
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p(z) / dVc

dz

R(z)

(1 + z)
merger rate typically from O2 rates and populations estimates, 
or other models

– Given fiducial values of                      determine  
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(H0,⌦m, . . .)
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dL(z)
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 [assumed gaussian Fisher-Matrix approach, or analytic beyond  
 gaussian, or using likelihoods from Bilby, or…
 Include lensing error           

+ mass model, with masses drawn from a probability distribution 
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p(m1)

BNS-BH mass-gap

PISN-mass-gap?
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where N is the number of events collected within the
observation time T
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. Here, the comoving volume is
dVc/dz = 4⇡cr2(z)/H(z). R(z) is the BBH merger rate
density as a function of redshift. The local rate density,
R(z = 0), was estimated to be 24 Gpc�3yr�1 (Abbott
et al. 2020e). The merger rate is a convolution of the
binary formation rate with the distribution of the time
delays (Nakar 2007; Zhu et al. 2011). We assume the
binary formation rate closely follow the cosmic star for-
mation rate, for which we take the model in Madau &
Dickinson (2014). However, to demonstrate the influ-
ence of star formation rate uncertainty on the inference
of cosmological parameters, we also consider an alterna-
tive model by Robertson & Ellis (2012). We assume the
time delay between binary formation and binary merger
follows a power-law distribution P (td) / (td)⇣ with a
minimum delay time of tmin

d . We treat ⇣ and tmin

d as free
parameters so that we can investigate how uncertainty
in the delay time distribution a↵ects our measurement
of cosmological parameters.

The measured masses in the detector frame are related
to source-frame masses by:
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The number distribution of BBH events given in Equa-
tion (6) is conditional upon a collection of hyperparam-
eters, including cosmological parameters H

0

and ⌦m,
black hole mass distribution parameters introduced in
Section 2.1, and parameters that determine the cosmic
star formation rate and delay time distribution.

In this proof-of-principle study, we are mostly con-
cerned with the cosmological parameters. For star for-
mation rate, we take the parameterized form given by
Eq. 15 of Madau & Dickinson (2014), and adopt the
following parameter values b = 2.7, c = 2.9, d = 5.6.

Figure 1. The distribution of luminosity distance (DL) and
black hole masses (m1,m2) for a simulated BBH population
detectable by third-generation detectors, where the proba-
bility is normalized with the logarithm of mass.

For the delay time distribution, we use ⇣ = �1 and
tmin

d = 50 Myr. To generate mock BBH catalogues,
we set H

0

= 70 km s�1Mpc�1, ⌦m = 0.3. Integrat-
ing Equation (6) over masses and luminosity distance,
we find that ⇠ 105 BBH events will be detected within
one year by ET under our fiducial model.

Figure 1 shows the distribution of luminosity distance
DL (top panel), and black hole mass (bottom panel)
in the source frame (m

1

, m
2

) and in the detector frame
(mz

1

, mz
2

) for our simulated BBH population. We apply
an upper limit of DL at 100 Gpc , corresponding to a
redshift of ⇠ 10, beyond which the number of detectable
BBHs is likely negligible. The luminosity distance dis-
tribution peaks at around 10 Gpc (z ⇠ 1.5), as expected
from cosmic star formation rate. Because the population
is dominated by relatively high-redshift events (z & 2),
the distribution of lab-frame masses is much smoother
than that of source-frame masses.
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black hole masses (m1,m2) for a simulated BBH population
detectable by third-generation detectors, where the proba-
bility is normalized with the logarithm of mass.

For the delay time distribution, we use ⇣ = �1 and
tmin

d = 50 Myr. To generate mock BBH catalogues,
we set H

0

= 70 km s�1Mpc�1, ⌦m = 0.3. Integrat-
ing Equation (6) over masses and luminosity distance,
we find that ⇠ 105 BBH events will be detected within
one year by ET under our fiducial model.
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) for our simulated BBH population. We apply
an upper limit of DL at 100 Gpc , corresponding to a
redshift of ⇠ 10, beyond which the number of detectable
BBHs is likely negligible. The luminosity distance dis-
tribution peaks at around 10 Gpc (z ⇠ 1.5), as expected
from cosmic star formation rate. Because the population
is dominated by relatively high-redshift events (z & 2),
the distribution of lab-frame masses is much smoother
than that of source-frame masses.
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star formation rate and delay time distribution.
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cerned with the cosmological parameters. For star for-
mation rate, we take the parameterized form given by
Eq. 15 of Madau & Dickinson (2014), and adopt the
following parameter values b = 2.7, c = 2.9, d = 5.6.
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Figure 1. The distribution of luminosity distance (DL) and
black hole masses (m1,m2) for a simulated BBH population
detectable by third-generation detectors, where the proba-
bility is normalized with the logarithm of mass.

For the delay time distribution, we use ⇣ = �1 and
tmin

d = 50 Myr. To generate mock BBH catalogues,
we set H

0

= 70 km s�1Mpc�1, ⌦m = 0.3. Integrat-
ing Equation (6) over masses and luminosity distance,
we find that ⇠ 105 BBH events will be detected within
one year by ET under our fiducial model.

Figure 1 shows the distribution of luminosity distance
DL (top panel), and black hole mass (bottom panel)
in the source frame (m
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) for our simulated BBH population. We apply
an upper limit of DL at 100 Gpc , corresponding to a
redshift of ⇠ 10, beyond which the number of detectable
BBHs is likely negligible. The luminosity distance dis-
tribution peaks at around 10 Gpc (z ⇠ 1.5), as expected
from cosmic star formation rate. Because the population
is dominated by relatively high-redshift events (z & 2),
the distribution of lab-frame masses is much smoother
than that of source-frame masses.
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delays (Nakar 2007; Zhu et al. 2011). We assume the
binary formation rate closely follow the cosmic star for-
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and ⌦m,
black hole mass distribution parameters introduced in
Section 2.1, and parameters that determine the cosmic
star formation rate and delay time distribution.

In this proof-of-principle study, we are mostly con-
cerned with the cosmological parameters. For star for-
mation rate, we take the parameterized form given by
Eq. 15 of Madau & Dickinson (2014), and adopt the
following parameter values b = 2.7, c = 2.9, d = 5.6.

Figure 1. The distribution of luminosity distance (DL) and
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detectable by third-generation detectors, where the proba-
bility is normalized with the logarithm of mass.
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we set H

0

= 70 km s�1Mpc�1, ⌦m = 0.3. Integrat-
ing Equation (6) over masses and luminosity distance,
we find that ⇠ 105 BBH events will be detected within
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an upper limit of DL at 100 Gpc , corresponding to a
redshift of ⇠ 10, beyond which the number of detectable
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tribution peaks at around 10 Gpc (z ⇠ 1.5), as expected
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is dominated by relatively high-redshift events (z & 2),
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Figure 1. Graphical representations of the various mass distributions described in Section 3.1. Multi Spin, a model of both
mass and spin, is similar to the mass distribution of Power Law + Peak, with a sharp lower mass cutoff rather than the
smooth low mass turn-on.

two components: an isotropic component designed
to model dynamically assembled binaries, and a
second component in which the spins are preferen-
tially aligned with the orbital angular momentum,
as expected for isolated field binaries.4 For this lat-
ter component, the spin tilt angles are distributed
as a truncated Gaussian peaking when the black
hole spin is aligned to the orbital angular momen-
tum. We use this model in concert with the mass
models described above.

• Gaussian (5 parameters; Appendix D.2). While
the Default spin model is physically inspired, this
model, based on that of Miller et al. (2020), al-
lows us to fit the distribution of phenomenological
spin parameters �e↵ (“the effective inspiral spin
parameter,” Eq. 5) and �p (“the precession spin pa-
rameter,” Eq. 6), assuming that their distribution
is jointly described as a bivariate Gaussian. The
ensemble properties of �e↵ and �p allow us to con-
clude that the BBHs in GWTC-2 exhibit general
relativistic spin-induced precession of the orbital
plane (�p > 0), and that some systems have compo-
nent spins misaligned by more than 90

� (�e↵ < 0)
relative to their orbital angular momentum.

• Multi Spin (12 spin parameters, 10 mass pa-
rameters; Appendix D.3). This model allows for
multiple subpopulations of BBH systems with dis-
tinct mass and spin distributions. Specifically, this
model assumes a Truncated power-law mass dis-
tribution with the additional presence of a 2-D

4 Throughout the paper, spin tilt is measured at a reference
frequency of 20Hz for all events except GW190521, for which
the spin tilt is measured at 11Hz (see discussion in Abbott et al.
2020d). We verified that for GW190521, the difference between
the spin measurements at 20Hz and 11Hz are smaller than the
systematic uncertainty between the waveform models.

Gaussian subpopulation in m1 and m2, truncated
such that m1 � m2. While similar to the Power
Law + Peak mass model, there is no smooth turn
on and the mass ratio distribution is allowed to
differ between each subpopulation. Most impor-
tantly, the two subpopulations have independently
parameterized Default spin distributions. We use
this model to test whether the BBH spin distri-
bution varies as a function of mass as expected if
higher-mass systems are the products of hierarchi-
cal mergers.

3.3. Redshift evolution

• Non-Evolving (0 parameters). Our default
model posits that the merger rate is uniform in
comoving volume.

• Power-law Evolution (1 parameter; Ap-
pendix E). Following Fishbach et al. (2018), the
merger rate density is described by a power-law in
(1 + z) where z is redshift. Given the finite range
of Advanced LIGO and Virgo to BBH mergers, we
only expect to constrain the redshift evolution at
redshifts z . 1 (Abbott et al. 2013). The farthest
event in our analysis is likely GW190706_222641,
at redshift z = 0.79

+0.31
�0.28.

4. METHOD

We adopt a hierarchical Bayesian approach, marginal-
izing over the properties of individual events to measure
parameters of the population models described above;
see, e.g., (Thrane & Talbot 2019; Mandel et al. 2019; Vi-
tale 2020). Given data {di} from Ndet gravitational-wave
detections, the likelihood of the data given population
parameters ⇤ is (Loredo 2004; Mandel et al. 2019; Thrane
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two components: an isotropic component designed
to model dynamically assembled binaries, and a
second component in which the spins are preferen-
tially aligned with the orbital angular momentum,
as expected for isolated field binaries.4 For this lat-
ter component, the spin tilt angles are distributed
as a truncated Gaussian peaking when the black
hole spin is aligned to the orbital angular momen-
tum. We use this model in concert with the mass
models described above.

• Gaussian (5 parameters; Appendix D.2). While
the Default spin model is physically inspired, this
model, based on that of Miller et al. (2020), al-
lows us to fit the distribution of phenomenological
spin parameters �e↵ (“the effective inspiral spin
parameter,” Eq. 5) and �p (“the precession spin pa-
rameter,” Eq. 6), assuming that their distribution
is jointly described as a bivariate Gaussian. The
ensemble properties of �e↵ and �p allow us to con-
clude that the BBHs in GWTC-2 exhibit general
relativistic spin-induced precession of the orbital
plane (�p > 0), and that some systems have compo-
nent spins misaligned by more than 90

� (�e↵ < 0)
relative to their orbital angular momentum.

• Multi Spin (12 spin parameters, 10 mass pa-
rameters; Appendix D.3). This model allows for
multiple subpopulations of BBH systems with dis-
tinct mass and spin distributions. Specifically, this
model assumes a Truncated power-law mass dis-
tribution with the additional presence of a 2-D

4 Throughout the paper, spin tilt is measured at a reference
frequency of 20Hz for all events except GW190521, for which
the spin tilt is measured at 11Hz (see discussion in Abbott et al.
2020d). We verified that for GW190521, the difference between
the spin measurements at 20Hz and 11Hz are smaller than the
systematic uncertainty between the waveform models.

Gaussian subpopulation in m1 and m2, truncated
such that m1 � m2. While similar to the Power
Law + Peak mass model, there is no smooth turn
on and the mass ratio distribution is allowed to
differ between each subpopulation. Most impor-
tantly, the two subpopulations have independently
parameterized Default spin distributions. We use
this model to test whether the BBH spin distri-
bution varies as a function of mass as expected if
higher-mass systems are the products of hierarchi-
cal mergers.

3.3. Redshift evolution

• Non-Evolving (0 parameters). Our default
model posits that the merger rate is uniform in
comoving volume.

• Power-law Evolution (1 parameter; Ap-
pendix E). Following Fishbach et al. (2018), the
merger rate density is described by a power-law in
(1 + z) where z is redshift. Given the finite range
of Advanced LIGO and Virgo to BBH mergers, we
only expect to constrain the redshift evolution at
redshifts z . 1 (Abbott et al. 2013). The farthest
event in our analysis is likely GW190706_222641,
at redshift z = 0.79

+0.31
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4. METHOD
We adopt a hierarchical Bayesian approach, marginal-

izing over the properties of individual events to measure
parameters of the population models described above;
see, e.g., (Thrane & Talbot 2019; Mandel et al. 2019; Vi-
tale 2020). Given data {di} from Ndet gravitational-wave
detections, the likelihood of the data given population
parameters ⇤ is (Loredo 2004; Mandel et al. 2019; Thrane
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• Carry out a full hierarchical Bayesian inference to compute posterior distributions on parameters 
describing the population, including           
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Figure 3. Joint posterior distribution of the Hubble con-
stant (H0) and matter density (⌦m) in the ⇤CDM model
estimated using 103 BBH events. The 2-D contour regions
denote the 1-�, 2-� and 3-� credible regions and the orange
lines indicate the true values.
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We impose a threshold of the natural logarithm of BF at
ln(BF ) = 8 as the point when one model is significantly
favoured against another (e.g., Mackay 2003).

4. RESULTS

In this section, we present results of hyperparameter
estimation and cosmological model selection using the
simulated BBH population that is expected to be de-
tected by third-generation detectors such as ET.

4.1. Hyperparameter estimation

Figure 3 shows the joint posterior distribution of H
0

and ⌦m using 103 BBH events detected with ET, while
ignoring the delay time between binary formation and
binary merger and assuming we know the cosmic star
formation rate and black hole mass distribution a pri-

ori. In our analysis, uniform priors are used: H
0

2
[40, 105] km s�1Mpc�1 and ⌦m 2 [0, 0.75]. In this exam-
ple, the Hubble constant is measured with a precision of
5.6%. By performing this analysis for a range of N (the
number of BBH events) assuming zero measurement un-
certainty of luminosity distance and black hole masses
(which we call zero-error injections), we find the mea-
surement precision of H

0

scales linearly with
p

N . We

Figure 4. Posteriors distribution for (H0,⌦m) with 103

zeros-error injections. Blue contours are obtained by
marginalizing over uncertainties in other hyperparameters
(⇣, tmin

d , b, c, d, �m, ↵, mpp, �pp, �, �), whereas the orange
is reconstructed with non-cosmological parameters fixed at
injection values.

expect that one year operation of ET, yielding ⇠ 105

BBH detections, will allow H
0

to be measured within
⇡ 0.6%. However, this result is too optimistic as it does
not account for uncertainties in cosmic star formation
rate, delay time distribution and black hole mass distri-
bution. In Figure 6 of the Appendix, we show that the
estimates of (H

0

, ⌦m) are biased if an incorrect model
of star formation rate is used.

To demonstrate how the marginalization over un-
knowns in non-cosmological parameters a↵ects our abil-
ity to measure H

0

and ⌦m, we repeat the analysis using
103 zero-error injections. In the reference case, only H

0

and ⌦m are considered as free parameters. We find that
the 1�� credible interval of H

0

is respectively increased
by 35%, 50%, and 250% if we add delay time distribution
parameters, cosmic star formation rate parameters and
black hole mass distribution parameters, respectively.
Figure 4 compares the posterior distribution of (H

0

, ⌦m)
for the reference case (orange) and the case where non-
cosmological parameters are sampled and marginalized
over (blue). Full posteriors (Figure 7), along with their
priors, of all hyperparameters in the latter case are pre-
sented in the Appendix. We find the marginalization
over uncertainties in non-cosmological hyperparameters
reduce the measurement precision of (H

0

, ⌦m) by about
an order of magnitude. Therefore, we conclude that one

orange: assuming 
all population parameters
known a priori

blue: marginalizing
over population parameters
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(H0,⌦m)
using 1000 GW events detected by ET

“1 year observation of ET will constrain the Hubble constant to a few % given our current knowledge  
of the black hole mass distribution, the cosmic star formation rate, and the binary merger delay time 
distribution. If/when our understanding of the above quantities is improved, which is plausible in the  
ET era, a sub-percent measurement precision is likely.”
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– assume a uniform distribution  
of BH masses above
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Figure 1. Graphical representations of the various mass distributions described in Section 3.1. Multi Spin, a model of both
mass and spin, is similar to the mass distribution of Power Law + Peak, with a sharp lower mass cutoff rather than the
smooth low mass turn-on.

two components: an isotropic component designed
to model dynamically assembled binaries, and a
second component in which the spins are preferen-
tially aligned with the orbital angular momentum,
as expected for isolated field binaries.4 For this lat-
ter component, the spin tilt angles are distributed
as a truncated Gaussian peaking when the black
hole spin is aligned to the orbital angular momen-
tum. We use this model in concert with the mass
models described above.

• Gaussian (5 parameters; Appendix D.2). While
the Default spin model is physically inspired, this
model, based on that of Miller et al. (2020), al-
lows us to fit the distribution of phenomenological
spin parameters �e↵ (“the effective inspiral spin
parameter,” Eq. 5) and �p (“the precession spin pa-
rameter,” Eq. 6), assuming that their distribution
is jointly described as a bivariate Gaussian. The
ensemble properties of �e↵ and �p allow us to con-
clude that the BBHs in GWTC-2 exhibit general
relativistic spin-induced precession of the orbital
plane (�p > 0), and that some systems have compo-
nent spins misaligned by more than 90

� (�e↵ < 0)
relative to their orbital angular momentum.

• Multi Spin (12 spin parameters, 10 mass pa-
rameters; Appendix D.3). This model allows for
multiple subpopulations of BBH systems with dis-
tinct mass and spin distributions. Specifically, this
model assumes a Truncated power-law mass dis-
tribution with the additional presence of a 2-D

4 Throughout the paper, spin tilt is measured at a reference
frequency of 20Hz for all events except GW190521, for which
the spin tilt is measured at 11Hz (see discussion in Abbott et al.
2020d). We verified that for GW190521, the difference between
the spin measurements at 20Hz and 11Hz are smaller than the
systematic uncertainty between the waveform models.

Gaussian subpopulation in m1 and m2, truncated
such that m1 � m2. While similar to the Power
Law + Peak mass model, there is no smooth turn
on and the mass ratio distribution is allowed to
differ between each subpopulation. Most impor-
tantly, the two subpopulations have independently
parameterized Default spin distributions. We use
this model to test whether the BBH spin distri-
bution varies as a function of mass as expected if
higher-mass systems are the products of hierarchi-
cal mergers.

3.3. Redshift evolution

• Non-Evolving (0 parameters). Our default
model posits that the merger rate is uniform in
comoving volume.

• Power-law Evolution (1 parameter; Ap-
pendix E). Following Fishbach et al. (2018), the
merger rate density is described by a power-law in
(1 + z) where z is redshift. Given the finite range
of Advanced LIGO and Virgo to BBH mergers, we
only expect to constrain the redshift evolution at
redshifts z . 1 (Abbott et al. 2013). The farthest
event in our analysis is likely GW190706_222641,
at redshift z = 0.79

+0.31
�0.28.

4. METHOD
We adopt a hierarchical Bayesian approach, marginal-

izing over the properties of individual events to measure
parameters of the population models described above;
see, e.g., (Thrane & Talbot 2019; Mandel et al. 2019; Vi-
tale 2020). Given data {di} from Ndet gravitational-wave
detections, the likelihood of the data given population
parameters ⇤ is (Loredo 2004; Mandel et al. 2019; Thrane
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parameterized Default spin distributions. We use
this model to test whether the BBH spin distri-
bution varies as a function of mass as expected if
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model posits that the merger rate is uniform in
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• Power-law Evolution (1 parameter; Ap-
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merger rate density is described by a power-law in
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ter component, the spin tilt angles are distributed
as a truncated Gaussian peaking when the black
hole spin is aligned to the orbital angular momen-
tum. We use this model in concert with the mass
models described above.
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lows us to fit the distribution of phenomenological
spin parameters �e↵ (“the effective inspiral spin
parameter,” Eq. 5) and �p (“the precession spin pa-
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relative to their orbital angular momentum.

• Multi Spin (12 spin parameters, 10 mass pa-
rameters; Appendix D.3). This model allows for
multiple subpopulations of BBH systems with dis-
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frequency of 20Hz for all events except GW190521, for which
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the spin measurements at 20Hz and 11Hz are smaller than the
systematic uncertainty between the waveform models.
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such that m1 � m2. While similar to the Power
Law + Peak mass model, there is no smooth turn
on and the mass ratio distribution is allowed to
differ between each subpopulation. Most impor-
tantly, the two subpopulations have independently
parameterized Default spin distributions. We use
this model to test whether the BBH spin distri-
bution varies as a function of mass as expected if
higher-mass systems are the products of hierarchi-
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• Non-Evolving (0 parameters). Our default
model posits that the merger rate is uniform in
comoving volume.
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(1 + z) where z is redshift. Given the finite range
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at redshift z = 0.79

+0.31
�0.28.

4. METHOD
We adopt a hierarchical Bayesian approach, marginal-

izing over the properties of individual events to measure
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FIG. 5. (Left panel) Estimated fractional error on the Hubble parameter �H(z)/H(z) at 90% confidence interval (C.I.) obtained
from standardizable GW sirens above the PISN gap, and (right panel) their most probable detected redshift. For both plots we
assumed a uniform distribution of BBHs masses from m

min

to m
min

+ 60M� with comoving merger rate Rc = 0.1 Gpc�3yr�1.
The shaded regions represent the uncertainty in the redshift evolution of the merger rate between a constant rate (thick line)
and a rate following the star formation rate (thin line)

future [50, 51]. In the absence of an electromagnetic
counterpart, one can perform a statistical analysis in-
corporating all possible host galaxies and their associ-
ated redshifts [45, 52]; this approach has been applied to
LIGO/Virgo detections [53, 54], and in the future may
be applied to LISA [55, 56].

Alternatively, one could use features in the mass dis-
tribution to directly calibrate the population. This is be-
cause in the detector frame we observe redshifted masses
mz

1,2 = (1 + z)m
1,2. Therefore, if we know the source-

frame mass distribution, we can infer the redshift distri-
bution of the population. In other words, by utilizing the
mass distribution we can use GW events as standardiz-
able sirens. A particularly promising feature in the BBH
mass spectrum is the PISN gap, and [57] proposes us-
ing the lower edge of the PISN gap to constrain H(z) to
the percent level at z ⇠ 0.8. In what follows we pursue
a similar approach, applying it to the opposite (upper)
end of the mass gap.

Because we want to determine the cosmological param-
eters, we must work solely with detector frame masses
(since to convert to source frame masses requires knowl-
edge of cosmology). Nonetheless, the value of the min-
imum mass can be obtained as in the previous section.
For a given bin in luminosity distance we could obtain
the minimum mass mdL

min

applying Eq. 5 to all the events
detected at that distance. Comparing this value with the
minimum mass of the whole population one could obtain
the redshift associated with the dL value for the bin, since
mdL

min

= (1 + zdL)m
min

. Repeating this process for dif-
ferent luminosity distance bins one obtains the Hubble
diagram, dL(z), which constrains the cosmic expansion
rate history H(z) via

dL = (1 + z)

Z z

0

cdz0

H(z0)
. (6)

Since we have shown that m
min

can be well constrained
(see Fig. 4), the individual error in H(z) is going to be
dominated by the measurement uncertainty in dL, which
is subject to the detector’s calibration and the degeneracy
with inclination. We are interested in the number of de-
tected events with information about the minimum mass
per luminosity distance bin, N

�m
min

, which we quantify
by mdet

2

� 2�m
2

< mdL
min

. The error in the determination
of H(z) can then be approximated by

�H(z)

H(z)
⇠ �dL(z)/dL(z)p

N
�m

min

. (7)

This estimation will be most precise at the peak of the
redshift distribution of detected GWs. Details on the
measurement errors that we use for each detector can be
found in Table A 1 b.

We present our estimates for the measurement of the
cosmological expansion rate in the left panel of Fig. 5.
A+, LISA, and ET could constrain H(z) to better than
10% at 90% confidence interval, with ET potentially
achieving < 5% if the BBHs above the mass gap follow
the SFR. With two years of observations of aLIGO, the
limit will remain larger than 10%. Of course, these num-
bers could improve if the observing time or the merger
rate increases. Interestingly, because the peak of the
detected redshift distribution hz

det

i is di↵erent for each
detector and minimum IMBH mass (see right panel of
Fig. 5), this method is sensitive to the expansion rate at
di↵erent cosmic times. In particular, LISA could provide
a better measurement of the local expansion rate H

0

, Ad-
vanced LIGO would best constrain the equation of state
of the dark energy, and ET would best constrain the dark
matter. Although these constraints are less sensitive than
other standard siren tests, they provide an entirely inde-
pendent determination, and could be used to improve the
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Assuming all population parameters are known a priori

ET_gaussian_opt	 0.23	%	 3.38	%	

CMB+BAO+SNe	 0.72	%	 2.11	%	

CMB+BAO+SNe+ET_gaussian_opt	 0.15	%	 0.57	%	

ET_flat_real	 0.42	%	 6.17	%	

CMB+BAO+SNe	 0.72	%	 2.11	%	

CMB+BAO+SNe+ET_flat_real	 0.26	%	 0.82	%	

Constraints on 
 

parameters 

Significant 
improvements 

For LambdaCDM

Allowing evolving Dark
Energy 

Figure 19. The 1� and 2� contours of the two-dimensional likelihood in the (w0, wa) plane
from CMB+BAO+SNe (red) and the result obtained by combining standard sirens at ET with
CMB+BAO+SNe (blue). Left: in the case of flat neutron star mass distribution. Right: in the
case of gaussian neutron star mass distribution. We use the optimistic estimate for the FOV of
THESEUS.

Figure 20. As in Fig. 19, with the realistic estimate for the FOV of THESEUS.
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CONSTRAINTS: simulated population of BNS with EM counterparts in ET: 
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simulated population of BNS and BH-NS with EM counterparts in ET: 
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FIG. 1: An example catalogue with 1000 observed events of
redshift, luminosity distance, and the error of the luminosity
distances from the fiducial model.

combining the fiducial model in Eq. (5), the redshift dis-
tribution in Eq. (10), and the luminosity distance uncer-
tainty in Eq. (16), we can simulate the measurements of
the redshifts with the luminosity distances for the GW
events of the BNS or BHNS. The basic steps are as fol-
lows. We first simulate the redshift measurements ac-
cording to the redshift distribution. At every simulated
redshift, we can calculate the fiducial value of the lumi-
nosity distance according to Eqs. (2) and (5). Then we
randomly sample the mass of the neutron star, the mass
of the black hole, and the position angle θ in the three
parameter intervals: [1,2] M⊙, [3,10] M⊙, and [0,π], re-
spectively (we need not consider the other two angles
φ and ψ since the SNR is independent of them). Note
that here we set the ratio of the possibility to detect the
BHNS and BNS events ≃ 0.03. Then we calculate the
combined SNR of each set of the random sample, and
confirm that it is a GW detection if ρnet > 8.0. For ev-
ery confirmed detection, we simulate the luminosity dis-
tance measurement dmea

L from the fiducial value of dfidL
and the error σdL

in Eq. (16). We sample the luminosity
distance measurements according to the Gaussian dis-
tribution dmea

L = N (dfidL ,σdL
). Thus we simulate both

the redshift and the luminosity distance measurements.
As we have stated before, we can expect about 102 GW
sources with the SGRB per year. We vary the observed
number of sources from 100 up to 1000 to see that with
how many events we can constrain the cosmological pa-
rameters as precisely as the current Planck results. An
example simulating data from the fiducial model with
1000 observed events is shown in Fig. 1.

B. Constrain the Hubble constant and the dark
matter density parameter

To constrain h0 and Ωm, we set them to be two free
parameters and other parameters are fixed according to
Eq. (5). For a set of N simulated data points, χ2 is given

by

χ2 =
N
∑

i=1

[

d̄iL − dL(z̄i; Ω⃗)

σ̄i
dL

]2

(17)

where z̄i, d̄iL, and σ̄
i
dL

are the ith redshift, luminosity dis-
tance, and error of luminosity distance of the simulated
observational data sets. Ω⃗ presents the set of cosmologi-
cal parameters.
We adopt the MCMC method to find the likelihood of

each parameter. As shown in Fig. 2, we find that with
about 500-600 GW events we can constrain the Hubble
constant with an accuracy comparable to Planck tem-
perature data and Planck lensing combined results [6].
As for the dark matter density parameter, the GW data
alone seem not able to provide a constraint as good as for
the Hubble constant, the sensitivity of 1000 GW events is
a little lower than that of Planck data. It should require
more than 1000 events to match the Planck sensitivity.

C. Constrain the equation of state of dark energy

Next we turn to study the ability of the standard siren
to infer the nature of dark energy. Unlike those works in
Refs. [16, 20] that define a pivot point, here we adopt a
new nonparametric method, the GP, to reconstruct w(z)
in the whole redshift region. Here we should note that
this method has some advantages and also disadvantages.
The first advantage is that we can study the nature of
the dark energy in the whole redshift region. Once hav-
ing reconstructed the luminosity distance, we can use it
to reconstruct w(z) at each redshift point as we want.
Secondly, we can simply set w(z) as a function of red-
shift z, and need not parametrize the equation of state
like the CPL form. Thus we can constrain the equation of
state more directly and model independently. However,
the GP reconstruction method has some shortcomings.
Since we use only the simulated data of the luminosity
distance, the errors of the reconstructed D(z) heavily de-
pend on the quality of those simulated data. Moreover,
we should reconstruct the D(z)’s derivatives up to sec-
ond order, and then combine its derivatives to give the
final reconstructed w(z). We can see below that the er-
rors of w(z) become large in the high-z region. On the
other hand, note that the errors of the mock data of dL
or D are very small in the low redshift region (Fig. 1).
So, we just focus on the low redshift region where the
reconstruction can be performed very well. Anyway, we
want to use a new nonparametric method to reconstruct
the equation of state from the simulated data, and check
its ability of constraining w(z) in the low redshift region.
The GPs allow one to reconstruct a function and its

derivatives from data without assuming a parametriza-
tion for it. We use the GPs in Python (GaPP) [23] to
derive our GP reconstruction results. The distribution
over functions provided by the GP is suitable to describe
the observed data. At each point z, the reconstructed
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simulating many catalogues of BNS and BHNS systems.
For the Hubble constant and the dark matter density pa-
rameter, we take the MCMC approach. As for the dark
energy equation of state, we adopt a new nonparametric
approach, the GP, to reconstruct it.

A. Simulate the gravitational wave detections

Following [20], the NS mass distribution is chosen to
be uniform in the interval [1,2] M⊙; here M⊙ is the so-
lar mass. The black hole mass is chosen to be uniform
between [3,10] M⊙. Note that the chirp mass of a black
hole in the first detection of a GW by LIGO is found to
be a higher value of about 30 M⊙. In fact a lager mass
can improve the signal-to-noise ratio (SNR) of the GW
detection and lead to smaller errors of the distance mea-
surements [see Eq. (9)]. In this paper, we still assume
a conservative distribution of black hole mass given by
[28]. The ratio between BHNS and BNS events is taken
to be 0.03, as predicted for the Advanced LIGO-Virgo
network [29]. The redshift distribution of the sources as
observed on Earth takes the form [16]

P (z) ∝ 4πd2C(z)R(z)

H(z)(1 + z)
, (10)

where dC is the comoving distance, which is defined as
dC(z) ≡

∫ z
0 1/H(z′)dz′, and R(z) describes the time evo-

lution of the burst rate and takes the form [30, 31]

R(z) =

⎧

⎪

⎨

⎪

⎩

1 + 2z, z ≤ 1
3
4 (5− z), 1 < z < 5

0, z ≥ 5.

(11)

Since it is expected that SGRBs are strongly beamed [32–
34], a coincident observation of the SGRB implies that
the binary was orientated nearly face on, i.e., ι ≈ 0. In
fact the maximal inclination is about ι = 20◦; however,
averaging the Fisher matrix over the inclination ι and
the polarization ψ with the constraint ι < 20◦ is approx-
imately the same as taking ι = 0 [20]. Therefore, when
we simulate the GW source we can take ι = 0 and the
Fourier amplitude A in Eq. (9) will not then depend on
the polarization angle ψ.
The performance of a GW detector is characterized by

the one-side noise power spectral density Sh(f) (PSD).
We take the noise PSD of the ET to be the same as
in [16]. The combined (SNR) for the network of three
independent interferometers is then

ρ =

√

√

√

√

3
∑

i=1

(ρ(i))2, (12)

where ρ(i) =
√

〈

H(i),H(i)
〉

; the inner product is defined
as

⟨a, b⟩ = 4

∫ fupper

flower

ã(f)b̃∗(f) + ã∗(f)b̃(f)

2

df

Sh(f)
, (13)

where ã(f) and b̃(f) are the Fourier transforms of the
functions a(t) and b(t). The upper cutoff frequency is
dictated by the last stable orbit, fupper = 2fLSO, where
fLSO = 1/(63/22πMobs) is the orbit frequency at the last
stable orbit, and Mobs = (1+z)Mphys is the observed to-
tal mass [16]. We also take the lower cutoff frequency
flower = 1 Hz. In line with the SNR threshold cur-
rently used at LIGO/Virgo analysis, a GW detection is
claimed only when the three ET interferometers have a
network SNR of ρnet > 8.0. Since we ignore the spin
of the BH, the BNS or BHNS systems can be character-
ized by nine parameters [20]. With the assumption of
associated SGRBs, the location of the GW source can be
pinpointed by observation of its EM counterpart. Fur-
thermore, Ref. [35] showed that the mass parameters can
be accurately inferred and do not have considerable cor-
relations with other parameters. Thus in the amplitude
Eq. (9), we are left with the set of parameters {ι,ψ, dL}.
Using the Fisher information matrix, we can estimate the
instrumental error on the measurement of the luminosity
distance. Suppose that the error on dL is uncorrelated
with the errors on the remaining GW parameters; we can
find that [16, 20]

σinst
dL

≃

√

〈

∂H
∂dL

,
∂H
∂dL

〉−1

. (14)

AsH ∝ d−1
L , we can get σinst

dL
≃ dL/ρ, where ρ is the com-

bined SNR of the ET. Note here that though we have set
ι ≃ 0 when we simulate the GW source, this is an ideal
situation. When we estimate the practical uncertainty of
the measurement of dL, we should take into account the
inclination. To account for the correlation between dL
and ι, we note that the maximal effect of the inclination
on the SNR is a factor of 2 (between ι = 0◦ and ι = 90◦).
To give an estimation of the ability of constraining cos-
mological parameters using the GW standard siren at
least, we double the estimate of the error on the lumi-
nosity distance [20]

σinst
dL

≃ 2dL
ρ

. (15)

Furthermore, the luminosity distance is also affected by
an additional error σlens

dL
due to the weak lensing. As

in [14, 16], we assume σlens
dL

/dL = 0.05z. Thus, the total
uncertainty on the measurement of dL is taken to be

σdL
=

√

(σinst
dL

)2 + (σlens
dL

)2

=

√

(

2dL
ρ

)2

+ (0.05zdL)2. (16)

As the current errors of spectroscopic redshift determi-
nation are negligible compared to the errors in the lumi-
nosity distance, we can ignore the errors of the redshift
measurement by means of the EM observations. Thus,

• NS mass distribution uniform in interval 

• BH mass distribution uniform in interval 
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be a higher value of about 30 M⊙. In fact a lager mass
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detection and lead to smaller errors of the distance mea-
surements [see Eq. (9)]. In this paper, we still assume
a conservative distribution of black hole mass given by
[28]. The ratio between BHNS and BNS events is taken
to be 0.03, as predicted for the Advanced LIGO-Virgo
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fact the maximal inclination is about ι = 20◦; however,
averaging the Fisher matrix over the inclination ι and
the polarization ψ with the constraint ι < 20◦ is approx-
imately the same as taking ι = 0 [20]. Therefore, when
we simulate the GW source we can take ι = 0 and the
Fourier amplitude A in Eq. (9) will not then depend on
the polarization angle ψ.
The performance of a GW detector is characterized by
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where ã(f) and b̃(f) are the Fourier transforms of the
functions a(t) and b(t). The upper cutoff frequency is
dictated by the last stable orbit, fupper = 2fLSO, where
fLSO = 1/(63/22πMobs) is the orbit frequency at the last
stable orbit, and Mobs = (1+z)Mphys is the observed to-
tal mass [16]. We also take the lower cutoff frequency
flower = 1 Hz. In line with the SNR threshold cur-
rently used at LIGO/Virgo analysis, a GW detection is
claimed only when the three ET interferometers have a
network SNR of ρnet > 8.0. Since we ignore the spin
of the BH, the BNS or BHNS systems can be character-
ized by nine parameters [20]. With the assumption of
associated SGRBs, the location of the GW source can be
pinpointed by observation of its EM counterpart. Fur-
thermore, Ref. [35] showed that the mass parameters can
be accurately inferred and do not have considerable cor-
relations with other parameters. Thus in the amplitude
Eq. (9), we are left with the set of parameters {ι,ψ, dL}.
Using the Fisher information matrix, we can estimate the
instrumental error on the measurement of the luminosity
distance. Suppose that the error on dL is uncorrelated
with the errors on the remaining GW parameters; we can
find that [16, 20]
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AsH ∝ d−1
L , we can get σinst

dL
≃ dL/ρ, where ρ is the com-

bined SNR of the ET. Note here that though we have set
ι ≃ 0 when we simulate the GW source, this is an ideal
situation. When we estimate the practical uncertainty of
the measurement of dL, we should take into account the
inclination. To account for the correlation between dL
and ι, we note that the maximal effect of the inclination
on the SNR is a factor of 2 (between ι = 0◦ and ι = 90◦).
To give an estimation of the ability of constraining cos-
mological parameters using the GW standard siren at
least, we double the estimate of the error on the lumi-
nosity distance [20]
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≃ 2dL
ρ
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Furthermore, the luminosity distance is also affected by
an additional error σlens

dL
due to the weak lensing. As

in [14, 16], we assume σlens
dL

/dL = 0.05z. Thus, the total
uncertainty on the measurement of dL is taken to be
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=
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)2
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As the current errors of spectroscopic redshift determi-
nation are negligible compared to the errors in the lumi-
nosity distance, we can ignore the errors of the redshift
measurement by means of the EM observations. Thus,

Predictions more optimistic, as include also NS-BH population  
(i) these can also emit a counterpart => more events 
(ii) louder signals
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CONSTRAINTS: simulated population of BNS and BH-NS  
with EM counterparts in ET: 
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FIG. 2: Sixty-eight percent confidence level (C.L.) (red line) and the best fit (red dot) for H0 (left) and Ωm (right) for a
variable number of GW events with EM counterpart. The fiducial model is shown as the dashed line. For a comparison, the
blue shaded area is the 68% C.L. constrained by the Planck temperature data combined with Planck lensing in the current
Planck 2015 results.

function f(z) is also a Gaussian distribution with a mean
value and Gaussian error. The functions at different
points z and z̃ are related by a covariance function k(z, z̃),
which only depends on a set of hyperparameters ℓ and
σf . Here ℓ gives a measure of the coherence length of the
correlation in the x-direction and σf denotes the overall
amplitude of the correlation in the y-direction. Both of
them are optimized by the GP with the observed data
set. In contrast to actual parameters, the GP does not
specify the form of the reconstructed function. Instead
it characterizes the typical changes of the function.
The different choices of the covariance function may

affect the reconstruction to some extent. The covari-
ance function usually takes the squared exponential form
as [23]

k(z, z̃) = σf
2 exp

(

− (z − z̃)

2ℓ2

)

. (18)

But it is not always a suitable choice. Here we take the
Matérn (ν = 9/2) covariance function

k(z, z̃) = σf
2 exp

(

−3 |z − z̃|
ℓ

)

×
[

1 +
3 |z − z̃|

ℓ
+

27(z − z̃)2

7ℓ2

+
18|z − z̃|3

7ℓ3
+

27(z − z̃)4

35ℓ4

]

, (19)

according to the analysis made in [36], where they con-
sidered various assumed models and many realizations of
mock data sets for a test and concluded that the Matérn
(ν = 9/2) covariance function can lead to more reliable
results than all others when applying GP to reconstruc-
tions using D measurements. The detailed analysis and
description of the GP method can be found in [23, 36],
where the authors studied the use of the GP method to
reconstruct dark energy dynamics from supernovae data.
Some of the GP’s applications can also be found in [37]
and in our previous works [38–40].

Using Eq. (4), we transform the reconstruction of dis-
tance D(z) and its derivatives to obtain the constraint of
w(z) for the cases with different numbers of GW events.
We compare our results with Planck 2015. The results
are shown in Fig. 3 for the cases with N = 700, 800, 900,
and 1000, respectively. Since we use only the {z, dL}
data sets to reconstruct the equation of state w(z) which
is dependent on z, while we compare it with the constant
w constrained by Planck data combined with type-Ia su-
pernovae, the reconstructed errors of w(z) in our results
are of course larger than the errors in the Planck results
with a constant w in the high-z region. However, as
shown in Fig. 3, we can see that 700 GW events can give
the same constraint accuracy to w(z) as Planck in the
low redshift region. Thus, the GWs can be an alterna-
tive source to study the dynamics of the dark energy. It
can be expected that with a better data analysis method,
combining the GWs with the traditional EM data, the
cosmological parameters can be constrained more pre-
cisely.

IV. CONCLUSIONS AND DISCUSSIONS

In this paper, we studied the gravitational wave as
the standard siren to constrain the cosmological param-
eters. Gravitational waves from coalescing binaries di-
rectly encode the luminosity distance. The redshift z
of the sources can be determined with great accuracy
through the electromagnetic counterparts. The candi-
date electromagnetic signal is the short γ-ray burst that
is supposed to be the aftermath of the binary system
with at least one neutron star. We used the ET design
to study the constraint ability on the cosmological pa-
rameters by simulating binary systems of NS NS and NS
BH that have an accompanying EM signal. We estimated
the instrumental error on the luminosity distance by us-
ing the Fisher matrix approach. We also added the weak

with ~600 events get an accuracy on H0 comparable to Planck



Conclusion and outlook

• With ET, different ways to extract information on H0 and dark energy through BBH, BNS  
populations. Cosmology hand in hand with astrophysics

• Expect important impact on measurements of cosmological parameters, certainly resolving
the Hubble tension

• Number of effects to consider: overlapping sources and parameter estimation; higher order 
modes; precessing spins; waveform accuracy ? etc

• Other methods: redshift from tidal deformation and post-merger signal [Messenger et al]

– if a NS mergers with a compact object and is tidally deformed, extra phase in waveform which  
depends on the source mass through the tidal deformation parameter. Provided an equation 
of state is know, and if the tidal deformation parameters are accurately measured -> source mass
and hence z. (Prediction, in Lambda CDM of inference on H0 of ~7% with O(10000) events) 

• ET can also constrain modified gravity theories, particularly those in which the propagation of GWs 
is affected. 

Michele Mancarella, 28/01/2021 - GdR GWs, Cosmology
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which is the wave equation of a GW propagating with a
modified dispersion relation in the FRLW universe. We
can solve it using the WKB approximation following [35,
37], and obtain [38]

h(⌘, k) = h
GR

(⌘
s

, k)C(⌘, ⌘
s

, k). (22)

where h
GR

(⌘
s

, k) is the solution in GR at the source at
comoving distance r

com

, and C can be interpreted as the
transfer function from the source to the detector for each
GW mode k . In terms of conformal time and detected
GW frequency f

d

(recall from Eq. (13) that k ' 2⇡f
d

/c)
it is given by

C(⌘, ⌘
s

, k) =


c
T

(⌘
s

, f
d

/a(⌘
s

))

c
T

(⌘, f
d

/a(⌘))

�
1/2

ã(⌘
s

)

ã(⌘)
⇥

exp[2⇡i(f
d

/c)

Z
⌘

⌘s

c
T

(⌘0, f
d

/a)d⌘0]

⌘ |C(⌘, ⌘
s

, f
d

)|ei (⌘,⌘s,fd). (23)

The modulus of C will contribute to the GW amplitude,
that is to a modification of the luminosity distance. Its
phase  (⌘, ⌘

s

, f
d

) leads to time delays and phase shifts,
as we now discuss.

A. Observables

1. Luminosity distance

The first estimator that we define arises from the mod-
ulus of the transfer function. In GR, the amplitude of the
GW scales as the comoving distance of the source. From
Eq. (23), in modified gravity, the GW amplitude at the
detector is is now given by

dGW(⌘
d

, f
d

) = r
com

ã(⌘
d

)

ã(⌘
s

)


c
T

(⌘
d

, f
d

/a(⌘
d

))

c
T

(⌘
s

, f
d

/a(⌘
s

))

�
1/2

. (24)

Since the results on GW dispersion relations are very
tight |c � c

T

| < 10�15 [25, 26], and measured errors on
dGW are typically of at least a few percent, usually the
e↵ect of c

T

on the distance is negligible. This is also
consistent with the assumption in Eq. (11). The term
ã encodes the deviations in the GW friction and from
Eq. (20), using redshift instead of conformal time, we
obtain

ã(z) = a(z)exp


�
Z

z

0

↵
M

(z)

1 + z
dz

�
, (25)

where we have assumed that a(0) = ã(0) = 1. In terms of
the standard luminosity distance d

EM

(z) = r
com

/a(⌘
s

) =
r
com

(1 + z), we find that the GW luminosity distance in
modified gravity is given by

dGW(z) = d
EM

(z)exp

Z
z

0

↵
M

(z)

1 + z
dz

�
. (26)

This equation is consistent with previous works [40–43],
which have shown the potential of the modified lumi-
nosity distance to be a good marker for testing possible
deviations from GR on cosmological scales.
We now deviate from these references and use Eq. (26)

to bound the parameter ↵
M

(z) such that the GW lu-
minosity distance is a monotonically increasing function
of the redshift. This condition is physically motivated,
since if it were not satisfied one would detect an infinite
number of GWs sources at higher redshifts. In order to
avoid this unphysical case, ↵

M

must satisfy

↵
M

(z) � � (1 + z)

E(z)

Z
z

0

dz0

E(z)

��1

� 1, (27)

where

E(z) =
p
⌦

M

(1 + z)3 + ⌦
⇤

. (28)

Since the right hand side of Eq. (27) is negative it fol-
lows that any positive values of ↵

M

(corresponding to a
further GW), will satisfy this condition. Of course this
is not valid for negative values of ↵

M

(GW might ap-
pear closer.) Fig. 2 shows the allowed values for GW
friction parameter ↵

M

computed with Planck values of
⌦

M

= 0.308 [3] and ⌦
⇤

= 1 � ⌦
M

. Since at lower red-
shifts the ↵

M

contribution to the GW luminosity dis-
tance is small, this term is allowed to take very large
values. However at higher redshifts, ↵

M

must be con-
strained to smaller values in order to satisfy the condition
in Eq. (27).

FIG. 2. The shaded area of on the plot shows the allowed
value for the parameter ↵M with respect to the redshift. Any
functional form of ↵M in the shaded area, will result in a
monothonically increasing GW luminosity distance.

2. Time delay

We now compute the time delay at the detector be-
tween two monochromatic GWs which were emitted at
di↵erent times from the source at fixed comoving dis-
tance r

com

, see Fig. 1. Consider a GW emitted at ⌘A
s

and received at ⌘A
d

, with detected frequency f
d,A

. From


