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The Standard ModelThe Standard Model and neutrino mass

Fermion masses in the Standard Model
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right-handed neutrinos missing

complete singlets under SM gauge group  
→ „sterile neutrinos“
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• absence of right-handed neutrinos 
no Dirac mass for neutrinos 

• lepton-number is an accidental symmetry at the 
renormalizable level 
given SM fields and gauge symmetry, lepton number cannot 
be violated at dim. 4 → no Majorana mass can be generated
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In the Standard Model neutrinos are massless

a simple way (but not the only one!) to extend the SM in order to 
give mass to neutrinos is the addition of right-handed neutrinos
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Adding right-handed neutrinos to the SM
Introduction

Sterile neutrinos - a very simple extension of the SM

“sterile neutrinos”: fermionic gauge singlets or right-handed neutrinos

Yukawa term:
LY = �yL̄L�̃NR + h.c.

bare Majorana mass term:

1
2

NT

R C�1M⇤
RNR + h.c.

I can have any number of them
(no requirement from anomaly cancellation for true singlets)

I we have no (very little) guidance about their mass (y and MR)
MR is not related to the Higgs VEV (unlike for charged fermions)
) new scale in the theory
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a very simple extension:

lepton number is no longer 
an accidental symmetry!
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Sterile neutrinos at which mass scale?
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• neutrino mass generation does not point to any particular 
scale 

• phenomenological approach: study sterile neutrino 
phenomenology independent of neutrino mass mechanism 

• consider sterile neutrino mass and mixing parameter as 
independent free parameters 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Sterile neutrinos at which mass scale?
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Sterile neutrinos at the eV scale?
eV-scale sterile neutrino oscillations

Hints for sterile neutrinos at the eV scale?

I Reactor anomaly (‹̄e disappearance)
I predicted vs measured rate
I distance dependent spectral distortions

I Gallium anomaly (‹e disappearance)

I LSND (‹̄µ æ ‹̄e appearance)

I MiniBooNE (‹µ æ ‹e , ‹̄µ æ ‹̄e appearance)
�m2

21

�m2
31

�m2
41

�e

�µ

��

�s

‹e disappearance: depends on |Ue4| æ ◊ee
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• eV scale sterile neutrinos with mixings relevant for the 
SBL anomalies are thermalised in the early Universe 
[deSalas, Gariazzo, Pastor, 19; Hannestad Tamborra, Tram 12; diBari, 01; 
Bilenky, Giunti, Grimus, Schwetz, 98; Okada, Yasuda, 96;  
Shi, Schramm, Fields, 93; Enqvist, Kainulainen, Thomson, 92] 
 
                                      → predict   Neff ≈ 4
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Tension with cosmology

the early universe (as expected in the standard cosmological model), they contribute to Ne↵

by 3.045 [62], and we can further assume that �N4  (Ne↵ � 3.045), where the inequality
accounts for the possibility of other light relics (e.g. light axions).

BBN bounds on Ne↵ (and thus on �N4) are mostly sensitive to primordial helium abun-
dance measurements, but one needs to combine helium and deuterium data to remove the
degeneracy between the two parameters of the standard BBN model, !b and Ne↵ . There are
small controversies on the modelling of systematic errors in helium and deuterium measure-
ments and on theoretical errors in BBN codes. For this work, we first computed bounds on
Ne↵ based on helium data from [227] and deuterium data from [228], and then checked their
dependence on various observational and theoretical uncertainties described in [113]. The
results are always compatible with the conservative bounds

Ne↵ = 2.9 ± 0.5 , (95%CL, Helium + Deuterium + BBN) (21)

that also agree very well with [229]. Note that these bounds are marginalised over the
baryon abundance, and are completely independent of any other cosmological parameter
and of neutrino masses. They only assume the validity of the standard BBN model, with a
negligible chemical potentials for the electron neutrino |µ⌫e | ⌧ T⌫ (this asumption will be
released in some of the models discussed in Sec. 7.3). In conclusion, a conservative treatment
of standard BBN and primordial abundance data tells us that a fully thermalized population
of ⌫4 neutrinos is excluded at the 4� level.

CMB temperature and polarisation data from the Planck satellite give us a completely
independent measurement of Ne↵ in the framework of the minimal ⇤CDM cosmological
model [113],

Ne↵ = 2.92 ± 0.37 , (95%CL, CMB+⇤CDM) (22)

excluding Ne↵ = 4 at the 5.8� level. Finally, the combined CMB+BBN bounds presented in
eq. (77) of [113] raise the exclusion level to 7� or even 8�.

One may think that CMB bounds on Ne↵ are not as model-independent as BBN bounds,
and could easily be evaded in extended cosmological model. This is however far from obvious.
References [230,231] fitted Planck data with many additional cosmological parameters at the
same time, accounting for neutrino masses, a dark energy equation of state, a running of
the primordial spectrum index, primordial tensor modes, etc. They still find Ne↵ = 2.93

+0.51
�0.48

(95%CL) even with Planck 2015 data alone. The authors of [232] went even further. They
tried to see whether Ne↵ = 4 could be reconciled with cosmological data by paying the highest
price: on top of floating the minimal ⇤CDM parameters plus (Ne↵ ,

P
m⌫,active, m4), they

assign full freedom to the primordial spectrum of fluctuations (instead of the conventional
power law assumption). Despite of this effort, their marginalized bound remains Ne↵ < 3.53

(95%CL, Planck 2015+BAO).
It is worth noticing that direct measurement of the Hubble parameter from superNO⌫Ae

luminosity are in significant tension with other cosmological data. If the tension is not caused
by underestimated systematics in one of the data sets, the current standard cosmological
model is ruled out at 4.4� [233]. When this tension first emerged around 2011, it raised hopes
that a higher value of Ne↵ could reconcile the data sets, because Ne↵ and H0 have partially
counter-acting effects on the time of radiation-to-matter equality and on some characteristics
of the CMB temperature spectrum. Thus, Ne↵ ' 4 became slightly prefered over Ne↵ ' 3

at some point (see e.g. [63]). However, all recent studies agree that such a simple solution
does not work when more recent and precise CMB data are taken into account: it cannot
solve the tension without raising other ones, at least when the ⇤CDM model is extended in
a straightforward way with a free Ne↵ plus active and/or sterile neutrino masses [113]. It
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• bound on the sum of neutrino masses:  
for Neff ≈ 4 we have  
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Tension with cosmology

eV-scale sterile neutrino physics Cosmology

eV sterile neutrinos and cosmology
two e�ects of eV-scale ‹s in cosmology:

I Ne� : relativistic degrees of freedom (expansion rate) ∆ Ne� ¥ 4
I

q
m‹ : sum of neutrino masses (hot DM) ∆

q
m‹ &

Ò
�m2

41

both e�ects lead to tension with cosmological data

Hannestad, Tamborra, Tram, 1204.5861
see also Borriello et al., 1303.5368; Bridle et al., 1607.00032

for LSND or RAA-like mass/mixing
oscillations in the early Universe fully
termalize the sterile state
Enqvist, Kainulainen, Thomson, 92; Shi, Schramm, Fields, 93;
Okada, Yasuda, 96; Bilenky, Giunti, Grimus, TS, 98; DiBari, 01;...
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Structure formation Neutrino mass bound from cosmology

Neutrino mass bound from cosmology

ÿ
m‹ < 0.24 eV (CMB)

ÿ
m‹ < 0.12 eV (CMB+BAO)

limits at 95% CL

Planck 1807.06209

Planck Collaboration: Cosmological parameters

Fig. 34. Samples from Planck TT,TE,EE+lowE chains in the�
m�–H0 plane, colour-coded by �8. Solid black contours

show the constraints from Planck TT,TE,EE+lowE+lensing,
while dashed blue lines show the joint constraint from Planck
TT,TE,EE+lowE+lensing+BAO, and the dashed green lines ad-
ditionally marginalize over Ne� . The grey band on the left shows
the region with

�
m� < 0.056 eV ruled out by neutrino oscilla-

tion experiments. Mass splittings observed in neutrino oscilla-
tion experiments also imply that the region left of the dotted ver-
tical line can only be a normal hierarchy (NH), while the region
to the right could be either the normal hierarchy or an inverted
hierarchy (IH).

Increasing the neutrino mass leads to lower values of H0, and
hence aggravates the tension with the distance-ladder determina-
tion of Riess et al. (2018a, see Fig. 34). Adding the Riess et al.
(2018a) H0 measurement to Planck will therefore give even
tighter neutrino mass constraints (see the parameter tables in the
PLA), but such constraints should be interpreted cautiously until
the Hubble tension is better understood.

The remarkably tight constraints using CMB and BAO data
are comparable with the latest bounds from combining with
Ly� forest data (Palanque-Delabrouille et al. 2015; Yèche et al.
2017). Although Ly� is a more direct probe of the neutrino mass
(in the sense that it is sensitive to the matter power spectrum on
scales where the suppression caused by neutrinos is expected
to be significant) the measurements are substantially more dif-
ficult to model and interpret than the CMB and BAO data. Our
95 % limit of

�
m� < 0.12 eV starts to put pressure on the in-

verted mass hierarchy (which requires
�

m� >� 0.1 eV) indepen-
dently of Ly� data. This is consistent with constraints from neu-
trino laboratory experiments which also slightly prefer the nor-
mal hierarchy at 2–3� (Adamson et al. 2017; Abe et al. 2018;
Capozzi et al. 2018; de Salas et al. 2018a,b).

7.5.2. Effective number of relativistic species

New light particles appear in many extensions of the Standard
Model of particle physics. Additional dark relativistic degrees
of freedom are usually parameterized by Ne� , defined so that
the total relativistic energy density well after electron-positron
annihilation is given by

�rad = Ne�
7
8

�
4

11

�4/3
��. (64)

Fig. 35. Samples from Planck TT,TE,EE+lowE chains in
the Ne�–H0 plane, colour-coded by �8. The grey bands
show the local Hubble parameter measurement H0 =
(73.45 ± 1.66) km s�1Mpc�1 from Riess et al. (2018a). Solid
black contours show the constraints from Planck TT,TE,EE
+lowE+lensing+BAO, while dashed lines the joint constraint
also including Riess et al. (2018a). Models with Ne� < 3.046
(left of the solid vertical line) require photon heating after neu-
trino decoupling or incomplete thermalization.

The standard cosmological model has Ne� � 3.046,
slightly larger than 3 since the three standard model neu-
trinos were not completely decoupled at electron-positron
annihilation (Gnedin & Gnedin 1998; Mangano et al. 2005;
de Salas & Pastor 2016).

We can treat any additional massless particles produced well
before recombination (that neither interact nor decay) as simply
an additional contribution to Ne� . Any species that was initially
in thermal equilibrium with the Standard Model particles pro-
duces a �Ne� (� Ne� � 3.046) that depends only on the number
of degrees of freedom and decoupling temperature. Using con-
servation of entropy, fully thermalized relics with g degrees of
freedom contribute

�Ne� = g
�

43
4 gs

�4/3
�
�

4/7 boson,
1/2 fermion, (65)

where gs is the e�ective degrees of freedom for the entropy of
the other thermalized relativistic species that are present when
they decouple.37 Examples range from a fully thermalized ster-
ile neutrino decoupling at 1 <� T <� 100 MeV, which produces
�Ne� = 1, to a thermalized boson decoupling before top quark
freeze-out, which produces �Ne� � 0.027.

Additional radiation does not need to be fully thermalized, in
which case �Ne� must be computed on a model-by-model basis.
We follow a phenomenological approach in which we treat Ne�
as a free parameter. We allow Ne� < 3.046 for completeness,
corresponding to standard neutrinos having a lower temperature
than expected, even though such models are less well motivated
theoretically.

The 2018 Planck data are still entirely consistent with Ne� �
3.046, with the new low-� polarization constraint lowering the

37For most of the thermal history gs � g�, where g� is the e�ective
degrees of freedom for density, but they can di�er slightly, for example
during the QCD phase transition (Borsanyi et al. 2016) .
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I currently strongest bounds on absolute neutrino mass (see later)
I severe constraint for light sterile neutrinos
I rather stable wrt to modifications of cosmology
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remains nevertheless possible that more complicated extensions with more subtle physical
ingredients do resolve the tension. In principle, they could be compatible with a high Ne↵ ,
and maybe with a population of sterile neutrinos. We will actually review one example of
such models [45] in Sec. 7.3.

7.2 Joint cosmological bounds on density and mass

In Sec. 2.3.4, we defined the effective parameters (Ne↵ , m
e↵

⌫,sterile). Fig. 35 presents the joint
bounds on these parameters obtained by the Planck collaboration when using only CMB
data [113]. The density of points reflects the posterior probability on these two parameters
(marginalized over all other model parameters). The black dashed lines correspond to fixed
values of the particle mass for a model of little relevance to sterile neutrinos (namely, early
decoupled thermal relics). However the thinner lines show the same fixed values of the mass
for the Dodelson-Widrow model, m4 = m

e↵

⌫,sterile/�N4. The vertical axis only extends up to
Ne↵ = 3.8 and does not include the case of thermalized sterile neutrinos with �N4 = 1 and
m4 = m

e↵

⌫,sterile.
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Figure 35: Joint CMB bounds on (Ne↵ , m
e↵

⌫,sterile) from Planck 2018 temperature, polarization
and lensing data (figure taken from [113]).

As expected, the upper bound on m
e↵

⌫,sterile gets stronger when Ne↵ increases, since the
mass effect is weighted by �N4. No bound on the particle mass can be inferred from this
analysis, since for an arbitrary small number density and small �N4 (i.e. Ne↵ �! 3) some
arbitrarily large physical masses are compatible with CMB data. Models with too high
masses are irrelevant in the context of light sterile neutrino scenarios. The region close to
the Ne↵ = 3 axis rather corresponds to models of warm or cold dark matter, whose mass
is unconstrained by CMB data. Thus this region can be excluded when computing sterile
neutrino parameter bounds. In the Planck analysis this is achieved by cutting the grey
shaded region, which would correspond to a particle mass above a threshold of about 30 eV
for the Dodelson-Widrow scenario. After removing this area, the individual constraints on
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• need to invoke non-standard cosmology and/or 
additional exotic neutrino properties



Th. Schwetz - GDR, 23 Nov 2020

• calculation of neutrino flux from nuclear reactors predict too many 
neutrinos Mueller et al., 1101.2663, Huber, 1106.0687  

• can be explained by νe disappearance at eV-scale Mention et al, 1101.2755 
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Reactor anomaly

eV-scale sterile neutrino oscillations ‹e disappearance

Reactor anomaly – rate
calculation of neutrino flux from nuclear reactors predict too many
neutrinos Mueller et al., 1101.2663, P. Huber, 1106.0687
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FIG. 9. The ratio of measured reactor antineutrino yield to
the Huber+Mueller theoretical prediction as a function of the
distance from the reactor to detector. Each ratio is corrected
for the e�ect of neutrino oscillation. The blue shaded region
represents the global average and its 1� uncertainty. The
2.4% model uncertainty is shown as a band around unity. The
measurements at the same baseline are combined together for
clarity. The Daya Bay measurement is shown at the flux
weighted baseline (578 m) of the two near halls.

With the new result, a comparison with the other
measurements is updated using the same method
presented in Ref. [29]. A summary figure is shown in
Figure 9. The Daya Bay new result on R is consistent
with the world data. The new world average of R is
0.945 ± 0.007 (exp.) ± 0.023 (model) with respect to the
Huber-Mueller model. This more precise measurement
further indicates that the origin of RAA is unlikely to be
due to detector e�ects.

V. SUMMARY

In summary, an improved antineutrino flux
measurement is reported at Daya Bay with a 1230-day
data set. The precision of the measured mean IBD
yield is improved by 29% with a significantly improved
neutron detection e�ciency estimation. The new reactor
antineutrino flux is �f = (5.91±0.09)�10�43 cm2/fission.
The ratio with respect to predicted reactor antineutrino
yield R is 0.952 ± 0.014 ± 0.023 (Huber-Mueller) and
1.001 ± 0.015 ± 0.027 (ILL-Vogel), where the first
uncertainty is experimental and the second is due
to the reactor models. This yield measurement is
consistent with the world data, and further comfirms
the discrepancy between the world reactor antineutrino
flux and the Huber-Mueller model.
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represents the global average and its 1� uncertainty. The
2.4% model uncertainty is shown as a band around unity. The
measurements at the same baseline are combined together for
clarity. The Daya Bay measurement is shown at the flux
weighted baseline (578 m) of the two near halls.

With the new result, a comparison with the other
measurements is updated using the same method
presented in Ref. [29]. A summary figure is shown in
Figure 9. The Daya Bay new result on R is consistent
with the world data. The new world average of R is
0.945 ± 0.007 (exp.) ± 0.023 (model) with respect to the
Huber-Mueller model. This more precise measurement
further indicates that the origin of RAA is unlikely to be
due to detector e�ects.

V. SUMMARY

In summary, an improved antineutrino flux
measurement is reported at Daya Bay with a 1230-day
data set. The precision of the measured mean IBD
yield is improved by 29% with a significantly improved
neutron detection e�ciency estimation. The new reactor
antineutrino flux is �f = (5.91±0.09)�10�43 cm2/fission.
The ratio with respect to predicted reactor antineutrino
yield R is 0.952 ± 0.014 ± 0.023 (Huber-Mueller) and
1.001 ± 0.015 ± 0.027 (ILL-Vogel), where the first
uncertainty is experimental and the second is due
to the reactor models. This yield measurement is
consistent with the world data, and further comfirms
the discrepancy between the world reactor antineutrino
flux and the Huber-Mueller model.
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FIG. 1. Top: Spectral shape comparison of the observed IBD
prompt energy spectrum (cross) in the near detector after the
background subtraction and the HM prediction (histogram).
The two spectra are normalized in the energy region outside
3.8 < Ep < 6.7MeV. The systematic uncertainty as a function
of prompt energy is shown by the elements of a covariance ma-
trix in the inset. Bottom: Spectral ratio between the observed
spectrum and the HM prediction. The error bars represent
statistical errors. The yellow band corresponds to the sys-
tematic uncertainty, the magnitude of the diagonal elements
in the covariance matrix. The blue shaded band represents
the uncertainty of the HM prediction.

from a measured IBD prompt spectrum. Fig. 1 shows an
observed prompt energy spectrum based on 966 094 IBD
candidate events in the near detector. A spectrum-only
comparison is made by normalizing the HM prediction
to the observed rate outside the prompt energy range
of 3.8 < Ep < 6.7MeV. The spectral ratio between the
data and the prediction shows a clear excess of observed
IBD events near 5MeV. A strong correlation between the
5MeV excess and the reactor thermal power is observed,
indicating the excess associated with the reactor [14].

The observed IBD prompt spectrum contains several
detector response e↵ects including conversion of the neu-
trino energy to the prompt energy, prompt energy res-
olution, nonlinearity of energy scale, and energy loss in
the acrylic vessel. The energy scale is calibrated using
several radioactive sources and neutron capture events.
The energy resolution is roughly 7% at 1MeV and 3%
at 7MeV [11]. These detector response e↵ects are simu-
lated as closely as possible in the IBD MC sample. The
simulated prompt energy spectra are used as a training
sample to unfold the detector response e↵ects from the
observed spectrum. The unfolding process is performed
by mapping a true ⌫e energy onto an observed prompt
energy.

An unfolding bias arises from uncertainties associated
with imperfect understanding of the detector response ef-
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FIG. 2. Top: The obtained reactor ⌫e spectrum (cross) from
unfolding and the HM prediction (histogram) for comparison.
The oscillation e↵ect is removed using the measured ✓13 to ob-
tain the spectrum at reactor. The two spectra are normalized
outside the 6MeV excess region of 4.6 < Ep < 7.4MeV. The
data error bar represents the total uncertainty including the
statistical and systematic errors. The covariance matrix ob-
tained from unfolding is shown in the inset. Bottom: Ratio
of the extracted ⌫e spectrum to the HM prediction. The blue
shaded band shows the shape uncertainty of the HM pre-
diction. Two dotted spectra near 6MeV are obtained by a
two-gaussian fit to the data. They peak at 5.7 and 6.6MeV.

fects in the simulation. The bias size is evaluated from
a large number of prompt energy spectra that are gen-
erated within the detector response uncertainties. A co-
variance matrix, consisting of energy correlated and un-
correlated biases, is constructed from energy dependent
uncertainties as shown in the inset of Fig. 1. A major un-
folding bias comes from the energy scale uncertainty and
estimated by a toy MC sample using varied charge-to-
energy conversion functions within its uncertainty. The
unfolding biases are estimated to be 7% at 1MeV, 0.4%
at 3MeV, and 7% at 7MeV. The background and spill-
in uncertainties also contribute to the energy dependent
bias to the unfolding. A dominant source of unfolding
bias below 1MeV is the spill-in rate uncertainty associ-
ated with the energy loss in the acrylic vessel. The en-
ergy uncorrelated bias comes from the background spec-
trum and statistical uncertainties. The energy indepen-
dent uncertainties of detection e�ciency and reactors are
not considered in the unfolding process but included as
additional uncertainties to the unfolded spectrum.

The detector response e↵ects are removed by
the unfolding methods of Iterative Bayesian Un-
folding (IBU) [15] and Singular Value Decomposi-
tion (SVD) [16]. They take into account the statistical
and systematic uncertainties in the unfolding. The
systematic uncertainties are included through the
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the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a �2/dof
of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 � discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.

Another compatibility test was performed with a
modified fitting algorithm. In this method, N(=number
of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in [65]. The
compatibility was tested by evaluating

��2 = �2(standard)��2(N extra parameters) (29)

for N degrees of freedom. We obtained ��2/N =
50.1/25, which is consistent with the results obtained
by the first method using Eq. 28.
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Fig. 23. (A) Comparison of predicted and mea-
sured prompt energy spectra. The prediction is
based on the Huber+Mueller model and normal-
ized to the number of measured events. The error
bars on the data points represent the statistical
uncertainty. The hatched and red filled bands rep-
resent the square-root of diagonal elements of the
covariance matrix (

�
(Vii)) for the reactor related

and the full systematic uncertainties, respectively.
(B) Ratio of the measured prompt energy spec-
trum to the predicted spectrum (Huber+Mueller
model). (C) The defined �2 distribution (��i) of
each bin (black solid curve) and local p-values for
1 MeV energy windows (magenta dashed curve).
See Eq. 30 and relevant text for the definitions.

6.3 Quantification of the Local Deviation

The ratio of the measured to predicted energy spectra
is shown in Fig. 23B. The spectral discrepancy around 5

MeV prompt energy is clearly visible. Two approaches
are adopted to evaluate the significance of this discrep-
ancy. The first method evaluates the �2 contribution of
each energy bin,

��i =
Nobs

i �Npred
i

|Nobs
i �Npred

i |

��

j

�2
ij ,

�2
ij = (Nobs

i �Npred
i )(V �1)ij(N

obs
j �Npred

j ). (30)

By definition,
�

i ��2
i is equal to the value of �2 defined in

Eq. 28. As shown in Fig. 23C, an enhanced contribution
is visible around 5 MeV.

In the second approach, the significance of the de-
viation is evaluated based on the modified oscillation
analysis similar to Eq. 29. Instead of allowing all the
N nuisance parameters to be free floating, only parame-
ters within a selected energy window are varied in the fit.
The di�erence between minimum �2s before and after in-
troducing these nuisance parameters within the selected
energy window was used to evaluate the p-value of the
local variation from the predictions. The p-values with
1 MeV sliding energy window are shown in Fig. 23C. The
local significance for a discrepancy is greater than 4 � at
the highest point around 5 MeV. In addition, the local
significance for the 2 MeV window between 4 and 6 MeV
were evaluated. We obtained a ��2/N value of 37.4/8,
which corresponds to the p-value of 9.7 � 10�6(4.4 �).
Comparing with the ILL+Vogel model shows a similar
level of local discrepancy between 4 and 6 MeV.

The excess between 4 and 6 MeV was �1.5% of the
total observed IBD candidates. An excess of events in
a same energy range was not observed in the spallation
12B beta decay spectrum, ruling out detector e�ects as
an explanation. Adding a simple beta-decay branch or a
mono-energetic peak cannot reproduce the observed ex-
cess, indicating that it cannot be explained by a simple
background contribution. Contributions from other in-
teraction channels (e.g. �̄e+13C) were investigated and
were found to be too small to account for the excess. The
events in the energy region around 5 MeV are carefully
examined: the neutron capture time, the delayed energy
spectrum, and the distance distribution for the delayed
neutron capture signal were found to match IBD event
characteristics. The vertex distribution of the prompt
signal was found to be uniform and consistent with IBD
events.

Figure 24 shows the event rate versus time in the
energy window of 4.5-5.5 MeV and other windows.
The strong correlation indicates that the excess around
5 MeV is proportional to the reactor antineutrino flux.
Therefore, it strongly suggests that the deviation is due
to the imperfect modelling of the reactor antineutrino
spectrum. A recent ab initio calculation of the antineu-
trino spectrum showed a similar deviation from previous
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• need to fit measured beta-spectra from  
235U, 239Pu, 241Pu [Schreckenbach et al., 80s]  
238U [Haag et al., 1312.5601]  
and predict the corresponding neutrino spectra 

• difficult nuclear physics calculations 
uncertainties difficult to estimate 

• conversion method using „virtual beta branches“ 

• ab initio calculations using nuclear data tables  
problem of „forbidden“-decays 
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• new ab initio calculations [Estienne et al., 1904.09358] find 
decrease in 235U flux, better agreement with DayaBay 

• new conversion [Hayen et al., 1908.08302] including forbidden 
decay shapes via shell model calc., better fit to 5 MeV region

14

Reactor anomaly — recent updates

3

Analysis �2
3⌫ �2

min ndata p n�

HM Rates 41.4 33.5 40 2.0⇥ 10�2 2.3

Ab Initio Rates 39.2 37.0 40 0.34 0.95

HKSS Rates 58.1 47.5 40 5.0⇥ 10�3 2.8

Spectra 184.9 172.2 212 1.8⇥ 10�3 3.1

DANSS + NEOS 98.9 84.7 84 8.1⇥ 10�4 3.3

TABLE I. A summary of relevant statistics in our analyses.
We show �2 for sin2 2✓ee = 0, �2

3⌫ , and the minimum value of
�2 over the sterile neutrino parameter space, �2

min. We also
tabulate the number of data points for each analysis, ndata,
the p-value at which three-neutrino mixing can be excluded
and the number of � corresponding to that p-value.

derestimates the true theoretical uncertainty. A more re-
alistic error budget would further degrade the preference
for a sterile neutrino. On the other hand, the HKSS pre-
dictions result in stronger evidence for a sterile neutrino:
recalculating the shape factor accounting for forbidden
decays results in an increased expected IBD rate, imply-
ing larger experimental deficits. Relevant statistics for
these analyses are compiled in Table I.
We conclude this discussion by underscoring that the

diverging preference for a sterile neutrino between the ab
initio and HKSS flux predictions highlights the need to
reappraise the data underpinning these predictions. As
of present, improved TAGS measurements in the ab initio
model and the more complete treatment of forbidden de-
cays in HKSS modify the total predicted rate to roughly
the same degree but with opposite signs. Concerns about
vastly increased uncertainties from first-forbidden decays
[59] seem not to be borne out in the detailed analysis in
HKSS. That said, these conclusions can only be solidified
with the collection of more and improved data.
The Spectral Anomaly: We shift our attention to

the reactor ⌫e energy spectra measured at Bugey [36],
DANSS [60], Daya Bay [61], Double Chooz [34], NEOS
[32] and RENO [33]. With the exception of NEOS, each
of these experiments measures the ⌫e spectrum at multi-
ple positions and publishes ratios of these spectra. The
benefit of such ratios is that the dependence on the reac-
tor flux model largely cancels, mitigating theoretical un-
certainties. The NEOS collaboration presents their spec-
trum as a ratio with respect to the spectrum measured at
Daya Bay in Ref. [62], which introduces mild flux model
dependence into the analysis; see Ref. [22] for details.
PROSPECT [63] and STEREO [64, 65] have also pro-

duced constraints in the last few years. Given that these
experiments are still collecting data and that only lim-
ited information on how to include them in a global fit is
available, we choose not to include them here. We discuss
their expected impact below.
The two-flavor approximation in Eq. (1) is used for

Bugey, DANSS and NEOS, but we use the full four-
neutrino framework for Daya Bay, Double Chooz and
RENO. These spectral ratios are combined in a single

�2 function of the form

�2 =
X

A

(~SA
exp � ~SA

pred)
T · (VA)

�1 · (~SA
exp � ~SA

pred), (3)

where A indexes the experiments, ~SA
exp is the experimen-

tal spectral ratio and ~SA
pred = ~SA

pred(sin
2 2✓ee,�m2

41) is
the predicted spectral ratio. Each experiment has its
own covariance matrix VA that includes both experimen-
tal and theoretical uncertainties. In principle, all exper-
iments are correlated through the theoretical uncertain-
ties. Practically speaking, these correlations are negligi-
ble.

The �2 is calculated at each point in the sin2 2✓ee–
�m2

41 parameter space; the results are shown in Fig. 1.
The 1�, 2� and 3� preferred regions are shown in dark,
medium and light green, respectively, and are consistent
with similar results in Refs. [6, 29, 57]. The sensitivity
is primarily driven by DANSS; the total evidence for a
sterile neutrino is 3.1�. It is noteworthy that NEOS and
DANSS point to the same �m2

41 despite their baselines
di↵ering by a factor of two. Relevant statistics are com-
piled in the last line of Tab. I.

We do not combine our rate and spectral analyses;
there are nontrivial correlations between the rate mea-
surements at Bugey, Daya Bay, Double Chooz and RENO
and the corresponding spectral measurements that would
need to be taken into account. However, one can infer
from Fig. 1 that the spectral analysis is consistent with
the ab initio analysis; the latter shows weak preference
for a sterile neutrino, so consistency is essentially guar-
anteed. However, one can also infer that the tension be-
tween the spectral and HKSS analysis is greater than
with the HM analysis. In this way, too, we see the ab
initio and HKSS analyses diverge.

Future Experiments: It is useful and imperative
to consider how this parameter space can be probed in
the near term, given the uncertainty surrounding analy-
ses of the rates but the apparent robustness of spectral
measurements. We consider only experiments searching
for ⌫e/⌫e disappearance; for discussions on the future of
⌫e/⌫e appearance and ⌫µ/⌫µ appearance/disappearance,
see Refs. [7, 8].

We begin with PROSPECT and STEREO, which have
produced early results [63–65], but not, at present, final
analyses. These experiments were designed in the first
half of the decade to conclusively probe the RAA as pre-
sented in Ref. [1]; early results indicate that they will
achieve this. However, since these experiments were con-
ceived, reactor spectrum experiments have shifted the
preferred sterile neutrino parameters to smaller mixing
angles than previously indicated.

We use PROSPECT as proxy to study how well
current-generation reactor can probe the regions pre-
ferred by the four global analyses presented here. The
expected 3� sensitivity for three years of operation is
shown in dot-dashed dark red in Fig. 1 [54]. This sen-
sitivity represent a prediction of how a null result from

Huber, Muller, 2011
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improvement in HKSS is that forbidden decays are in-
cluding via nuclear shell model calculations to describe
the underlying microscopic physics, allowing the authors
to derive the relevant shape factors. The authors find an
unspecific enhancement of the antineutrino flux at ener-
gies above 4MeV relative to HM, mitigating somewhat
the size of the infamous 5 MeV bump [30, 32–34] and
increasing the predicted antineutrino flux.
We have considered the impact of all three of these

flux predictions on the preference of the global reactor
antineutrino data set for a sterile neutrino. An impor-
tant factor in these analyses is the size of the theoret-
ical uncertainties on the flux predictions. The HKSS
flux predictions are published with uncertainties; see the
appendix to Ref. [31]. In our calculations, we use the
uncertainties from their parameterized results. The ab
initio fluxes, however, have no stated uncertainties. In
the absence of a more compelling option, we assign the
fractional uncertainties on the HM predictions to the ab
initio predictions in our analysis. This is an optimistic
assignment of uncertainties; we will argue, however, that
this does not a↵ect the conclusions of this work.
The Rate Anomaly: We begin with combined anal-

yses of the inverse beta decay (IBD) event rates mea-
sured at the short-baseline experiments at Bugey [35, 36],
Gösgen [37], ILL [38, 39], Krasnoyarsk [40–42], Nucifer
[43], Savannah River [44] and Rovno [45, 46]. Addition-
ally, we analyze Chooz [47], Double Chooz [34] and Palo
Verde [48, 49] at medium baselines, as well as fuel evo-
lution results from Daya Bay [50] and RENO [51, 52].
We highlight the salient features of our analysis here; see
Ref. [22] for more details.
Our analysis is constructed using ratios of the IBD

rates measured at these experiments relative to the three-
neutrino predictions for the three reactor antineutrino
flux models mentioned previously. We use GLoBES to
calculate the total event rate at each experiment as a
function of two sterile-neutrino parameters – the e↵ec-
tive mixing angle sin2 2✓ee and the mass-squared split-
ting �m2

41. For short-baseline experiments, we use the
two-flavor approximation for the survival probability,

Pee ⇡ 1� sin2 2✓ee sin
2

✓
�m2

41L

4E⌫

◆
. (1)

For the medium-baseline experiments, we use the full
four-flavor oscillation formalism with the best-fit values
for the usual three-neutrino oscillation parameters from
Ref. [53].⇤

The di↵erences between the experimental and pre-
dicted ratios are combined into a global �2 function,

�2 =(~Rexp � ~Rpred)
T · V �1

exp · (~Rexp � ~Rpred)

+ ~⇠T · V �1
th · ~⇠, (2)

⇤ We assume that the existence of a sterile neutrino has not caused
any of these parameters to be mismeasured.

FIG. 1. The 95% C.L. contours from IBD rate measurements
using the HM (orange), ab initio (blue) and HKSS (dark cyan)
flux predictions. The regions preferred by reactor antineu-
trino spectra at 1�, 2� and 3� are shown in light, medium
and dark green, respectively. We show the 90% C.L. region
preferred by the gallium anomaly [17], for comparison. The
red, dot-dashed curve shows the 3� sensitivity of PROSPECT
[54] assuming three years of operation.

where ~Rexp is the vector of experimental ratios, ~Rpred =
~Rpred(sin

2 2✓ee,�m2
41, ~⇠) is the vector of predicted ratios

and ~⇠ is a vector of nuisance parameters describing the
normalization uncertainties on the isotopic flux predic-
tions – one each for 235U, 238U, 239Pu and 241Pu. Fur-
ther, Vexp is the covariance matrix describing experimen-
tal uncertainties, including correlations, and Vth is the
covariance matrix for ~⇠. We minimize over the ~⇠ for each
point in sin2 2✓ee–�m2

41 parameter space.

We cross-check our results with the HM flux model
against the rate results in Refs. [1, 6, 55–58]. We find
general good agreement; the resulting 95% C.L. curve
is shown in orange in Fig. 1. The HM fluxes are then
replaced in favor of the ab initio and HKSS fluxes and
the analysis is repeated; the resulting 95% C.L. curves
are shown, respectively, in blue and dark cyan in Fig. 1.
For context, we show the region preferred by the gallium
anomaly at 90% C.L. [17] in shaded purple.

The updated flux models diverge, relative to the HM
fluxes, in their preference for a sterile neutrino. On one
hand, the ab initio fluxes indicate a much weaker pref-
erence for a sterile neutrino; these fluxes prefer nonzero
mixing at < 1�. This can be largely attributed to the
reduced total flux from 235U fissions relative to the HM
predictions, as mentioned above. Further, recall that as-
signing the HM uncertainties to the ab initio fluxes un-

Berryman, Huber, 1909.09267
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Hints from relative shape measurements — 2018 status
eV-scale sterile neutrino oscillations ‹e disappearance

Combined ‹e disappearance analysis Dentler et al, 1803.10661 6

Analysis �m2
41 [eV2] |U2

e4| �2
min/dof ��2(no-osc) significance

DANSS+NEOS 1.3 0.00964 74.4/(84 � 2) 13.6 3.3�

all reactor (flux-free) 1.3 0.00887 185.8/(233 � 5) 11.5 2.9�

all reactor (flux-fixed) 1.3 0.00964 196.0/(233 � 3) 15.5 3.5�
(–)

� e disap. (flux-free) 1.3 0.00901 542.9/(594 � 8) 13.4 3.2�
(–)

� e disap. (flux-fixed) 1.3 0.0102 552.8/(594 � 6) 17.5 3.8�

TABLE II. Results on
(–)

� e disappearance from DANSS+NEOS, from a fit to all reactor data (both

for free fluxes and fixed fluxes), and from a fit to the combined
(–)

� e disappearance data listed in
table I. For each combination of data sets, we give the parameter values and the �2 value per
degree of freedom at the best fit point. In all fits, we treat �14 and �m2

41 as free parameters. For

the “all reactor” sample, we also leave �13 free. In the “
(–)

� e disap.” analyses, all parameters listed
in eq. (6) are allowed to float. For the analyses with free reactor fluxes, there are two additional
free parameters corresponding to the normalization of the 235U and 239Pu fluxes. The last two
columns of the table give the ��2 between the no-oscillation hypothesis and the best fit, as well as
the significance at which the no-oscillation hypothesis is disfavoured. It is obtained by assuming
that ��2 follows a �2 distribution with two degrees of freedom (�m2

41 and |Ue4|).

whereas in section III B we present the global
(–)

� e disappearance analysis.

A. Updated reactor analysis

The reactor analysis includes the experiments listed in table I. The fit by now is dominated
largely by the recent NEOS [23] and DANSS [26] results, as well as the latest data from
Daya Bay. For the latter we include the ratios of spectra measured in experimental halls
(EH) 3 and 1, and in experimental halls 2 and 1 [71], as well as the measurement of the
individual neutrino fluxes from each fissible isotope [37]. The analysis presented here is based
largely on ref. [21] where more details can be found. The important di�erence with respect
to that analysis is the recent preliminary results from the DANSS experiment presented in
December 2017 [26], which consists of a data sample of approximately four times increased
exposure compared to the one shown in March 2017 [25] used in [21]. Another recent analysis
including this latest DANSS data can be found in ref. [91].

Regarding reactor neutrino flux predictions we consider two scenarios: (i) fixed fluxes,
where we set the uncertainties on the predicted anti-neutrino fluxes to the values estimated
in the original publications [3, 4]; (ii) free fluxes, where the normalizations of the neutrino
fluxes from the four main fissible isotopes 235U, 238U, 239Pu and 241Pu are allowed to float
freely. (A weak constraint ±20% at 1� is included for the numerically subdominant fluxes
from 238U and 241Pu to avoid unphysical values.) Note that we never rely on the predicted
anti-neutrino spectra, only on the predicted rates. Even in the case of fixed fluxes, those
analyses which use spectral information are based entirely on ratios of spectra at di�erent
baselines.

The new spectral data from DANSS are shown in the left panel of fig. 1. The DANSS
experiment uses a movable detector. The plot shows the ratio of the spectra observed in two
detector locations corresponding to baselines of 10.7 and 12.7 m. The data show a spectral
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• several new measurements using movable or 
segmented detectors:  
NEOS, DANSS, STEREO, PROSPECT, Neutrino-4 

• provide 2-dim information in L and E 

• look for relative spectral distortions as a function of L 

• independent of theoretical flux predictions

17

Recent relative spectral measurements
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Recent relative spectral measurements

Dentler, Hernandez, Kopp, 
Maltoni, TS, 1709.04294
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the results of analysis with interval 500 keV, which 
corresponds to energy resolution of the detector, are 
also presented (blue triangles). One can see that 
squares and triangles are statistically compatible. A 

curve based on parameters Δm14
2  ≈

7.25eV2, sin2 2𝜃14 ≈ 0.26 provide a good fit of both 
sets of points.  

 

 
FIG. 47.  Data processing results with an energy interval of 500 keV (blue triangles). Data processing results averaging the 
results obtained by intervals: 125 keV, 250 keV and 500 keV (black squares). Along the vertical axis, statistical errors are 
indicated, along the horizontal axis for blue triangles, a spread of eight values of the L/E ratio is indicated. For data averaged 
over intervals: 125 keV, 250 keV and 500 keV (black squares), the average spread of L/E ratio is indicated. 

In analysis with energy interval 500 keV, which 
corresponds to energy resolution of the detector (blue 
triangles), the goodness of fit with such parameters is 
45%, while fit with a constant equal to one (assumption 
of no oscillations) has the goodness of fit only 8%. We 
obtained 𝜒2/𝐷𝑂𝐹  =  17.1/17  for the version with 
oscillations and 𝜒2/𝐷𝑂𝐹  =  30/19  for the version 
without oscillations. 

In analysis with averaging over data sets with energy 
intervals 125keV, 250 keV and 500keV (black squares) 
the fit with the given above parameters has the goodness 
of fit 28%, while fit with a constant equal to one 
(assumption of no oscillations) has the goodness of fit 
only 3%. We obtained 𝜒2/𝐷𝑂𝐹  =  20/17  for the 
version with oscillation and 𝜒2/𝐷𝑂𝐹  =  32/19  for 
the version without oscillation. Corresponding 
confidence levels are shown in figure 48. 

For reasons of reliability of the final result, we 
choose the case of data processing with averaging. 
Confidence levels of the area around oscillation 
parameters obtained as the best fit in case of averaging 
is 3.2𝜎 - ∆m14

2  ≈ 7.25eV2 and sin2 2θ14 ≈ 0.26 ±
0.08. 

Oscillation parameters ∆m14
2  and sin2 2θ14, and 

their statistical uncertainties can be presented in the 
form:  ∆m14

2  ≈ 7.25eV2 ± 0.13, sin2 2θ14 ≈ 0.26 ±
0.08(3.2σ). The problem of systematic uncertainties 
requires additional analysis.  

 

FIG. 48. Confidence levels of the area around oscillation 
parameters obtained as the best fit in case of averaging over 
three data sets. 

 
 

Neutrino4: segmented 
detector, L = 6.25 to 
11.9 m, 216 bins in  
L/E  „3σ“ indication

Neutrino4 2005.05301
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FIG. 2. Uncertainties of unfolded RENO and NEOS ⌫e spec-
tra.

of RENO and NEOS ⌫e spectra in the energy range be-
tween 2.2 and 7.0MeV. The errors due to various uncer-
tainty sources are shown as a function of ⌫e energy in
Fig. 2. The error of neutrino energy less than 2.4MeV
mostly comes from use of the HM predicted spectrum
below prompt energy 1MeV.

The extracted ⌫e spectra are corrected for di↵erent
fuel isotope fractions between RENO and NEOS due
to their mismatched data-taking periods. The correc-
tion is made using the HM predicted spectra [18, 19].
The average fission fractions of 235U, 238U, 239Pu, and
241Pu are 0.571 (0.655), 0.073 (0.072), 0.300 (0.235), and
0.056 (0.038), respectively, for RENO (NEOS). Using the
well-understood response function, the RENO’s expected
prompt spectrum at NEOS is obtained from the 3⌫ best-
fit predicted ⌫e spectrum from the RENO measurement.
The upper panel of Fig. 3 shows the RENO prediction at
NEOS divided by the NEOS observed prompt spectrum.
The NEOS measured absolute ⌫e flux is not available and
thus normalized to that of RENO measurement, for a
spectral shape comparison only. Also shown in the lower
panel of Fig. 3 is the ratio of the RENO prediction at
NEOS relative to the NEOS extracted ⌫e spectrum. In
the spectral comparisons, the uncertainties are assumed
to be fully uncorrelated between the RENO and NEOS
spectra.

A method of ��2 is used for this sterile neutrino
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FIG. 3. Upper: Ratio of the RENO prediction at NEOS
relative to the NEOS observed prompt spectrum. The er-
ror bars represent the statistical uncertainty only. The areas
of two spectra are normalized for a shape comparison. The
gray band indicates the systematic uncertainty. Lower: Ratio
of the RENO prediction at NEOS relative to the NEOS ex-
tracted ⌫e spectrum. The error bars represent the statistical
and systematic uncertainties. The orange curves in the both
panels represent the best fits to the data. The blue curves
represent spectral ratios expected with one of sterile neutrino
oscillation parameters that are excluded by this analysis.

search. A �2 function is constructed as,

�2 =
PN

i,j

⇣
N i

R � ↵Mi
R

Mi
N
N i

N

⌘
V �1
ij

⇣
N j

R � ↵
Mj

R

Mj
N

N j
N

⌘
, (2)

where N i
R and N i

N are the numbers of observed events in
the i-th ⌫e energy bin at RENO and NEOS, respectively,
M i

R and M i
N are the numbers of events expected from

sterile neutrino oscillation parameters, ↵ is a scale factor
for the shape comparison, and Vij is a covariance matrix
element for a total spectral error of RENO and NEOS in
the i-th and j-th ⌫e energy cell. The matrix element is
given by,

Vij = V ij
R + ↵2

⇣M i
R

M i
N

⌘
·
⇣M j

R

M j
N

⌘
V ij
N , (3)

where V ij
R and V ij

N are covariance matrix elements of
RENO and NEOS, respectively. The value of minimum
�2/NDF for the RENO measured 3⌫ oscillation param-
eters is 34.9/59 where NDF is the number of degrees of
freedom. The value for the sterile neutrino oscillation
is 23.2/57. The best fit shown in Fig. 3 is found at
|�m2

41| = 2.37 eV2 and sin2 2✓14 = 0.09. The spectral
ratio of data appears to be consistent with the best-
fit expectation including the energy modulation. Be-
cause of its large systematic uncertainty, the value of
��2 = �2

3⌫ ��2
4⌫,min is 11.7 corresponding to the p-value

of 0.13, and thus shows no significant indication of a ster-
ile neutrino oscillation.

Atif et al al., 2011.00896
segmented detectors: 
STEREO [arXiv:1912.06582]  
L = 9 to 11 m Δ𝝌2(no osc) ≈ 9 
PROSPECT [arXiv:2006.11210]  
L = 6.7 to 9.2 m
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• several new measurements using movable or segmented 
detectors: NEOS, DANSS, STEREO, PROSPECT, Neutrino-4 

• several „hints“ for spectral distortions 

• questions: 

• how likely is it to get such a result from fluctuations? 

• is a consistent explanation for all of them in terms of sterile 
oscillations emerging?
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Recent relative spectral measurements
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Spectral shape measurements — combined analysis

global best fit: 
Δ𝝌2(no osc) = 9.9 

Δm2 = 1.3 eV2 
sin22θ=0.02

NEOS analysis to 
be updated
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Several reasons to expect Wilk’s theorem to fail: 

• physical boundary sin22θ ≥ 0 

• Δm2 becomes unphysical for sin22θ → 0 (and vice versa) 

• oscillatory dependence on Δm2  

→ expect large deviations of usual test-statistic  
from a 𝝌2 distribution

21

On the statistical significance of spectral distortions

II. GENERAL REMARKS

Reactor neutrino experiments look for the disappearance of electron anti-neutrinos. In
this work we assume that a single sterile neutrino is relevant for the phenomenology and we
consider only experimental setups where the baseline is short enough such that oscillations
due to the standard three-flavor mass-squared di↵erences can be safely neglected. In
this limit, sterile neutrino oscillations are described by an e↵ective two-flavor survival
probability:

P osc = 1 � 1

2
sin2 2✓

✓
1 � cos

�m2L

2E

◆
, (1)

where E is the neutrino energy, L is the baseline, ✓ is an e↵ective neutrino mixing angle,
and �m2 stands for the mass-squared splitting between the eV-scale mass state and the
light SM neutrinos.

In order to analyze the results of a given experiment a least-squares function of binned
spectral data is considered, �2(sin2 2✓, �m2). A common test statistic T for evaluating
the hypothesis of the presence of sterile neutrino oscillations is the ��2 (or, equivalently,
the likelihood ratio) between the best-fit point and the no-oscillation case:

T = �2(no osc) � �2(best fit)

= �2(0, 0) � �2(\sin2 2✓, [�m2) , (2)

where \sin2 2✓ and [�m2 indicate the parameter values at the �2 minimum. If Wilks’
theorem [21] applies, T should be distributed as a �2-distribution for 2 degrees of freedom
(DOF), corresponding to the two minimized parameters.

Indeed, for the problem at hand, there are several reasons to suspect that the neces-
sary conditions for Wilks’ theorem to apply are not fulfilled: First, there is a physical
boundary for the mixing angle, sin2 2✓ � 0. Second, the parameter �m2 becomes unde-
fined for sin2 2✓ ! 0 and sin2 2✓ becomes unphysical for �m2 ! 0. Third, the cosine
dependence on �m2 of the oscillation probability in eq. (1) leads to a strong non-linear
behavior. Therefore, significant deviations of the distribution of T from a �2-distribution
are expected a priori, see also [27, 31].

As we will show in section III, for an idealized situation the distribution of
p

T is the
one of the maximum of N standard normal random variables, where N corresponds to
an e↵ective number of bins. We will give physical arguments, as to why for this type of
experiments a non-vanishing value for sin2 2✓ at the best-fit is likely, with a relatively large
value of T . In fact, its typical value is set by the size of the relative statistical uncertainty
of the sample. In section IV we will compute the distribution of T for more realistic
configurations and will always confirm rather large deviations from a �2-distribution.
This suggests that reliable statements about significance and confidence levels require
explicit Monte-Carlo simulations, in agreement with previous results [27, 28]. We will
demonstrate this explicitly using the recent results from Neutrino-4 in section V.

4

Coloma, Huber,  
Schwetz, 2008.06083  

see also, Feldman, Cousins, 98; Agostini, Neumair, 1906.11854; 
Giunti, 2004.07577; PROSPECT&STEREO colls. 2006.13147
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• sterile osc. search is similar to fitting white noise with cosine of 
arbitrary amplitude and frequency  

• consider usual test statistic to test for the presence of a signal: 
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to zero, one finds that ⇠ ⇡ (1/2) sin2 2✓ minimizes the �2. Using this together with
assumption (a) above we find

�2 =
NX

i=1


ni � p0i

2�i
sin2 2✓ cos

�m2L

2Ei

�2

, (6)

where ni ⌘ �di/�i are independent standard normal random variables with hnii = 0,
hninji = �ij, see eq. (4).

Let us now adopt the additional simplifying assumptions to build a mathematical toy
model:

(c) We assume that the relative statistical error �i/p0i has the same value for each bin
and define the new parameter

s ⌘ p0i
2�i

sin2 2✓ . (7)

Although this is not strictly the case for a reactor experiment, in section IV we will see
that it works relatively well for the experimental setups under consideration in this work.
Furthermore we assume that bins have equal width in L/E and define

�m2

2

✓
L

E

◆

j

=
2⇡

N
j ⌘ 'j . (8)

Hence, j labels bins in L/E while the index  labels discrete frequencies proportional to
�m2. With this idealization, eq. (6) becomes

�2(s, ) =
NX

i=1

[ni � s cos 'i]
2 . (9)

We see that in this limit the sterile neutrino search is equivalent to fitting Gaussian white-
noise with a cosine function with the amplitude s and the frequency  as free parameters.
This form suggests to consider the discrete Fourier transform of the N random variables
ni:

ni =
NX

=1

(a cos 'i + b sin 'i) (10)

with a, b 2 R. Focusing on the cosine term, the coe�cients a can be computed as

a =
2

N

NX

i=1

ni cos 'i . (11)

Since ni are independent standard Gaussian variables, it is clear that a are random
Gaussian variables as well, with

hai = 0 , haa�i =
2

N
�� , (12)

6

Coloma, Huber,  
Schwetz, 2008.06083  

On the statistical significance of spectral distortions

II. GENERAL REMARKS

Reactor neutrino experiments look for the disappearance of electron anti-neutrinos. In
this work we assume that a single sterile neutrino is relevant for the phenomenology and we
consider only experimental setups where the baseline is short enough such that oscillations
due to the standard three-flavor mass-squared di↵erences can be safely neglected. In
this limit, sterile neutrino oscillations are described by an e↵ective two-flavor survival
probability:

P osc = 1 � 1

2
sin2 2✓
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1 � cos

�m2L

2E

◆
, (1)

where E is the neutrino energy, L is the baseline, ✓ is an e↵ective neutrino mixing angle,
and �m2 stands for the mass-squared splitting between the eV-scale mass state and the
light SM neutrinos.

In order to analyze the results of a given experiment a least-squares function of binned
spectral data is considered, �2(sin2 2✓, �m2). A common test statistic T for evaluating
the hypothesis of the presence of sterile neutrino oscillations is the ��2 (or, equivalently,
the likelihood ratio) between the best-fit point and the no-oscillation case:

T = �2(no osc) � �2(best fit)

= �2(0, 0) � �2(\sin2 2✓, [�m2) , (2)

where \sin2 2✓ and [�m2 indicate the parameter values at the �2 minimum. If Wilks’
theorem [21] applies, T should be distributed as a �2-distribution for 2 degrees of freedom
(DOF), corresponding to the two minimized parameters.

Indeed, for the problem at hand, there are several reasons to suspect that the neces-
sary conditions for Wilks’ theorem to apply are not fulfilled: First, there is a physical
boundary for the mixing angle, sin2 2✓ � 0. Second, the parameter �m2 becomes unde-
fined for sin2 2✓ ! 0 and sin2 2✓ becomes unphysical for �m2 ! 0. Third, the cosine
dependence on �m2 of the oscillation probability in eq. (1) leads to a strong non-linear
behavior. Therefore, significant deviations of the distribution of T from a �2-distribution
are expected a priori, see also [27, 31].

As we will show in section III, for an idealized situation the distribution of
p

T is the
one of the maximum of N standard normal random variables, where N corresponds to
an e↵ective number of bins. We will give physical arguments, as to why for this type of
experiments a non-vanishing value for sin2 2✓ at the best-fit is likely, with a relatively large
value of T . In fact, its typical value is set by the size of the relative statistical uncertainty
of the sample. In section IV we will compute the distribution of T for more realistic
configurations and will always confirm rather large deviations from a �2-distribution.
This suggests that reliable statements about significance and confidence levels require
explicit Monte-Carlo simulations, in agreement with previous results [27, 28]. We will
demonstrate this explicitly using the recent results from Neutrino-4 in section V.
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This suggests that reliable statements about significance and confidence levels require
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• distribution of sqrt(T) is the distribution of the maximum of N standard-
normal variables, where N is of order # bins
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FIG. 1. Expected distribution for the square-root of the test statistic
p
T = max ã, where

ã are N standard normal random variables. The left panel shows 1–CDF, while the PDF is

shown in the right panel. Dark (light) blue curves correspond to N = 30 (60). Solid curves are

obtained by numerical simulations, whereas long-dashed curves correspond to the approximation

in eq. (18). For comparison, the short-dashed gray and black curves show the distributions

obtained if T would follow a �2 distribution for 2 and 5 DOF, respectively.

B. Discussion

Equations (15) and (17) are the main results of this section. The latter shows that the
square-root of the test statistic T has the distribution of the maximum of N standard
normal variables. It is proportional to the best fit amplitude ŝ, and hence, up to a normal-
ization factor, the best-fit point in eq. (15) follows the same distribution. Distributions
of this type are considered in the field of “extreme value statistics”, see e.g., [32, 33].

For the case of Gaussian variables of interest here, there exists a limiting distribution for
N ! 1. It is based on the so-called Gumbel distribution e�e�z

. Let x = maxi ãi, where
ãi are N standard normal variables. For finite N the cumulative probability distribution
(CDF) F (x) can be approximated by [33]:

F (x) = exp {� exp [�AN(x � BN)]} , (18)

with

AN =
p

2 log N , BN = AN � log log N + log 4⇡

2AN
. (19)

In fig. 1 (left) we show 1–CDF for the maximum of N standard normal variables ob-
tained by numerical calculations (solid) compared to the approximate formula in eq. (18)

8

Max. Gaussian vs 𝝌2 distribution
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• it is very likely to find some frequency which fits random fluctuations 
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Simulation of toy reactor experiment
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(long-dashed) for N = 30 and 60. We see that they agree reasonably well for 1 � CDF &
0.1, but start to deviate for smaller values. Indeed, the convergence to the Gumbel distri-
bution goes only as 1/ log N [33]. Therefore, since the distribution can be easily calculated
numerically, we will for the rest of the paper stick to the numerical method and denote
this distribution by “Max. Gauss” in the following.

The important property of this distribution is, that small values of T are rather unlikely.
In fig. 1 we compare 1–CDF as well as the probability density function (PDF) for

p
T

to the one for a �2 distribution. Indeed, if Wilks’ theorem was applicable, T should be
distributed as �2 with 2 DOF. Obviously, the conditions for Wilks’ theorem to hold are
badly violated in this case, for the reasons mentioned in section II. The peak at

p
T ⇠ 2

and the small probability to obtain
p

T . 1 indicates that, even if there is no sterile
neutrino present in Nature, it is very likely to obtain a best-fit point with finite sin2 2✓
as well as relatively large value of T . This would lead to claiming a signal at relevant
statistical significance, if evaluated with a �2-distribution. The physical reason for this
behavior can be understood from eq. (9): in a white noise spectrum it is very likely to
find some frequency with sizable amplitude that is able to fit the data.

The expectation value for a random variable z with the CDF F (z) = e�e�z
is given by

[33] hzi = �, where � = 0.57721 . . . is Euler’s constant. From eqs. (17) and (18) follows
then Dp

T
E

= BN +
�

AN
⇡ 2 . . . 2.4 , (20)

where the numbers hold for N ⇡ 30 . . . 60. These values agree to a good accuracy with
the mean values obtained numerically, and depend only weakly (logarithmically) on N .
We can use these results to estimate the expectation value for sin2 2✓. Let N be the total
number of observed events. According to assumption (c) above we have p0i ⇡ N /N and
�i =

p
p0i . Then eq. (7) leads to

sin2 2✓ = 2

r
2

N
p

T and hsin2 2✓i ⇡ 6.2p
N

, (21)

where in the second relation we have used the numerical values from eq. (20). We see
that up to a numerical factor, the expected best fit value for sin2 2✓ is set by the relative
statistical error of the event sample. We will find this behavior in the simulations discussed
in the following sections. From fig. 1 we see that there is a lower bound of

p
T & 1.5 at

99% CL for N = 30 . . . 60, which translates into a lower bound on sin2 2✓ according to
eq. (21).

To conclude this section, we remark that the idealized situation considered here is
certainly an over-simplification, and especially assumption (c) will not be satisfied in
a realistic oscillation experiment. Nevertheless, these considerations capture the most
relevant features and the results obtained here allow an intuitive understanding of the
numerical results we are going to present below. In particular, the preference for the
presence of sterile neutrino oscillations even in case of no true signal is predicted from

9

FIG. 2. Left panel: Distribution of the test statistics obtained from numerical simulations

for the toy reactor experiment described in the text. For comparison, the red-dashed curves

shows the max. Gauss distribution for N = 45. Right panel: location of the best-fit points in

the sin2 2✓ � �m2 plane, after minimization over nuisance parameters. In both panels, darker

(lighter) blue lines/points correspond to the results obtained for N = 1.5⇥104 (1.5⇥106) events,

using a sample of 20,000 pseudo-experiments simulated under the no-oscillation hypothesis. The

dotted gray lines in the left panel show the �2-distributions as the number of degrees of freedom

is increased from 1 (lightest gray line to the left) to 5 (darkest gray line to the right). In the right

panel, the vertical lines indicate the predicted value of hsin2 2✓i from eq. (21). For comparison,

the solid curves show the expected sensitivity at 95% CL assuming that Wilks’ theorem holds

(that is, the contours corresponding to ��2 = 5.99). These results have been obtained using a

Poisson �2, with no background, for 10% signal systematics, and restricting 0 < sin2 2✓ < 1 in

the fit.

for N = 45. For example, if a value of T = 11.83 is observed, we would exclude the SM at
3� (p-value 0.27%) under the assumption of Wilks’ theorem, while the correct significance
would be only 2.48� (p-value 1.3%). As a rule of thumb, we can see from the table that
p-values are under-estimated by about a factor 5, and the number of � gets reduced by
roughly 0.5� (except for low CL, where the di↵erence is close to 1�).

The right panel in fig. 2 shows the distribution of the best-fit points obtained in the
simulations. Although the pseudo-data has been generated under the no-oscillation hy-
pothesis, we observe a clear preference for a non-vanishing value of sin2 2✓. Note that
actually none of the best fit points is located near the “true value” (sin2 2✓ = 0). Ob-

viously \sin2 2✓ and [�m2 are biased estimators in this case. Comparing the light and
dark blue points we confirm the scaling of the value of the mixing angle at the best-fit
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(long-dashed) for N = 30 and 60. We see that they agree reasonably well for 1 � CDF &
0.1, but start to deviate for smaller values. Indeed, the convergence to the Gumbel distri-
bution goes only as 1/ log N [33]. Therefore, since the distribution can be easily calculated
numerically, we will for the rest of the paper stick to the numerical method and denote
this distribution by “Max. Gauss” in the following.

The important property of this distribution is, that small values of T are rather unlikely.
In fig. 1 we compare 1–CDF as well as the probability density function (PDF) for

p
T

to the one for a �2 distribution. Indeed, if Wilks’ theorem was applicable, T should be
distributed as �2 with 2 DOF. Obviously, the conditions for Wilks’ theorem to hold are
badly violated in this case, for the reasons mentioned in section II. The peak at

p
T ⇠ 2

and the small probability to obtain
p

T . 1 indicates that, even if there is no sterile
neutrino present in Nature, it is very likely to obtain a best-fit point with finite sin2 2✓
as well as relatively large value of T . This would lead to claiming a signal at relevant
statistical significance, if evaluated with a �2-distribution. The physical reason for this
behavior can be understood from eq. (9): in a white noise spectrum it is very likely to
find some frequency with sizable amplitude that is able to fit the data.

The expectation value for a random variable z with the CDF F (z) = e�e�z
is given by

[33] hzi = �, where � = 0.57721 . . . is Euler’s constant. From eqs. (17) and (18) follows
then Dp

T
E

= BN +
�

AN
⇡ 2 . . . 2.4 , (20)

where the numbers hold for N ⇡ 30 . . . 60. These values agree to a good accuracy with
the mean values obtained numerically, and depend only weakly (logarithmically) on N .
We can use these results to estimate the expectation value for sin2 2✓. Let N be the total
number of observed events. According to assumption (c) above we have p0i ⇡ N /N and
�i =

p
p0i . Then eq. (7) leads to

sin2 2✓ = 2

r
2

N
p

T and hsin2 2✓i ⇡ 6.2p
N

, (21)

where in the second relation we have used the numerical values from eq. (20). We see
that up to a numerical factor, the expected best fit value for sin2 2✓ is set by the relative
statistical error of the event sample. We will find this behavior in the simulations discussed
in the following sections. From fig. 1 we see that there is a lower bound of

p
T & 1.5 at

99% CL for N = 30 . . . 60, which translates into a lower bound on sin2 2✓ according to
eq. (21).

To conclude this section, we remark that the idealized situation considered here is
certainly an over-simplification, and especially assumption (c) will not be satisfied in
a realistic oscillation experiment. Nevertheless, these considerations capture the most
relevant features and the results obtained here allow an intuitive understanding of the
numerical results we are going to present below. In particular, the preference for the
presence of sterile neutrino oscillations even in case of no true signal is predicted from
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analytical estimate from approximating the 
max.Gauss distribution by the Gumbel distr.:

best fit value is a biased estimator for sin22θ ! 
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• cannot use Wilk’s theorem to convert Δ𝝌2 values into significances 

• significances typically reduced by 0.5 to 1 σ 
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Significances have to evaluated by simulations

binning in (L/E) including also bins in L. We have verified explicitly that the simulation
of a setup combining energy spectra at two di↵erent baselines leads to very similar results
as the single-baseline configuration. This is also confirmed in section V, when we consider
the Neutrino-4 experiment.

B. Results

Figure 2 presents the results of two simulations with di↵erent exposures: our default
setup, with N = 1.5 ⇥ 104 total number of events (dark blue), and the same setup with
100 times more events, N = 1.5 ⇥ 106 (light blue). The left panel shows the distribution
of the test statistic T . We observe a clear deviation from the �2 distribution, and a
good agreement with the max. Gauss distribution derived in section III. The agreement
is excellent for the high statistics case and, in particular, we obtain the best match when
the number of bins for the max. Gauss distribution is set at N = 45, to be compared
with the 43 spectral bins used in the simulation. The reason for this (small) di↵erence
is that for a more realistic spectrum, some of the assumptions from section III are only
approximately fulfilled. In particular, assumption (c) (defined in section III A) requires
that relative statistical errors are equal in all bins, which is obviously not true for a
peaked spectrum as in reactor experiments. Therefore, N = 45 should be considered
as the e↵ective number of random standard normal variables, which leads to the best
representation of the T distribution from simulation.

CL [%] p-value [%] Number of �

T �2(2) max. G. �2(2) max. G. �2(2) max. G.

4.61 90.00 48.55 10.0 51.4 1.64 0.65

6.18 95.45 74.73 4.55 25.3 2.00 1.14

9.21 99.00 94.72 1.00 5.27 2.58 1.94

9.49 99.13 95.45 0.87 4.55 2.62 2.00

11.83 99.73 98.69 0.27 1.31 3.00 2.48

14.78 99.938 99.73 0.062 0.27 3.42 3.00

TABLE I. Comparison of the confidence level (CL), p-value, and corresponding number of stan-

dard deviations (�), for several values of T , obtained for a �2 distribution with 2 DOF and for

the max. Gauss distribution for N = 45.

In table I we show, for various values of the test statistic T , the significance which
would be obtained by assuming a �2 distribution for 2 DOF (as we would expect if Wilks’
theorem held) compared to the correct result following from the max. Gauss distribution

12

estimates from the max. Gauss distribution for N = 45 (some weak dependence on #bins)
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Case study: Neutrino-4

Coloma, Huber,  
Schwetz, 2008.06083  

significance for signal is reduced from 
3.2σ (p=0.0016) to 2.6σ (p=0.0091)   (based on stat. errors only)
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FIG. 6. Confidence regions from our re-analysis of Neutrino-4 data [30] at 68.3% (dark green),

95.45% (medium green), and 99.73% CL (light green). Shaded regions correspond to the confi-

dence regions constructed by Monte-Carlo simulations following the Feldman-Cousins prescrip-

tion [31], whereas black curves show the corresponding CL contours in ��2 assuming it follows

a �2-distribution for 2 DOF, that is, ��2 = 2.3 (solid), 6.18 (dashed), 11.83 (dotted).

confidence level (CL) at which a particular point can be rejected. Repeating this procedure
for the whole parameter space we obtain confidence regions at a given CL as the set of
all points which are accepted at that CL.

The results of this analysis are shown in fig. 6 as shaded regions for 68.3% (dark green),
95.45% (medium green), and 99.73% (light green) CL. Our regions are also compared to
��2 contours obtained under the assumption that ��2 follows a �2 distribution with
2 DOF, which would be the case if Wilks’ theorem held. We clearly observe that true
confidence regions are substantially larger than the ones based on the �2 distribution.
In particular, the no-oscillation case is contained in the 3� contour for the Monte-Carlo
calculation, in agreement with the discussion of the test statistic T above.5

5 Let us note that our ��2 contours are also somewhat larger than the ones shown in Fig. 45 of Ref. [30].

We believe that the reason for this di↵erence is that contours in Ref. [30] are drawn for a �2 distribution

with 1 DOF, while ours are shown for 2 DOF. We have checked that using the same prescription we

can reproduce their regions with good accuracy.
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68.3%, 95.45%, 99.73% CL
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• improved shell-model cross 
section calculations 

• significance decreases  
3.0σ → 2.3σ
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Update on Gallium anomaly
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41 plane obtained with the cross sections
in Table 5. The Bahcall and JUN45 allowed regions are
between the two corresponding curves. The Haxton and
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Figure 4: Comparison of the allowed regions in the
|Ue4|2–�m2

41 plane obtained from the Gallium data with
the JUN45 cross sections and the allowed regions obtained
from the analysis of the data of the NEOS, DANSS and
PROSPECT reactor experiments.

In 2011 Frekers et al. [5] published the measurements of BGT5/2� and BGT3/2� in the third
line of Table 6, obtained with 71Ga(3He, 3H)71Ge scattering. They found a finite value of BGT5/2�,
albeit with a large uncertainty, which is compatible with the upper limit of Krofcheck et al. [36, 37].
On the other hand, the Frekers et al. value of BGT3/2� is about 2.9� larger than that of Krofcheck
et al. If one considers these Gamow-Teller strengths as applicable to the ⌫e–71Ga cross section
without corrections due to the tensor contributions (that would require a theoretical calculation),
there is a significant increase of the 51Cr and 37Ar neutrino cross sections with respect to the
Bahcall cross sections and an increase of the gallium anomaly to 3.0�, as shown in Table 7.

From Table 5 one can also see that our JUN45 shell-model calculation of the Gamow-Teller
strengths, listed in the fourth row of Table 6, gives cross sections that are smaller than the previous
ones. As a result, the gallium anomaly decreases to 2.3�, as shown in Table 7.

The gallium anomaly has been considered as one of the indications in favor of short-baseline
neutrino oscillations due to active-sterile neutrino mixing (see the reviews in Refs. [38, 39, 40, 41]).
In the framework of the 3+1 mixing scheme, which is the simplest one that extends the standard
three-neutrino mixing with the addition of a sterile neutrino at the eV mass scale, the survival

9

Kostensalo, Suhonen, Giunti, Srivastava, 1906.10980

Table 6: Values of the Gamow-Teller strengths of the transitions from the ground state of 71Ga to the relevant
excited states of 71Ge relative to the Gamow-Teller strength of the transitions to the ground state of 71Ge obtained
by Krofcheck et al. [36, 37], Haxton [8], Frekers et al. [5], and with the JUN45 calculation presented in this paper.

Method
BGT5/2�
BGTgs

BGT3/2�
BGTgs

BGT5/2+

BGTgs

Krofcheck 71Ga(p, n)71Ge < 0.057 0.126± 0.023

Haxton Shell Model 0.19± 0.18

Frekers 71Ga(3He, 3H)71Ge 0.040± 0.031 0.207± 0.016

JUN45 Shell Model (3.30± 1.66)⇥ 10�2 (1.59± 0.79)⇥ 10�2 (4.46± 2.24)⇥ 10�6

Table 7: Ratios of measured and expected 71Ge event rates in the four radioactive source experiments, their correlated
average, and the statistical significance of the gallium anomaly obtained with the cross sections in Table 5.

GALLEX-1 GALLEX-2 SAGE-1 SAGE-2 Average Anomaly

RBahcall 0.95± 0.11 0.81± 0.11 0.95± 0.12 0.79± 0.08 0.85± 0.06 2.6�

RHaxton 0.86± 0.13 0.74± 0.12 0.86± 0.14 0.72± 0.10 0.76± 0.10 2.5�

RFrekers 0.93± 0.11 0.79± 0.11 0.93± 0.12 0.77± 0.08 0.84± 0.05 3.0�

RJUN45 0.97± 0.11 0.83± 0.11 0.97± 0.12 0.81± 0.08 0.88± 0.05 2.3�

line of Table 6. The cross sections of 51Cr and 37Ar electron neutrinos can be calculated from the
Gamow-Teller strengths through

� = �gs

✓
1 + ⇠5/2�

BGT5/2�
BGTgs

+ ⇠3/2�
BGT3/2�
BGTgs

+ ⇠5/2+
BGT5/2+

BGTgs

◆
, (6)

with the phase-space coe�cients [35]

⇠5/2�(
51Cr) = 0.663 ⇠3/2�(

51Cr) = 0.221 ⇠5/2+(
51Cr) = 0, (7)

⇠5/2�(
37Ar) = 0.691 ⇠3/2�(

37Ar) = 0.262 ⇠5/2+(
37Ar) = 0.200 (8)

and [35]

�gs(
51Cr) = (5.53± 0.01)⇥ 10�45 cm2 , (9)

�gs(
37Ar) = (6.62± 0.01)⇥ 10�45 cm2 . (10)

The first line in Table 7 gives the ratios of measured and expected 71Ge event rates in the four
radioactive source experiments and their correlated average obtained using the Bahcall cross section,
which led to a 2.6�gallium anomaly.

In 1998 Haxton [8] published a shell model calculation of BGT5/2� that gave the relatively
large value in the second line of Table 6, albeit with a very large uncertainty. The cross sections
obtained with the Haxton BGT5/2� and the Krofcheck et al. measurement of BGT3/2� are listed
in the second line of Table 5. As one can see from Table 7 the larger uncertainties of the Haxton
cross sections lead to a slight decrease of the gallium anomaly from the Bahcall 2.6� to 2.5�, in
spite of the larger Haxton cross sections.

8
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TABLE I: The expected (unconstrained) number of events for
the 200 < EQE

� < 1250 MeV neutrino energy range from all
of the backgrounds in the �e and �̄e appearance analysis. Also
shown are the constrained background and the expected num-
ber of events corresponding to the LSND best fit oscillation
probability of 0.26%. The table shows the diagonal-element
systematic uncertainties, which become substantially reduced
in the oscillation fits when correlations between energy bins
and between the electron and muon neutrino events are in-
cluded. The antineutrino numbers are from a previous analy-
sis [3].

Process Neutrino Mode Antineutrino Mode
�µ & �̄µ CCQE 73.7 ± 19.3 12.9 ± 4.3

NC �0 501.5 ± 65.4 112.3 ± 11.5
NC � � N� 172.5 ±24.1 34.7 ± 5.4

External Events 75.2 ± 10.9 15.3 ± 2.8
Other �µ & �̄µ 89.6 ± 22.9 22.3 ± 3.5

�e & �̄e from µ± Decay 425.3 ± 100.2 91.4 ± 27.6
�e & �̄e from K± Decay 192.2 ± 41.9 51.2 ± 11.0
�e & �̄e from K0

L Decay 54.5 ± 20.5 51.4 ± 18.0
Other �e & �̄e 6.0 ± 3.2 6.7 ± 6.0

Unconstrained Bkgd. 1590.5 398.2
Constrained Bkgd. 1577.8 ± 85.2 398.7 ± 28.6

Total Data 1959 478
Excess 381.2 ± 85.2 79.3 ± 28.6

0.26% (LSND) �µ � �e 463.1 100.0

energy range for the total 12.84 � 1020 POT data. Each
bin of reconstructed EQE

� corresponds to a distribution
of “true” generated neutrino energies, which can overlap
adjacent bins. In neutrino mode, a total of 1959 data
events pass the �e CCQE event selection requirements
with 200 < EQE

� < 1250 MeV, compared to a back-
ground expectation of 1577.8 ± 39.7(stat.) ± 75.4(syst.)
events. The excess is then 381.2 ± 85.2 events or a
4.5� e�ect. Note that the 162.0 event excess in the
first 6.46 � 1020 POT data is approximately 1� lower
than the average excess, while the 219.2 event excess in
the second 6.38 � 1020 POT data is approximately 1�
higher than the average excess. Combining the Mini-
BooNE neutrino and antineutrino data, there are a to-
tal of 2437 events in the 200 < EQE

� < 1250 MeV en-
ergy region, compared to a background expectation of
1976.5±44.5(stat.)±84.8(syst.) events. This corresponds
to a total �e plus �̄e CCQE excess of 460.5 ± 95.8 events
with respect to expectation or a 4.8� excess. The signif-
icance of the combined LSND (3.8�) [1] and MiniBooNE
(4.8�) excesses is 6.1�. Fig. 2 shows the total event ex-
cesses as a function of EQE

� in both neutrino mode and
antineutrino mode. The dashed curves show the best fits
to standard two-neutrino oscillations.

Fig. 3 compares the L/EQE
� distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown
in the figure, there is agreement among all three data
sets. Fitting these data to standard two-neutrino oscil-
lations including statistical errors only, the best fit oc-
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FIG. 1: The MiniBooNE neutrino mode EQE
� distributions,

corresponding to the total 12.84 � 1020 POT data, for �e

CCQE data (points with statistical errors) and background
(histogram with systematic errors). The dashed curve shows
the best fit to the neutrino-mode data assuming standard two-
neutrino oscillations.
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FIG. 2: The MiniBooNE total event excesses as a function
of EQE

� in both neutrino mode and antineutrino mode, cor-
responding to 12.84 � 1020 POT and 11.27 � 1020 POT, re-
spectively. (Error bars include both statistical and correlated
systematic uncertainties.) The dashed curves show the best
fits to the neutrino-mode and antineutrino-mode data assum-
ing standard two-neutrino oscillations.

curs at �m2 = 0.040 eV2 and sin2 2� = 0.894 with
a �2/ndf = 35.2/28, corresponding to a probability of
16.4%. This best fit agrees with the MiniBooNE only
best fit described below. The MiniBooNE excess of
events in both oscillation probability and L/E spectrum
is, therefore, consistent with the LSND excess of events,
even though the two experiments have completely dif-
ferent neutrino energies, neutrino fluxes, reconstruction,
backgrounds, and systematic uncertainties.

I neutrino mode excess:
381.2 ± 85.2 events (4.5‡)

I ‹-‹̄ combined excess:
460.5 ± 95.8 events (4.8‡)

LSND and MiniBooNE data consistent within 2-flavour oscillations
T. Schwetz (KIT) 10
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FIG. 6: The MiniBooNE neutrino mode EQE
⌫ distributions, corresponding to the total 18.75⇥1020

POT data, for ⌫e CCQE data (points with statistical errors) and predicted backgrounds (colored

histograms). The constrained background is shown as additional points with systematic error

bars. The dashed histogram shows the best fit to the neutrino-mode data assuming two-neutrino

oscillations. The last bin is for the energy interval from 1500-3000 MeV.
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FIG. 7: The total event excesses in neutrino mode for the first, second, and third running periods.

Error bars include only statistical uncertainties.

1. There are a total of 3182 data events, 2568.8 background events and 613.2 excess events.

Figs. 10 and 11 show the cos ✓ distribution of data and background events and excess evets

for the 22 di↵erent energy bins. All of these numbers will become available in a future data

release.

10

MiniBooNE 2020

combined neutrino+antineutrino 
excess: 638.0±132.8 events (4.8σ)

arXiv:2006.16883
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Strong tension btw appearance and disappearance

eV-scale sterile neutrino oscillations Global analysis

Strong tension in global data Dentler et al, 1803.10661
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T. Schwetz (KIT) 14

eV-scale sterile neutrino oscillations ‹µ æ ‹e appearance

Global data on SBL ‹µ æ ‹e appearance Dentler et al, 1803.10661

using pre-2018 MiniBooNE data, results quantitativley very similar

T. Schwetz (KIT) 11

eV-scale sterile neutrino physics Global analysis

Can we explain all the hints together?
appearance

Pµe = sin2 2◊µe sin2 �m
2
41L

4E
sin2 2◊µe = 4|Ue4|2|Uµ4|2

disappearance (– = e, µ)

P–– = 1 ≠ sin2 2◊–– sin2 �m
2
41L

4E
sin2 2◊–– = 4|U–4|2(1 ≠ |U–4|2)

sin2 2◊µe ¥ 1
4 sin2 2◊ee sin2 2◊µµ

‹µ æ ‹e app. signal requires also signal in both, ‹e and ‹µ disappearance
(appearance mixing angle quadratically suppressed)

T. Schwetz (KIT), NNN17 17
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Strong tension btw appearance and disappearance
eV-scale sterile neutrino oscillations Global analysis

Robust tension between appearance and disapp. data
20

Analysis �2
min,global �2

min,app ��2
app �2

min,disapp ��2
disapp �2

PG/dof PG

Global 1120.9 79.1 11.9 1012.2 17.7 29.6/2 3.71 � 10�7

Removing anomalous data sets

w/o LSND 1099.2 86.8 12.8 1012.2 0.1 12.9/2 1.6 � 10�3

w/o MiniBooNE 1012.2 40.7 8.3 947.2 16.1 24.4/2 5.2 � 10�6

w/o reactors 925.1 79.1 12.2 833.8 8.1 20.3/2 3.8 � 10�5

w/o gallium 1116.0 79.1 13.8 1003.1 20.1 33.9/2 4.4 � 10�8

Removing constraints

w/o IceCube 920.8 79.1 11.9 812.4 17.5 29.4/2 4.2 � 10�7

w/o MINOS(+) 1052.1 79.1 15.6 948.6 8.94 24.5/2 4.7 � 10�6

w/o MB disapp 1054.9 79.1 14.7 947.2 13.9 28.7/2 6.0 � 10�7

w/o CDHS 1104.8 79.1 11.9 997.5 16.3 28.2/2 7.5 � 10�7

Removing classes of data
(–)

� e dis vs app 628.6 79.1 0.8 542.9 5.8 6.6/2 3.6 � 10�2

(–)

� µ dis vs app 564.7 79.1 12.0 468.9 4.7 16.7/2 2.3 � 10�4

(–)

� µ dis + solar vs app 884.4 79.1 13.9 781.7 9.7 23.6/2 7.4 � 10�6

TABLE VII. Results of the parameter goodness-of-fit (PG) test [92] comparing appearance to
disappearance data. In this table we use the reactor flux-free analysis and LSND DaR+DiF data;
therefore we do not quote dof for the �2 values. The first row corresponds to the global fit, while
the other row show the impact of removing individual experiments or sets of experiments from the
fit. In columns 2–8, we list the �2 at the global best fit point (�2

min,global), the �2 at the appearance
best fit (�2

min,app), the di�erence in �2
app between the appearance best fit point and the global best

fit point (��2
app), the �2 at the disappearance best fit (�2

min,disapp), the di�erence in �2
disapp between

the disappearance best fit point and the global best fit point (��2
disapp), the �2 per dof for the PG

test (�2
PG/dof, computed according to eq. (A1)), and the resulting p-value given by eq. (A3).

p-value of the PG test statistic we use two degrees of freedom, corresponding to the two
parameters in common to appearance and disappearance data, see table V and the related
discussion. We observe that for none of the analyses given in the table, the p-value for
appearance and disappearance data being consistent exceeds 10�5, with the “best” com-
patibility of p = 2.6 � 10�6 emerging for fixed reactor fluxes and using LSND DaR+DiF
data. We conclude that the appearance/disappearance tension excludes a sterile neutrino

oscillation explanation of the
(–)

� µ �
(–)

� e anomalies at the 4.7� level.

Note that the parameter goodness-of-fit for the analysis using free reactor fluxes is worse
than the one for fixed reactor fluxes. The reason can be understood from the �2 numbers

given in table VI. We see that the �2
min of

(–)

� e disappearance decreases by more (9.9 units)
than the global best fit point (7 or 6 units for DaR or DaR+DiF, respectively), when
leaving reactor fluxes free. Therefore, reactor data alone benefits more from free fluxes
than the appearance/disappearance tension, which increases the �2 penalty to pay for the
combination in the case of free fluxes.

In table VII we investigate the robustness of the appearance/disappearance tension. We
show how the PG would improve if individual experiments or classes of experiments were

reactor flux-free analysis Dentler et al, 1803.10661

results for 2018 MiniB very similar (tension gets slightly worse)
T. Schwetz (KIT) 15

… robust result wrt to individual experiments

→ sterile neutrino oscillation explanation of LSND/MB excluded
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Other BSM explanations? incomplete and outdated list:
Other BSM explanations?

incomplete list:
I 3-neutrinos and CPT violation Murayama, Yanagida 01;

Barenboim, Borissov, Lykken 02; Gonzalez-Garcia, Maltoni, TS 03

I 4-neutrinos and CPT violation Barger, Marfatia, Whisnant 03

I Exotic muon-decay Babu, Pakvasa 02

I CPT viol. quantum decoherence Barenboim, Mavromatos 04

I Lorentz violation Kostelecky et al., 04, 06; Gouvea, Grossman 06

I mass varying ‹ Kaplan,Nelson,Weiner 04; Zurek 04; Barger,Marfatia,Whisnant 05

I shortcuts of sterile ‹s in extra dim
Paes, Pakvasa, Weiler 05; Doring, Pas, Sicking, Weiler, 18

I decaying sterile neutrino Palomares-Riuz, Pascoli, TS 05; Gninenko 09, 10;

Bertuzzo, Jana, Machado, Zukanovich, 18; Ballett, Pascoli, Ross-Lonergan, 18

I energy dependent quantum decoherence Farzan, TS, Smirnov 07;

Bakhti, Farzan, TS, 15

I sterile neutrinos and new gauge boson Nelson, Walsh 07

I sterile ‹ with energy dep. mass or mixing TS 07

I sterile ‹ with nonstandard interactions Akhmedov, TS 10;

Conrad, Karagiorgi, Shaevitz, 12; Liao, Marfatia, Whisnant 18

T. Schwetz (KIT) 18

many of them invoke sterile neutrinos of some kind 

many of them are actually excluded by some data
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• sterile neutrino N with mN ~ keV to ~500 MeV 

• produce N either by mixing or by up-scattering 

• decay: 
• N → Φ νe with standard neutrino interact in detector 
• electromagn. decay inside MB detector N →νγ / νe±  

(no LSND explanation)

32

MiniBooNE and a decaying sterile neutrino

Palomares, Pascoli, Schwetz, hep-ph/0505216; Gninenko, 0902.3802, 1009.5536; 
Bertuzzo, Jana, Machado, Zukanovich, 1807.09877;  Ballett, Pascoli, Ross-Lonergan, 1808.2915;  
Arguelles, Hostert, Tsai, 1812.08768;  Fischer, Hernandez,  Schwetz, 1909.09561; 
Dentler, Esteban, Kopp, Machado, 1911.01427; deGouvea, Peres, Prakash, Stenico, 1911.01447; 
Brdar, Fischer, Smirnov, 2007.14411, … 
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• sterile neutrino N with  
mN ~ 250 MeV (mπ < mN < mK) 

• produce N in kaon decays via 
mixing K → N µ/e 

• decay inside MB detector N →νγ 
via

33

MiniBooNE and a decaying sterile neutrino — example:

A.Hernandez-Cabezudo  35

A.Hernandez-Cabezudo  29

Energy and angular spectra fits

Fischer, Hernandez,  TS, 1909.09561

A.Hernandez-Cabezudo  10

Production at the beam

Decay at the detector

Dominant decay modes (mixing):

But, new physics is considered

Dominant decay channel

- S.N.Gininenko: arXiv:0902.3802
- G.Margill, et.al: arXiv:1803.03262

See also:
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MiniBooNE and a decaying sterile neutrino — example:

A.Hernandez-Cabezudo  35

A.Hernandez-Cabezudo  29

Energy and angular spectra fits

Fischer, Hernandez,  TS, 1909.09561

disfavoured (excluded?) by new MiniBooNE event 

timing analysis [arXiv:2006.16883]
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Figure 1: Time distribution of signal events for a sterile neutrino mass of 260 MeV in the neutrino (left) and

antineutrino (right) beam mode. For the proton beam we assume a step-function of 1.6 µs duration. The

zero of the time axis corresponds to the time when a neutrino produced at the onset of the beam traveling

at the speed of light would arrive at the detector. The blue shaded region indicates the time window used

for the analysis (1.6 µs); it contains 41% (34%) of all events in the neutrino (antineutrino) mode.

momentum of the photon, and the decays have to occur inside a timing window as discussed
above. These considerations are summed up in the following master formula:

Ndecay =POT ⇢`(mN) Br⌫� AMB

Z
dpN �N(pN)✏̂(pN)Pdec(pN)wtime(pN ,mN) . (11)

Here, POT denotes the number of protons on target, which is 12.84 (11.27) ⇥ 1020 for the
neutrino (antineutrino) mode. The factor ⇢`(mN) has been defined in eq. (2) and it includes
the mixing matrix element |U`4|

2 and the branching ratio of the kaon decays into heavy
neutrinos. Br⌫� = �N!⌫�/�tot is the branching ratio for the decay N ! ⌫�, with �tot being
the total decay width of N . In the relevant mass range we have �tot ⇡ �N!⌫� + �⇡ with
�⇡ given in eq. (7). Furthermore, AMB = ⇡(5m)2 is the e↵ective area of the MiniBooNE
detector, and

✏̂(pN) =

Z
p�,max

p�,min

dp�✏(p�)
1

�lab
N!⌫�

d�lab
N!⌫�

dp�
(12)

is the MiniBooNE detection e�ciency [33] ✏(p�) averaged over the photon momentum dis-
tribution for a given pN . Pdec is the probability that the heavy neutrino decays inside the
detector, and wtime is a timing-related weight. Using the heavy neutrino arrival time tN

from eq. (8) the latter is given by

wtime(pN ,mN) =

⇢
t0+�t�tN

�t
for tN < �t+ t0

0 for tN � �t+ t0 .
(13)

For the decay probability we have

Pdec(pN) = e
�L1�tot

mN
pN � e

�L2�tot
mN
pN (14)

7
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• exciting new physics 

• rich phenomenology:  
timing / angular event distributions / photon vs electron signal 

• most cannot explain LSND / reactor anomalies  

• predict signatures in existing (near detectors) and/or upcoming 
experiments (Fermilab SBN)

35

MiniBooNE and a decaying sterile neutrino

Palomares, Pascoli, TS, hep-ph/0505216; Gninenko, 0902.3802, 1009.5536; 
Bertuzzo, Jana, Machado, Zukanovich, 1807.09877;  Ballett, Pascoli, Ross-Lonergan, 1808.2915;  
Fischer, Hernandez,  TS, 1909.09561;  Dentler, Esteban, Kopp, Machado, 1911.01427; 
deGouvea, Peres, Prakash, Stenico, 1911.01447; … 

Jordan et al., 1810.07185;  Arguelles, Hostert, Tsai, 1812.08768;
Brdar, Fischer, Smirnov, 2007.14411



Th. Schwetz - GDR, 23 Nov 2020

• eV sterile @ reactors:  
• reactor flux predictions: situation unclear,  

probably dominated by theory uncertainties 
• spectral distortions at reactors:  

a number of 2-3σ hints, no clear best fit emerging,  
statistical interpretation: deviations from Wilk’s theorem expected 

• Gallium anomaly: significance decreases from 3.0σ → 2.3σ due to 
new shell-model cross section calculations 

• LSND and MiniBooNE  
• sterile neutrino oscillation interpretation strongly disfavoured 
• no clear hints for more exotic explanations  

(but generically testable predictions)

36

Summary

Thank you for your attention!


