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The Observations 
 
Figure 1 shows the supernova data from [28] plotted in terms of brightness (bolometric 
magnitude) versus redshift.  

 
Figure 1: The Hubble diagram for 42 high redshift type Ia supernovae from SCP and 18 
low redshift supernovae from the Calan/Tololo Supernova Survey. The solid curves 
represent a range of cosmological models with / = 0 and :M = 0, 1 and 2. The dashed 
curves show a range of ”flat” models where :M + :/ = 1. Note the linear redshift 
scale. 
 
 
The larger the magnitude, the fainter is the object. On the redshift scale, z = 1 
corresponds to a light travel time of almost 8 billion light years. The data is compared to 
a number of cosmological scenarios with and without vacuum energy (or cosmological 
constant). The data at z < 0.1 is from [26]. At redshifts z > 0.1 (i.e., distances greater 
than about a billion light years), the cosmological predictions start to diverge. 
Compared to an unrealistic empty Universe (:M  =  :/ = 0) with a constant expansion 
rate, the SNe for a given high redshift are observed to be about 10 - 15% fainter. If the 
Universe were matter dominated (:M = 1), the high-z supernovae should have been 
about 25% brighter than what is actually observed. The conclusion is that the 
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Fig. 5. Constraints on parameters of the base-⇤CDM model from the separate Planck EE, T E, and TT high-` spectra combined
with low-` polarization (lowE), and, in the case of EE also with BAO (described in Sect. 5.1), compared to the joint result using
Planck TT,TE,EE+lowE. Parameters on the bottom axis are our sampled MCMC parameters with flat priors, and parameters on the
left axis are derived parameters (with H0 in km s�1Mpc�1). Contours contain 68 % and 95 % of the probability.

Table 1. Base-⇤CDM cosmological parameters from Planck TT,TE,EE+lowE+lensing. Results for the parameter best fits,
marginalized means and 68 % errors from our default analysis using the Plik likelihood are given in the first two numerical
columns. The CamSpec likelihood results give some idea of the remaining modelling uncertainty in the high-` polarization, though
parts of the small shifts are due to slightly di↵erent sky areas in polarization. The “Combined” column give the average of the
Plik and CamSpec results, assuming equal weight. The combined errors are from the equal-weighted probabilities, hence including
some uncertainty from the systematic di↵erence between them; however, the di↵erences between the high-` likelihoods are so small
that they have little e↵ect on the 1� errors. The errors do not include modelling uncertainties in the lensing and low-` likelihoods
or other modelling errors (such as temperature foregrounds) common to both high-` likelihoods. A total systematic uncertainty of
around 0.5� may be more realistic, and values should not be overinterpreted beyond this level. The best-fit values give a represen-
tative model that is an excellent fit to the baseline likelihood, though models nearby in the parameter space may have very similar
likelihoods. The first six parameters here are the ones on which we impose flat priors and use as sampling parameters; the remaining
parameters are derived from the first six. Note that ⌦m includes the contribution from one neutrino with a mass of 0.06 eV. The
quantity ✓MC is an approximation to the acoustic scale angle, while ✓⇤ is the full numerical result.

Parameter Plik best fit Plik [1] CamSpec [2] ([2] � [1])/�1 Combined

⌦bh
2 . . . . . . . . . . . . . 0.022383 0.02237 ± 0.00015 0.02229 ± 0.00015 �0.5 0.02233 ± 0.00015

⌦ch
2 . . . . . . . . . . . . . 0.12011 0.1200 ± 0.0012 0.1197 ± 0.0012 �0.3 0.1198 ± 0.0012

100✓MC . . . . . . . . . . . 1.040909 1.04092 ± 0.00031 1.04087 ± 0.00031 �0.2 1.04089 ± 0.00031
⌧ . . . . . . . . . . . . . . . . 0.0543 0.0544 ± 0.0073 0.0536+0.0069

�0.0077 �0.1 0.0540 ± 0.0074
ln(1010

As) . . . . . . . . . 3.0448 3.044 ± 0.014 3.041 ± 0.015 �0.3 3.043 ± 0.014
ns . . . . . . . . . . . . . . . 0.96605 0.9649 ± 0.0042 0.9656 ± 0.0042 +0.2 0.9652 ± 0.0042

⌦mh
2 . . . . . . . . . . . . 0.14314 0.1430 ± 0.0011 0.1426 ± 0.0011 �0.3 0.1428 ± 0.0011

H0 [ km s�1Mpc�1] . . . 67.32 67.36 ± 0.54 67.39 ± 0.54 +0.1 67.37 ± 0.54
⌦m . . . . . . . . . . . . . . 0.3158 0.3153 ± 0.0073 0.3142 ± 0.0074 �0.2 0.3147 ± 0.0074
Age [Gyr] . . . . . . . . . 13.7971 13.797 ± 0.023 13.805 ± 0.023 +0.4 13.801 ± 0.024
�8 . . . . . . . . . . . . . . . 0.8120 0.8111 ± 0.0060 0.8091 ± 0.0060 �0.3 0.8101 ± 0.0061
S 8 ⌘ �8(⌦m/0.3)0.5 . . 0.8331 0.832 ± 0.013 0.828 ± 0.013 �0.3 0.830 ± 0.013
zre . . . . . . . . . . . . . . . 7.68 7.67 ± 0.73 7.61 ± 0.75 �0.1 7.64 ± 0.74
100✓⇤ . . . . . . . . . . . . 1.041085 1.04110 ± 0.00031 1.04106 ± 0.00031 �0.1 1.04108 ± 0.00031
rdrag [Mpc] . . . . . . . . . 147.049 147.09 ± 0.26 147.26 ± 0.28 +0.6 147.18 ± 0.29
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Fig. 1. Planck 2018 temperature power spectrum. At multipoles ` � 30 we show the frequency-coadded temperature spectrum
computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum estimates from the Commander
component-separation algorithm, computed over 86 % of the sky. The base-⇤CDM theoretical spectrum best fit to the Planck

TT,TE,EE+lowE+lensing likelihoods is plotted in light blue in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� diagonal uncertainties, including cosmic variance (approximated as Gaussian) and not
including uncertainties in the foreground model at ` � 30. Note that the vertical scale changes at ` = 30, where the horizontal axis
switches from logarithmic to linear.

the best-fit temperature data alone, assuming the base-⇤CDM
model, adding the beam-leakage model and fixing the Galactic
dust amplitudes to the central values of the priors obtained from
using the 353-GHz maps. This is clearly a model-dependent pro-
cedure, but given that we fit over a restricted range of multipoles,
where the TT spectra are measured to cosmic variance, the re-
sulting polarization calibrations are insensitive to small changes
in the underlying cosmological model.

In principle, the polarization e�ciencies found by fitting the
T E spectra should be consistent with those obtained from EE.
However, the polarization e�ciency at 143 ⇥ 143, c

EE

143, derived
from the EE spectrum is about 2� lower than that derived from
T E (where the � is the uncertainty of the T E estimate, of the
order of 0.02). This di↵erence may be a statistical fluctuation or
it could be a sign of residual systematics that project onto cali-
bration parameters di↵erently in EE and T E. We have investi-
gated ways of correcting for e↵ective polarization e�ciencies:
adopting the estimates from EE (which are about a factor of
2 more precise than T E) for both the T E and EE spectra (we
call this the “map-based” approach); or applying independent

estimates from T E and EE (the “spectrum-based” approach). In
the baseline Plik likelihood we use the map-based approach,
with the polarization e�ciencies fixed to the e�ciencies ob-
tained from the fits on EE:

⇣
c

EE

100

⌘
EE fit

= 1.021;
⇣
c

EE

143

⌘
EE fit

=

0.966; and
⇣
c

EE

217

⌘
EE fit

= 1.040. The CamSpec likelihood, de-
scribed in the next section, uses spectrum-based e↵ective polar-
ization e�ciency corrections, leaving an overall temperature-to-
polarization calibration free to vary within a specified prior.

The use of spectrum-based polarization e�ciency estimates
(which essentially di↵ers by applying to EE the e�ciencies
given above, and to T E the e�ciencies obtained fitting the T E

spectra,
⇣
c

EE

100

⌘
TE fit

= 1.04,
⇣
c

EE

143

⌘
TE fit

= 1.0, and
⇣
c

EE

217

⌘
TE fit

=

1.02), also has a small, but non-negligible impact on cosmo-
logical parameters. For example, for the ⇤CDM model, fitting
the Plik TT,TE,EE+lowE likelihood, using spectrum-based po-
larization e�ciencies, we find small shifts in the base-⇤CDM
parameters compared with ignoring spectrum-based polariza-
tion e�ciency corrections entirely; the largest of these shifts
are +0.5� in !b, +0.1� in !c, and +0.3� in ns (to be com-
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Fig. 2. Planck 2018 T E (top) and EE (bottom) power spectra. At multipoles ` � 30 we show the coadded frequency spectra
computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectra estimates from the SimAll likelihood
(though only the EE spectrum is used in the baseline parameter analysis at `  29). The best-fit base-⇤CDM theoretical spectrum fit
to the Planck TT,TE,EE+lowE+lensing likelihood is plotted in light blue in the upper panels. Residuals with respect to this model
are shown in the lower panels. The error bars show Gaussian ±1� diagonal uncertainties including cosmic variance. Note that the
vertical scale changes at ` = 30, where the horizontal axis switches from logarithmic to linear.
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Fig. 3. CMB lensing-potential power spectrum, as measured by
Planck (see PL2018 for a detailed description of this measure-
ment). Orange points show the full range of scales reconstructed
with a logarithmic binning, while grey bands show the error and
multipole range of the conservative band powers used for the
likelihood, with black points showing the average multipole of
the band weight. The solid line shows the best ⇤CDM fit to the
conservative points alone, and the dot-dashed line shows the pre-
diction from the best fit to the Planck CMB power spectra alone.
The dashed line shows the prediction from the best fit to the
CMB power spectra when the lensing amplitude AL is also var-
ied (AL = 1.19 for the best-fit model; see Sect. 6.2 for a detailed
discussion of AL).

sibly also systematic di↵erences between individual frequencies
that we were unable to resolve. Multipoles at L < 8 are very
sensitive to the large mean-field correction on these scales, and
hence are sensitive to the fidelity of the simulations used to esti-
mate the mean field. As described above, our baseline cosmolog-
ical results therefore conservatively use only the multipole range
8  L  400.

The Planck measurements of C
��
L

are plotted in Fig. 3, where
they are compared to the predicted spectrum from the best-fitting
base-⇤CDM model of Sect. 3, and Fig. 4 shows the correspond-
ing broad redshift ranges that contribute to the lensing band pow-
ers in the ⇤CDM model. Fig. 3 shows that the lensing data are in
excellent agreement with the predictions inferred from the CMB
power spectra in the base-⇤CDM model (�2

e↵ = 8.9 for 9 binned
conservative band-power measurements, �2

e↵ = 14.0 for 14 bins
over the full multipole range; we discuss agreement in exten-
sions to the ⇤CDM model in more detail below). The lensing
data prefer lensing power spectra that are slightly tilted towards
less power on small scales compared to the best fit to the CMB
power spectra. This small tilt pulls joint constraints a small frac-
tion of an error bar towards parameters that give a lower lensing
amplitude on small scales. Parameter results from the full mul-
tipole range would be a little tighter and largely consistent with
the conservative band powers, although preferring slightly lower
fluctuation amplitudes (see PL2018).

As described in detail in PL2018, the lensing likelihood (in
combination with some weak priors) can alone provide ⇤CDM

Fig. 4. Contributions to the conservative CMB lensing band
powers (see text and Fig. 3) as a function of redshift in
the base-⇤CDM model (evaluated here, and only here, using
the Limber approximation (LoVerde & Afshordi 2008) on all
scales). Multipole ranges of the corresponding band powers are
shown in the legend.

parameter constraints that are competitive with current galaxy
lensing and clustering, measuring

�8⌦
0.25
m = 0.589 ± 0.020 (68 %, Planck lensing). (5)

Combined with BAO (see Sect. 5.1 below) and a baryon density
prior to break the main degeneracy between H0,⌦m, and �8 (de-
scribed in PL2015), individual parameters H0, ⌦m, and �8 can
also separately be constrained to a precision of a few percent. We
use ⌦bh

2 = 0.0222 ± 0.0005 (motivated by the primordial deu-
terium abundance measurements of Cooke et al. 2018, see also
Sect. 7.6), which gives

H0 = 67.9+1.2
�1.3 km s�1Mpc�1,

�8 = 0.811 ± 0.019,

⌦m = 0.303+0.016
�0.018,

9>>>>=
>>>>;

68 %, lensing+BAO. (6)

The constraints of Eq. (5) and (6) in are in very good agreement
with the estimates derived from the Planck power spectra and are
independent of how the Planck power spectra depend on the cos-
mological model at high multipoles. This is a strong test of the
internal consistency of the Planck data. The Planck lensing con-
straints in Eqs. (5) and (6), and the consistency of these results
with the Planck power spectrum likelihoods, should be borne in
mind when comparing Planck results with other astrophysical
data (e.g., direct measurements of H0 and galaxy shear surveys,
see Sect. 5).

In this paper we focus on joint constraints with the main
Planck power spectrum results, where the lensing power spec-
trum tightens measurements of the fluctuation amplitude and im-
proves constraints on extended models, especially when allow-
ing for spatial curvature.

A peculiar feature of the Planck TT likelihood, reported in
PCP13 and PCP15, is the favouring of high values for the lens-
ing consistency parameter AL (at about 2.5�). This result is dis-
cussed in detail in Sect. 6.2. It is clear from Fig. 3, however, that
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Table 3. Minimum �2 values fitting the SPTpol spectra to the best-fit Planck and SPTpol ⇤CDM cosmologies (as described in
the text). Nb gives the number of band powers in each spectrum. The deviation of �2

min from the expectation h�2
mini = Ndof is given

by the columns labelled N�, where N� = (�2
min � Ndof)/

p
2Ndof , and Ndof = Nb � 8. The last two columns give �2

p for parameter
di↵erences (Eq. 25) and the associated PTEs.

Planck cosmology SPT cosmology

SPTpol spectrum Nb �2
min N� �2

min N� �2
p

PTE

T E + EE . . . . . . . . . . . . . . . . . . . . 112 146.1 2.91 137.4 2.31 9.85 0.08
T E . . . . . . . . . . . . . . . . . . . . . . . . . 56 71.4 2.38 70.3 2.27 3.38 0.64
EE . . . . . . . . . . . . . . . . . . . . . . . . . 56 67.3 1.96 61.4 1.37 8.21 0.15

where Cp is the covariance matrix for SPTpol parameters (we
neglect the errors in the Planck parameters, which are much
smaller). Values for �2

p
are given in Table 3 together with prob-

abilities to exceed (PTEs) computed from a �2 distribution with
five degrees of freedom. We find no evidence for any statisti-
cally significant inconsistency between the two sets of parame-
ters, even for the combined T E+EE SPTpol likelihood. We also
note that the parameter Ase

�2⌧ makes quite a large contribution to
�2

p
for the T E + EE and EE spectra, but is sensitive to possible

systematic errors in the SPTpol polarization e�ciency calibra-
tion (Henning et al. 2017, which, as discussed, is not well under-
stood). Varying the maximum multipole used in the SPTpol like-
lihood (`max), we find that the parameters of the SPTpol T E+EE

cosmology converge by `max = 2500; higher multipoles do not
contribute significantly to the SPTpol base-⇤CDM solution.

Henning et al. (2017) reported a trend for the parameters
of the base-⇤CDM cosmology to change as the SPTpol like-
lihood is extended to higher multipoles, which they suggested
may be an indication of new physics. However, this e↵ect is not
of high statistical significance and cannot be tested by the Planck

spectra, which become less sensitive than the SPTpol spectra
at multipoles >⇠ 1500. The consistency of the base-⇤CDM cos-
mology at high multipoles in polarization should become clearer
in the near future as more polarization data are accumulated by
ACTPol and SPTpol.

5. Comparison with other astrophysical data sets

5.1. Baryon acoustic oscillations

As in PCP13 and PCP15 baryon acoustic oscillation (BAO)
measurements from galaxy redshift surveys are used as the pri-
mary non-CMB astrophysical data set in this paper. The acous-
tic scale measured by BAOs, at around 147 Mpc, is much larger
than the scale of virialized structures. This separation of scales
makes BAO measurements insensitive to nonlinear physics, pro-
viding a robust geometrical test of cosmology. It is for this rea-
son that BAO measurements are given high weight compared
to other non-CMB data in this and in previous Planck papers.
BAO features in the galaxy power spectrum were first detected
by Cole et al. (2005) and Eisenstein et al. (2005). Since their dis-
covery, BAO measurements have improved in accuracy via a
number of ambitious galaxy surveys. As demonstrated in PCP13
and PCP15 BAO results from galaxy surveys have been consis-
tently in excellent agreement with the best-fit base-⇤CDM cos-
mology inferred from Planck. More recently, the redshift reach
of BAO measurements has been increased using quasar redshift
surveys and Lyman-↵ absorption lines detected in quasar spec-
tra.
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Fig. 11. Acoustic-scale distance measurements divided by the
corresponding mean distance ratio from Planck TT,TE,EE
+lowE+lensing in the base-⇤CDM model. The points, with
their 1� error bars are as follows: green star, 6dFGS
(Beutler et al. 2011); magenta square, SDSS MGS (Ross et al.
2015); red triangles, BOSS DR12 (Alam et al. 2017); small
blue circles, WiggleZ (as analysed by Kazin et al. 2014);
large dark blue triangle, DES (DES Collaboration 2017c); cyan
cross, DR14 LRG (Bautista et al. 2017b); red circle, SDSS
quasars (Ata et al. 2017); and orange hexagon, BOSS Lyman-
↵ (du Mas des Bourboux et al. 2017). The green point with ma-
genta dashed line is the 6dFGS and MGS joint analysis result
of Carter et al. (2018). All ratios are for the averaged distance
DV(z), except for DES and BOSS Lyman-↵, where the ratio plot-
ted is DM (results for H(z) are shown separately in Fig. 16). The
grey bands show the 68 % and 95 % confidence ranges allowed
for the ratio DV(z)/rdrag by Planck TT,TE,EE+lowE+lensing
(bands for DM/rdrag are very similar).

Figure 11 summarizes the latest BAO results, updating fig-
ure 14 of PCP15. This plot shows the acoustic-scale distance
ratio DV(z)/rdrag measured from surveys with e↵ective redshift
z, divided by the mean acoustic-scale ratio in the base-⇤CDM
cosmology using Planck TT,TE,EE+lowE+lensing. Here rdrag is
the comoving sound horizon at the end of the baryon drag epoch
and DV is a combination of the comoving angular diameter dis-
tance DM(z) and Hubble parameter H(z):

DV(z) =
"
D

2
M(z)

cz

H(z)

#1/3
. (26)
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Fig. 14. Constraints on the growth rate of fluctuations from
various redshift surveys in the base-⇤CDM model: dark
cyan, 6dFGS and velocities fron SNe Ia (Huterer et al. 2017);
green, 6dFGRS (Beutler et al. 2012); purple square, SDSS
MGS (Howlett et al. 2015); cyan cross, SDSS LRG (Oka et al.
2014); dark red, GAMA (Blake et al. 2013); red, BOSS
DR12 (Alam et al. 2017); blue, WiggleZ (Blake et al. 2012);
olive, VIPERS (Pezzotta et al. 2017); dark blue, FastSound
(Okumura et al. 2016); and orange, BOSS DR14 quasars
(Zarrouk et al. 2018). Where measurements are reported in cor-
relation with other variables, we here show the marginalized pos-
terior means and errors. Grey bands show the 68 % and 95 %
confidence ranges allowed by Planck TT,TE,EE+lowE+lensing.

d ln D/d ln a. For ⇤CDM, d ln D/d ln a ⇡ ⌦0.55
m (z). We follow

PCP15, defining

f �8 ⌘

h
�(vd)

8 (z)
i2

�(dd)
8 (z)

, (29)

where �(vd)
8 is the density-velocity correlation in spheres of ra-

dius 8 h
�1Mpc in linear theory.

Measuring f �8 requires modelling nonlinearities and scale-
dependent bias and is considerably more complicated than es-
timating the BAO scale from galaxy surveys. One key problem
is deciding on the precise range of scales that can be used in
an RSD analysis, since there is a need to balance potential sys-
tematic errors associated with modelling nonlinearities against
reducing statistical errors by extending to smaller scales. In addi-
tion, there is a partial degeneracy between distortions caused by
peculiar motions and the Alcock-Paczynski e↵ect. Nevertheless,
there have been substantial improvements in modelling RSDs in
the last few years, including extensive tests of systematic errors
using numerical simulations. Di↵erent techniques for measur-
ing f �8 are now consistent to within a few percent (Alam et al.
2017).

Figure 14, showing f �8 as a function of redshift, is an up-
date of figure 16 from PCP15. The most significant changes from
PCP15 are the new high precision measurements from BOSS
DR12, shown as the red points. These points are the “consen-
sus” BOSS D12 results from Alam et al. (2017), which aver-
ages the results from four di↵erent ways of analysing the DR12
data (Beutler et al. 2017; Grieb et al. 2017; Sánchez et al. 2017;
Satpathy et al. 2017). These results are in excellent agreement

with the Planck base ⇤CDM cosmology (see also Fig. 15) and
provide the tightest constraints to date on the growth rate of fluc-
tuations. We have updated the VIPERS constraints to those of
the second public data release (Pezzotta et al. 2017) and added
a data point from the Galaxy and Mass Assembly (GAMA) red-
shift survey (Blake et al. 2012). Two new surveys have extended
the reach of RSD measurements (albeit with large errors) to
redshifts greater than unity: the deep FASTSOUND emission
line redshift survey (Okumura et al. 2016); and the BOSS DR14
quasar survey (Zarrouk et al. 2018). We have also added a new
low redshift estimate of f �8 from Huterer et al. (2017) at an ef-
fective redshift of ze↵ = 0.023, which is based on correlating
deviations from the mean magnitude-redshift relation of SNe in
the Pantheon sample with estimates of the nearby peculiar veloc-
ity field determined from the 6dF Galaxy Survey (Springob et al.
2014). As can be seen from Fig. 14, these growth rate measure-
ments are consistent with the Planck base-⇤CDM cosmology
over the entire redshift range 0.023 < ze↵ < 1.52.

Since the BOSS-DR12 estimates provide the strongest con-
straints on RSDs, it is worth comparing these results with Planck

in greater detail. Here we use the “full-shape consensus” re-
sults17 on DV , f �8, and FAP for each of the three redshift bins
from Alam et al. (2017) and the associated 9⇥ 9 covariance ma-
trix, where FAP is the Alcock-Paczinski parameter

FAP(z) = DM(z)
H(z)

c
. (30)

Figure 15 shows the constraints from BOSS-DR12 on f �8 and
FAP marginalized over DV . Planck base-⇤CDM constraints are
shown by the red and green contours. For each redshift bin,
the Planck best-fit values of f �8 and FAP lie within the 68 %
contours from BOSS-DR12. Figure 15 highlights the impres-
sive consistency of the base-⇤CDM cosmology from the high
redshifts probed by the CMB to the low redshifts sampled by
BOSS.

5.4. The Hubble constant

Perhaps the most controversial tension between the Planck

⇤CDM model and astrophysical data is the discrepancy with
direct measurements of the Hubble constant H0. PCP13 re-
ported a value of H0 = (67.3 ± 1.2) km s�1Mpc�1 for the
base-⇤CDM cosmology, substantially lower that the distance-
ladder estimate of H0 = (73.8 ± 2.4) km s�1Mpc�1 from
the SH0ES18 project (Riess et al. 2011) and other H0 stud-
ies (e.g., Freedman et al. 2001, 2012). Since then, additional
data acquired as part of the SH0ES project (Riess et al. 2016;
Riess et al. 2018a, hereafter R18) has exacerbated the tension.
R18 conclude that H0 = (73.48± 1.66) km s�1Mpc�1, compared
to our Planck TT,TE,EE+lowE+lensing estimate from Table 1
of H0 = (67.27 ± 0.60) km s�1Mpc�1. Using Gaia parallaxes
Riess et al. (2018b) recently slightly tightened their measure-
ment19 to H0 = (73.52 ± 1.62) km s�1Mpc�1. Interestingly, the
central values of the SH0ES and Planck estimates have hardly

17When using RSDs to constraint dark energy in Sect. 7.4, we use the
alternative DM, H, and f �8 parameterization from Alam et al. (2017)
for consistency with the DR12 BAO-only likelihood that we use else-
where.

18SN, H0, for the Equation of State of dark energy.
19By default in this paper (and in the PLA) we use the Riess et al.

(2018a) number (available at the time we ran our parameter chains)
unless otherwise stated; using the updated number would make no sig-
nificant di↵erence to our conclusions.
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Fig. 19. Base-⇤CDM model 68 % and 95 % constraint contours
on the matter-density parameter ⌦m and fluctuation amplitude
�8 from DES lensing (Troxel et al. 2017, green), Planck CMB
lensing (grey), and the joint lensing constraint (red). For compar-
ison, the dashed line shows the constraint from the DES cosmic
shear plus galaxy-clustering joint analysis (DES Collaboration
2017a), the dotted line the constraint from the original KiDS-450
analysis (Hildebrandt et al. 2017, without the corrections con-
sidered in Troxel et al. 2018), and the blue filled contour shows
the independent constraint from the Planck CMB power spectra.

fits are shown in Fig. 18. Note that intrinsic alignments con-
tribute significantly to the observed shear correlation functions
(as shown by the dotted lines in the figure). This introduces ad-
ditional modelling uncertainty and a possible source of bias if
the intrinsic alignment model is not correct. The DES model is
validated in Troxel et al. (2017); Krause et al. (2017).

Figure 19 shows the constraints in the ⌦m–�8 plane from
DES lensing, compared to the constraints from the CMB power
spectra and CMB lensing. The DES cosmic shear constraint is of
comparable statistical power to CMB lensing, but due to the sig-
nificantly lower mean source redshift, the degeneracy directions
are di↵erent (with DES cosmic shear approximately constrain-
ing ⌦m�0.5

8 and CMB lensing constraining ⌦m�0.25
8 ). The corre-

lation between the DES cosmic shear and CMB lensing results
is relatively small, since the sky area of the CMB reconstruction
is much larger than that for DES, and it is also mostly not at
high signal-to-noise ratio. Neglecting the cross-correlation, we
combine the DES and Planck lensing results to break a large
part of the degeneracy, giving a substantially tighter constraint
than either alone. The lensing results separately, and jointly, are
both consistent with the main Planck power-spectrum results,
although preferring �8 and ⌦m values at the lower end of those
allowed by Planck. The DES joint analysis of lensing and clus-
tering is also marginally consistent, but with posteriors prefer-
ring lower values of ⌦m (see the next subsection). Overlap of
contours in a marginalized 2D subspace does not of course guar-
antee consistency in the full parameter space. However, the val-
ues of the Hubble parameter in the region of ⌦m–�8 parameter
space consistent with Planck ⌦m and �8 are also consistent with
Planck’s value of H0. A joint analysis of DES with BAO and a
BBN baryon-density constraint gives values of the Hubble pa-

Planck power spectrum constraints are much less sensitive to priors and
we use our default priors for those.

rameter that are very consistent with the Planck power spectrum
analysis (DES Collaboration 2017b).

5.6. Galaxy clustering and cross-correlation

The power spectrum of tracers of large-scale structure can yield
a biased estimate of the matter power spectrum, which can then
be used as a probe of cosmology. For adiabatic Gaussian ini-
tial perturbations the bias is expected to be constant on large
scales where the tracers are out of causal contact with each
other, and nearly constant on scales where nonlinear growth
e↵ects are small. Much more information is available if small
scales can also be used, but this requires detailed modelling of
perturbative biases out to k ⇡ 0.3–0.6 Mpc�1, and fully non-
linear predictions beyond that. Any violation of scale-invariant
bias on super-horizon scales would be a robust test for non-
Gaussian initial perturbations protected by causality (Dalal et al.
2008). However, using the shape of the biased-tracer power
spectrum on smaller scales to constrain cosmology requires at
least a model of constant bias parameters for each population at
each redshift, and, as precision is increased, or smaller scales
probed, a model for the scale dependence of the bias. Early
galaxy surveys provided cosmology constraints that were com-
petitive with those from CMB power spectrum measurements
(e.g., Percival et al. 2001), but as precision has improved, fo-
cus has mainly moved away to using the cleaner BAO and RSD
measurements and, in parallel, developing ways to get the quasi-
linear theoretical predictions under better control. Most recent
studies of galaxy clustering have focussed on investigating bias
rather than background cosmology, with the notable exception
of WiggleZ (Parkinson et al. 2012).

Here we focus on the first-year DES survey measurement
of galaxy clustering (Elvin-Poole et al. 2017) and the cross-
correlation with galaxy lensing (Prat et al. 2017, “galaxy-galaxy
lensing”). By simultaneously fitting for the clustering, lensing,
and cross-correlation, the bias parameters can be constrained
empirically (DES Collaboration 2017a). Similar analyses using
KiDS lensing data combined with spectroscopic surveys have
been performed by van Uitert et al. (2018) and Joudaki et al.
(2018).

To keep the theoretical model under control (nearly in the
linear regime), DES exclude all correlations on scales where
modelling uncertainties in the nonlinear regime could begin to
bias parameter constraints (at the price of substantially reduc-
ing the total statistical power available in the data). Assuming
a constant bias parameter for each of the given source red-
shift bins, parameter constraints are obtained after marginaliz-
ing over the bias, as well as a photometric redshift window
mid-point shift parameter to account for redshift uncertainties.
Together with galaxy lensing parameters, the full joint analysis
has 20 nuisance parameters. Although this is a relatively com-
plex nuisance-parameter model, it clearly does not fully model
all possible sources of error: for example, correlations between
redshift bins may depend on photometric redshift uncertainties
that are not well captured by a single shift in the mean of each
window’s population. However, Troxel et al. (2017) estimate
that the impact on parameters is below 0.5� for all more com-
plex models they considered. The DES theoretical model for the
correlation functions (which we follow) neglects redshift-space
distortions, and assumes that the bias is constant in redshift and k

across each redshift bin; these may be adequate approximations
for current noise levels and data cuts, but will likely need to be
re-examined in the future as statistical errors improve.
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from Fig. 11 that the combined BAO likelihood for the lower
redshift points is dominated by the BOSS measurements.

In the base-⇤CDM model, the Planck data constrain the
Hubble constant H0 and matter density ⌦m to high precision:

H0 = (67.36 ± 0.54) km s�1Mpc�1,

⌦m = 0.3158 ± 0.0073,

)
68 %, TT,TE,EE
+lowE+lensing. (27)

With the addition of the BAO measurements, these constraints
are strengthened to

H0 = (67.66 ± 0.42) km s�1Mpc�1,

⌦m = 0.3111 ± 0.0056,

) 68 %, TT,TE,EE
+lowE+lensing
+BAO.

(28)

These numbers are in very good agreement with the constraints
given in Eq. (6), which exclude the high-multipole Planck like-
lihood. Section 5.4 discusses the consistency of direct measure-
ments of H0 with these estimates and Hubble parameter mea-
surements from the line-of-sight component of BAOs at higher
redshift.

As discussed above, we have excluded Ly↵ BAOs from
our default BAO compilation. The full likelihood for the
combined Ly↵ and Ly↵-quasar cross-correlations reported in
du Mas des Bourboux et al. (2017) is not yet available; never-
theless, we can get an indication of the impact of including
these measurements by assuming uncorrelated Gaussian errors
on DM/rdrag and rdragH. Adding these measurements to Planck

TT,TE,EE+lowE and our default BAO compilation shifts H0
higher, and ⌦mh

2 and �8 lower, by approximately 0.3�. The
joint Planck+BAO result then gives DM/rdrag and rdragH at z =
2.4 lower by 0.25 and 0.3 of Planck’s �, leaving the overall
2.3� tension with these results almost unchanged. As shown by
Aubourg et al. (2015), it is di�cult to construct well-motivated
extensions to the base-⇤CDM model that can resolve the tension
with the Ly↵ BAOs. Further work is needed to assess whether
the discrepancy between Planck and the Ly↵ BAO results is a
statistical fluctuation, is caused by small systematic errors, or is
a signature of new physics.

5.2. Type Ia supernovae

The use of type Ia supernovae (SNe) as standard candles has
been of critical importance to cosmology, leading to the discov-
ery of cosmic acceleration (Riess et al. 1998; Perlmutter et al.
1999). For ⇤CDM models, however, SNe data have little statis-
tical power compared to Planck and BAO and in this paper they
are used mainly to test models involving evolving dark energy
and modified gravity. For these extensions of the base cosmol-
ogy, SNe data are useful in fixing the background cosmology at
low redshifts where there is not enough volume to allow high
precision constraints from BAO.

In PCP15 we used the “Joint Light-curve Analysis” (JLA)
sample constructed from the SNLS and SDSS SNe plus sev-
eral samples of low redshift SNe described in Betoule et al.
(2013, 2014) and Mosher et al. (2014). In this paper, we use
the new ‘Pantheon’ sample of Scolnic et al. (2018), which adds
276 supernovae from the Pan-STARRS1 Medium Deep Survey
at 0.03 < z < 0.65 and various low-redshift and HST sam-
ples to give a total of 1048 supernovae spanning the redshift
range 0.01 < z < 2.3. The Pantheon compilation applies cross-
calibrations of the photometric systems of all of the sub-samples
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Fig. 13. Distance modulus µ = 5 log10(DL)+constant (where DL
is the luminosity distance) for supernovae in the Pantheon sam-
ple (Scolnic et al. 2018) with 1� errors, compared to the Planck

TT,TE,EE+lowE+lensing ⇤CDM best fit. Supernovae that were
also in the older Joint Lightcurve Analysis (Betoule et al. 2014,
JLA) sample are shown in blue. The peak absolute magnitudes of
the SNe, corrected for light curve shape, colour and host-galaxy
mass correlations (see Eq. 3 of Scolnic et al. 2018), are fixed to
an absolute distance scale using the H0 value from the Planck

best fit. The lower panel shows the binned errors, with equal
numbers of supernovae per redshift bin (except for the two high-
est redshift bins). The grey bands show the ±1 and 2� bounds
from the Planck TT,TE,EE+lowE+lensing chains, where each
model is calibrated to the best fit as for the data.

used to construct the final catalogue (Scolnic et al. 2015), re-
ducing the impact of calibration systematics on cosmology. The
Pantheon data are compared to the predictions of the Planck

TT,TE,EE+lowE+lensing base ⇤CDM model best fit in Fig. 13.
The agreement is excellent. The JLA and Pantheon samples are
consistent with each other (with Pantheon providing tighter con-
straints on cosmological parameters) and there would be no sig-
nificant change to our science conclusions had we chosen to use
the JLA sample in this paper. To illustrate this point we give
results for a selection of models using both samples in the pa-
rameter tables available in the PLA; Fig. 17, illustrating inverse
distance ladder constraints on H0 (see Sect. 5.4), shows a spe-
cific example.

5.3. Redshift-space distortions

The clustering of galaxies observed in a redshift survey exhibits
anisotropies induced by peculiar motions (known as redshift-
space distortions, RSDs). Measurement of RSDs can provide
constraints on the growth rate of structure and the amplitude of
the matter power spectrum (e.g., Percival & White 2009). Since
it uses non-relativistic tracers, RSDs are sensitive to the time-
time component of the metric perturbation or the Newtonian po-
tential. A comparison of the amplitude inferred from RSDs with
that inferred from lensing (sensitive to the Weyl potential, see
Sect. 7.4). provides a test of General Relativity.

Measurements of RSDs are usually quoted as constraints
on f �8, where for models with scale-independent growth f =

23

SN %-level %-level %-level 

10 %-level 10 %-level 

Model independent H(z) reconstruction using the cosmic inverse distance ladder 5

Dataset ze↵ Measurement Constraint
6dFGS 0.106 rd/DV (ze↵) 0.336± 0.015

BOSS DR12 0.38 DM (ze↵)rd,fid/rd 1512± 25 Mpc
H(ze↵)rd/rd,fid 81.2± 2.4 km s�1Mpc�1

0.51 DM (ze↵)rd,fid/rd 1975± 30 Mpc
H(ze↵)rd/rd,fid 90.9± 2.3 km s�1Mpc�1

0.61 DM (ze↵)rd,fid/rd 2307± 37 Mpc
H(ze↵)rd/rd,fid 99.0± 2.5 km s�1Mpc�1

eBOSS DR14 QSO 1.52 DA(ze↵)rd,fid/rd 1850+90
�115 Mpc

H(ze↵)rd/rd,fid 159+12
�13 km s�1Mpc�1

BOSS DR12 Ly↵ 2.33 DM (ze↵)/rd 37.8± 2.1
c/(H(ze↵)rd) 9.07± 0.31

BOSS DR12 QSOxLy↵ 2.40 DM (ze↵)/rd 35.7± 1.7
c/(H(ze↵)rd) 9.01± 0.36

Table 1. BAO measurements used in this paper. ze↵ gives the e↵ective redshift for each measurement. The BOSS DR12 and eBOSS
DR14 QSO analyses adopt a fiducial sound horizon of rd,fid = 147.78 Mpc. Note that Beutler et al. (2011) use the Eisenstein & Hu
(1998) formulae to calculate rd.

Figure 2. H(z) reconstruction for the epsilon model (left hand panels) and log model (right hand panels) for the Planck and WMAP
priors on rd: The blue lines show the best fits, and the bands show the allowed one and two sigma ranges. The red points show the
BAO estimates on H(z) from Table 1 plotted assuming the central values of the priors on rd. The R18 SH0ES forward distance ladder
estimate of H0 = 73.48± 1.66 km s�1Mpc�1 is plotted as the green point in each panel.
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LCDM: The standard model for the last 20 years 

The history of the Universe before the 
hot phase of the big bang 
• How where the initial seeds created?

• Was anything else left from before the 
hot phase of the BB?

Composition • What are the properties of the DM 
and the DE Curvature


• How was the dark matter created?

• Baryogenesis

• Neutrino masses

Initial conditions

• First stars

• Galaxy formation

• SM black holes

Astrophysical uncertainties

Potential for new physics



Looking towards the future

•There are many questions still open on Cosmology, eg. the origin of the 
primordial seeds, neutrino masses, the evolution of the dark energy.


•We expect to get answers to some of these questions from the studies 
of the clustering of matter on large scales. These are scales where the 
dynamics is simple, linear theory captures it very well but there are 
small corrections. Those corrections however are larger than the 
observational errors and cannot be calculated from first principles.


•What is the theory that describes the dynamics on very large scales? 
What is needed to compute these small corrections both consistently 
and accurately? 


•The fact that on small scales the dynamics is complicated, modifies in 
fundamental ways the theory that describe the evolution on large 
scales. Although this field has a long history, only recently have 
consistent calculations of this small corrections become available. 



Large Scale Structure

The distribution of matter on large scales encodes interesting information 
about Cosmology. There are several complications: 1. On small scales the 
dynamics is complicated and 2.  we use discrete objects to trace the 
distribution of matter 3. Clustering appears anisotropic as peculiar velocities 
distort the apparent radial position of objects. 4. We cannot predict the 
small scales from first principles.  



Our results are in 1909.05277, 1912. 08208 and 2002.04035

Data Veff [(Gpc/h)3] V [(Gpc/h)3]

low-z NGC 0.84 1.46

low-z SGC 0.31 0.53

high-z NGC 0.93 2.8

high-z SGC 0.34 1.03

Table 2: Effective and comoving volumes for four independent samples of BOSS
DR12.

3.2 Power Spectra and Covariance Matrices

The BOSS survey has measured the spectroscopic redshifts of 1 198 006 galaxies
using the SDSS multi-fibre spectrographs and multi-color SDSS imaging (see [62]
and references therein). The BOSS-DR 12 galaxy sample spans over the redshift
range 0.2 < z < 0.75. The data include four different selections: LOWZ, LOWZE2,
LOWZE3, CMASS. They are combined into two non-overlapping redshift bins with
zeff = 0.38 and zeff = 0.61. Each redshift bin sample is additionally divided into two
sub-samples depending on the Galactic hemisphere where the galaxies are observed.
These are called “South and North Galactic Cap” (SGC and NGC). To avoid con-
fusion with the previous selections analyzed, e.g. in [5], we will call the two redshift
bins simply “low-z” and “high-z”. Note that each of the four data chunks has a dif-
ferent selection function and therefore represents a different galaxy population [62].
The comoving and effective volumes of the BOSS data samples are listed in Table 2.
To obtain these numbers, the observed angles and redshifts were converted into co-
moving distances assuming the following fiducial parameters: h = 0.676, ⌦m = 0.31,
which were also used to create galaxy catalogs.11 Any departure of the real cosmology
from the fiducial one is accounted for by explicitly including the Alcock-Pazcynski
effect in our theoretical model. The mean number density of each sample is ap-
proximately n̄ ⇠ 3⇥ 10�4 (h/Mpc)3, implying that the shot noise is not a dominant
contribution to the galaxy power spectrum on the mildly non-linear scales.

We use the redshift space power spectrum monopole (` = 0) and quadrupole
(` = 2) of the publicly available data from BOSS DR12. The spectra are binned
with the bin size �k = 0.005 h/Mpc in the wavenumber range [0.0025, 0.25] h/Mpc.
Our baseline analysis is performed for kmax = 0.25h/Mpc, which contains 50 k-
bins in each multipole. We have checked that our method can recover the correct
cosmology from mock catalogs for this choice of kmax (see Appendix B).

Window function. We incorporate the effects of the survey geometry following the
procedure described in [6]. The theory multipoles are first transformed to position

11Throughout this paper we will use h and the present day Hubble parameter
H0 = h · 100 km s�1Mpc�1 interchangeably.
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The BOSS survey

This can be contrasted with the previous full-shape studies, which kept the shape
totally fixed.

In principle, the priors on !b, ns, and
P

m⌫ are not necessary for our analysis.
However, given that the BOSS data are not very sensitive to these parameters, we
prefer to fix, or nearly fix them by priors, which are ultimately CMB-motivated.
This is reasonable keeping in mind an eventual combination of BOSS with other
cosmological probes in order to pin down one correct model that would explain all
the observed phenomena in the Universe.
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Figure 1: Left panel : The posterior distribution for the late-Universe parameters
H0,⌦m and �8 obtained with priors on !b from Planck (gray contours) and BBN (blue
contours). For comparison we also show the Planck 2018 posterior (red contours) for
the same model (flat ⇤CDM with massive neutrinos). Right panel : The monopole
(black dots) and quadrupole (blue dots) power spectra moments of the BOSS data for
high-z (upper panel) and low-z (lower panel) north galactic cap (NGC) samples, along
with the best-fit theoretical model curves. The corresponding best-fit theoretical
spectra are plotted in solid black and blue. H0 is quoted in units [km/s/Mpc].

The outcome of our analyses is shown in Fig. 1, where we display the final
triangle plot (left panel) and best-fit spectra for two BOSS data samples with the
biggest volume7 (right panel). The inferred cosmological parameters are given in
Table 1. We have chosen to present the parameters H0, ⌦m and �8 as our main
results because they are more common in the LSS literature and because they are
close to the actual principal components of the BOSS data.

7These are high-z and low-z north galactic cap (NGC) samples.

– 7 –

Spectra we used. Selection of samples 
slightly different from chuck to chunk 
so we allow different bias parameters. 


Covariance from patchy mocks, results 
independent of details of covariance 
(analytic covariance from Scoccimarro 
or Gaussian covariance give same 
results)  

Baryon Oscillation Spectroscopic 
Survey. Map luminous red galaxies. 
Primary objective BAO.  Observations 
2009-2014  Latest papers DR12 2016




Ingredients needed to model LSS data

• Non-linear model for the dark matter evolution [PT or N-body]


• Relation between dark matter and galaxies (this depends on 
small scale physics we cannot yet simulate from first principles 
or have measured in the necessary detail. Details of this relation 
also depend on how the galaxies are selected.) [Biasing model or 
Hydro-simulation + subgrid]. 


• Noise from the fact measurements are discrete points. Typically 
one galaxy per 10 Mpc size cube [Poisson + corrections].


All these ingredients are important to make the predictions. As you 
go towards smaller scales the model are less and less under 
control.  



Size of selected contributions

linear 1-loop

Shot noise

data error
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Monopole contributions

We are operating in a 
regime where the non-
linear corrections are small 
but larger than the error 
bars which are very small. 


This regime is perfectly 
suitable for perturbative 
type approaches which 
has several advantages. 

Future surveys will operate in a similar regime. 
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companion papers [31, 32] we compare perturbation theory with the results of numerical simulations for the same
initial conditions. This is a more stringent test than what is presented here. Our goal in this paper is to reproduce the
comparison method used in the literature and try to relate the result to what we see in the more detailed comparison.
We will find that in terms of the maximum k where the perturbative calculation can be trusted both results agree.

This paper is organized as follows. After a brief review of the EFT of LSS, we consider in more detail the UV
sensitivity of the one- and two-loop integrals in Sec. II B and IIC. From the UV sensitivity, we derive our ansatz for
the two-loop counterterms in Sec. IID and an even simpler procedure for the counterterms is discussed in Sec. II E. In
Sec. III we compare our approach with numerical simulations and present our results. Also, we discuss the two-point
correlations functions that involve momentum.

II. THE EFT OF LSS

In the EFT of LSS one sets to solve perturbatively the following equations:

@⌧� + @i[(1 + �)vi] = @iu
i ,

@⌧v
i + Hvi + @i�+ vj@jv

i = �
1

a⇢
@j⌧

ij , (1)

4� =
3

2
H

2⌦m� .

These equations di↵er from those of SPT [3] due to the addition of new source term, ui in the continuity equation
and a stress tensor source ⌧ ij in the Euler equation. These sources arise from small scales, where the perturbative
solution of SPT is not applicable. In the EFT of LSS they have to be modeled as they arise from modes that are
outside the range of applicability of the theory and thus result in the introduction of free parameters. The EFT of
LSS provides an organizing framework for how to model these sources, providing a list of terms with their associated
free parameters that need to be introduced to achieve a desired accuracy.

For simplicity, in the discussion that follows we concentrate on the stresses that appear in the Euler equation. In
this paper we will not consider velocity statistics, but only statistics involving the density and the momentum. In
such case it su�ces to discuss the stresses in the Euler equation as the e↵ects from ui in the statistics we will consider
can be mimicked by changing ⌧ ij . In any case, all the conceptual points we will make below are applicable to both
⌧ ij and ui.

The ⌧ ij stresses come in two di↵erent forms. Some of these stresses can be computed in terms of the perturbative
solution, others cannot. For the latter one only has a model for the statistical properties of those stresses. It is
convenient to decompose the velocity field into its gradient and curl pieces. At the order we will work in this paper
only the gradient component will be relevant, thus the stresses we need to model only enter through a scalar quantity:

⌧✓ ⌘ �@i


1

a⇢
@j⌧

j

�
= ⌧det✓ + ⌧ stoch✓ . (2)

The deterministic part of the stresses ⌧det✓ can be modelled perturbatively. In the EFT we write schematically

⌧det✓ = ⌧det✓ [@i@j �̄]. (3)

The deterministic part of the stresses is a local function of the perturbative solution, and we have used the equivalence
principle to demand that it can only depend on second derivatives of the gravitational potential (higher spatial deriva-
tives and time derivatives can also appear). We have introduced �̄ = �/(3/2H2⌦m) so that @i@j �̄ is dimensionless
and 4�̄ = �. For the stochastic part, all we can do is model the statistical properties of ⌧ stoch✓ .

In the EFT of LSS ⌧det✓ is modeled as a power series in @i@j �̄ and its spatial and time derivatives. In addition
to the equivalence principle, mass and momentum conservation restrict the form of both ⌧det✓ and of the statistical
properties of ⌧ stoch✓ . In particular in Fourier space ⌧det✓ (k) needs to go to zero at least as k2 faster than the density
when k ! 0 and the power spectrum of ⌧ stoch✓ should go to zero at least as k4.

To calculate the one-loop power spectra in ⇤CDM, only the lowest order piece of ⌧det✓ is relevant. It is given by

⌧det✓

��
LO

= �d24�(1) = �d244�̄(1) , (4)

where �(1) is the linear solution of perturbation theory. In this formulation, because ⌧det✓ acts as a source in the
equations of motion, the time dependence of d2 will a↵ect the results. In particular it will be relevant to determine
the relative sizes of the corrections in the di↵erent two point functions involving � and ✓.

What theory describes the 
dynamics on large scales?
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FIG. 1. Diagrams for the tree level, one- and two-loop expressions of the SPT power spectrum.

The case of the one loop bispectrum has already been considered in the literature [18, 19]. In that case the second
order counterterms are needed. This introduces three additional parameters for the spatial structure of ⌧det✓ . One can
write:

⌧det✓

��
NLO

= �d24[�(1) + �(2)] � e14�2
(1)

� e24(sij(1)s
ij
(1)

) � e3@is
ij
(1)

@j�(1), (5)

with

sij =

✓
@i@j �

1

3
�(K)

ij 4

◆
�̄. (6)

In principle, d, e1, e2 and e3 could be fixed by measuring both the power spectra and bispectrum. In practice however,
with current simulations there are significant degeneracies among these di↵erent parameters. In practice, making an
ansatz for the ratios, scaling all counterterms by the same amplitude and fitting for this overall amplitude parameter,
seems good enough to explain simulation measurements [18].

In this paper we are interested in performing a two-loop calculation for the power spectrum and thus we would have
to model the stresses up to third order in the fields. Modeling these terms will increase the number of parameters even
further. At the level of the two point function however, some of these parameters will be degenerate. In principle,
one could disentangle all the new parameters comparing the predictions with the four point function measured from
simulations. In practice the necessary signal to noise ratio to do this is probably not available in the current generation
of simulations and a simple ansatz for the ratios of amplitudes of the various terms could be good enough. In any
case, in this paper we will only compare results against measurements of the two point function and thus we will not
have enough information to distinguish all the parameters. Furthermore, in this type of exercise one runs the risk
of overfitting the power spectra simply because one is introducing too many additional free parameters. In order to
avoid this, one should compare the results of perturbative calculations with simulations at the level of the fields as was
done in [31] for the Lagrangian displacement and in [32] for the density. In this paper we will adopt a simple ansatz
for the size of the various counterterms and only keep one overall free amplitude as a parameter. We will discuss this
in the next sections.

A. Perturbative solution and counterterms

In Standard Perturbation Theory (SPT, for a review see[3]) the perturbative solution of the equations of motion
has the following structure,

� = �(1) + �(2) + �(3) + �(4) + �(5) + · · · (7)

where �(n) depends on the initial conditions to the n-th power and we have only written terms relevant for the two loop
calculation of the two point function. When computing the power spectrum, one considers the averages of h�(n)�(m)i.
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scales, after integrating out the short 
scale modes (EFT of LSS). 
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FIG. 1. Diagrams for the tree level, one- and two-loop expressions of the SPT power spectrum.
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In principle, d, e1, e2 and e3 could be fixed by measuring both the power spectra and bispectrum. In practice however,
with current simulations there are significant degeneracies among these di↵erent parameters. In practice, making an
ansatz for the ratios, scaling all counterterms by the same amplitude and fitting for this overall amplitude parameter,
seems good enough to explain simulation measurements [18].

In this paper we are interested in performing a two-loop calculation for the power spectrum and thus we would have
to model the stresses up to third order in the fields. Modeling these terms will increase the number of parameters even
further. At the level of the two point function however, some of these parameters will be degenerate. In principle,
one could disentangle all the new parameters comparing the predictions with the four point function measured from
simulations. In practice the necessary signal to noise ratio to do this is probably not available in the current generation
of simulations and a simple ansatz for the ratios of amplitudes of the various terms could be good enough. In any
case, in this paper we will only compare results against measurements of the two point function and thus we will not
have enough information to distinguish all the parameters. Furthermore, in this type of exercise one runs the risk
of overfitting the power spectra simply because one is introducing too many additional free parameters. In order to
avoid this, one should compare the results of perturbative calculations with simulations at the level of the fields as was
done in [31] for the Lagrangian displacement and in [32] for the density. In this paper we will adopt a simple ansatz
for the size of the various counterterms and only keep one overall free amplitude as a parameter. We will discuss this
in the next sections.

A. Perturbative solution and counterterms

In Standard Perturbation Theory (SPT, for a review see[3]) the perturbative solution of the equations of motion
has the following structure,

� = �(1) + �(2) + �(3) + �(4) + �(5) + · · · (7)

where �(n) depends on the initial conditions to the n-th power and we have only written terms relevant for the two loop
calculation of the two point function. When computing the power spectrum, one considers the averages of h�(n)�(m)i.

Solve equations for density and velocity in powers of the over density then compute N-point 
function. 

Solutions for various statistics like the power spectrum is a series in powers of the initial power 
spectrum. 
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Standard Perturbation Theory

At this scale the 2-loop EFT is good to 1 %

Linear  Theory

6

FIG. 1: SPT power spectrum at linear (black; dotted), 1-loop (red; solid), and 2-loop (blue; dashed) order. The squares with
error bars show the mean and error from our N-body simulations. The four panels show ΛCDM (left) and cCDM (right) at
redshifts 1 (top) and 0 (bottom). Each curve has been divided by the no-wiggle power spectrum of [40] to reduce the dynamic
range. We also indicate the domain of validity of 1-loop SPT according to the heuristic prescription of [41] (∆2 < 0.4), and
according to the criterion P (3) < α PL for α = 0.01, 0.03.

in this direction could be important.

Figure 3 shows the predicted power spectrum for the
remainder of the theories that we consider in this work.
With Figures 1 and 2, these figures give an overview of
the agreement between our N-body simulations and the
perturbation theories for ΛCDM and cCDM. Some of
the trends can be seen easily in these figures, and are
generic across cosmologies and redshifts. For instance 1-
loop SPT, which is the same as 1-loop LPT, always over-
predicts P (k) at high k. Lagrangian resummation theory
on the other hand is much too strongly damped beyond
the first wiggle. Large-N theory more or less traces 1-
loop SPT before turning over, while time-RG theory and
RGPT follow the general trends of the N-body data with-
out fitting any particular feature precisely. (Note that
the nearly perfect agreement between RGPT and sim-

ulations for cCDM at z = 1 is likely spurious, as this
level of agreement is not seen for other cosmologies or at
other redshifts.) RPT and closure give nearly identical
tree-level predictions, and very similar 1-loop predictions
for P (k). Closure theory appears to benefit greatly from
going to 2-loop order, whereas for RPT even at z = 1 it
appears that 2-loop does worse than 1-loop.

While we have run many realizations of each cosmol-
ogy to reduce run-to-run variance, one sees in Figures 1,
2 and 3 that the N-body data are still noisy at low k,
which makes it difficult to make quantitative statements
about the performance of the perturbation theories. To
overcome this we define a ‘reference spectrum’ which in-
terpolates the N-body results at high and intermediate
k with the 1-loop SPT calculation at low k. This elimi-
nates the large scatter from the finite number of modes
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FIG. 10. Ratio of the data to the various PT models at redshifts z = 0, 0.5, 1, 2 from top left to bottom right. We show the
linear theory calculation (green dot-dashed), the one-loop EFT (red solid) and the two-loop calculation (blue dashed). For the
EFT calculation we show results both before (thin) and after IR-resummation (thick). The ratio is evaluated at the simulation
data points and the two sigma errors on these data points are indicated by the gray band.

tion needs to start from third order, i.e., ⌃6.
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The e↵ects of IR resummation are highlighted in Fig. 9. Performing the IR resummation on the bare one-loop
calculation leads to considerable changes to the power spectrum. Below k ⇡ 0.2 hMpc�1, the not IR-resummed
two-loop calculation performs almost as well as the IR-resummed one loop calculation. The IR-resummation of the
two-loop calculation only matters at the percent level for k > 0.2 hMpc�1.

As we have seen above in Fig. 6, the two-loop calculation is tracking part of the BAO wiggles in the power spectrum
residuals after the one-loop result has been removed. Let us now study its performance at higher wavenumbers and
in the power spectrum itself. In Fig. 10 we show the performance of the IR-resummed and not IR-resummed one-
and two-loop EFT calculations with respect to the non-linear power spectrum extracted from the N -body simulation.
Let us first discuss the broadband performance. At redshift z = 0 the one loop calculation extends the range of
validity5 of linear theory from k ⇡ 0.05 hMpc�1 to k ⇡ 0.1 hMpc�1. This is significantly less, than usually considered
for the range of validity of the EFT at redshift z = 0 and arises from the fact that we have fixed the leading order
counterterm in a way that is compatible with the largest available scales. We then use this parameter to calculate
the two loop counterterm. This term, together with the finite part of the regularized two-loop calculation allows us

5
For the sake of definiteness we will commonly consider 1% deviations from the theory as the threshold for the range of validity. Many

applications will require tighter errorbars on large scales to fix the amplitude. On smaller scales we will anyways su↵er from baryonic

e↵ects and significant covariance, such that less restrictive requirements could be employed.

Baldauf, Mercolli & MZ 
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• Historical Science. Where do we Stand? We have fossils.
• Precision of CMB, 50 years of CMB. Lead to impressively tight model.
• Universe started hot, so good laboratory dependence on high energy physics.
DM, Baryons, Neutrinos

• Fossils from before the Hot Big Bang, Connection with GR
• Forced to have a theory for the fossils outside hot big bang. Standard
theory is inflation.

• Inflation, what is it? Can we convince ourselves of the various aspects?
• What we know about these seeds. Planck very tough to improve con-
straints.

• Reflect on open questions in Cosmology. Open questions hard to make
progress in. Qualitative vs Quantitative

• Need LSS, need precision. Substantial progress is needed.
• Advertise EFT of LSS
• Open conceptual problems. Random space time, multiverse etc.
• Opportunities, maybe spheres. Local non-G as a motivation?
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1. Introduction

1.1. Some open questions.

Precision vs qualitative open questions: There are many open questions in cos-
mology, many things that will preoccupy us in the coming decades. Some of this
questions require searching for extremely small e↵ects to be extracted statistically
from large quantities of data. For other questions even crude measurements would
lead to progress.
The focus of this lectures is on developing tools for attacking some of the preci-

sion questions. But first let me give some examples.

1.1.1. Dark Energy. We have very good constraints on dark energy. The BAO is
one of our best tools but it requires precision. The goal for the next decade is to
make sub-percent measurements over a wide range of redshifts.

1.1.2. Neutrinos. We are on the verge of detecting neutrino masses cosmologically.
Again the e↵ects are small and on scales close to the non-linear scales.

Amplitude determined at 
k=0.02, 

EFT of LSS
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FIG. 13. Low-k measurements of c2s from the final field and the propagator after the two-loop terms have been corrected
for. The dashed line shows the e↵ect of a relative error of the linear growth factor of 2 ⇥ 10�4 that both statistics have been
corrected for.

single-hard double-hard
Eq. x(n) x(�3/2) Eq. x(n) x(�3/2)

P15 (14) n+1 -1/2 (C8) 2n+4 1

P24 (15) n+1 -1/2 (C4) 3n+2 -5/2

(C6) 2n-1 -4

P33�I (C1) 2n-1 -4 (C2) 3n+2 -5/2

P33�II (16) n+1 -1/2 (13) 2(n+1) -2

TABLE I. Table of the two loop limits, references to the equations where they are discussed, the power of the cuto↵ dependence
⇤x for a power law power spectrum P (k) / kn with general power law slope n and for n = �3/2. For the single hard limit the
slope gives the power of the hard integral ignoring the remaining finite integral, while for the double hard integrals we consider
both momenta in the hard integrals to be of the same order. The choice n = �3/2 is motivated by the slope of our ⇤CDM
power spectrum at k ⇡ 0.1 hMpc�1.

based on the scale dependence of the two-loop corrections shown in Fig. 5. Again, the value of this asymptotic constant
depends strongly on the PMGRID parameter choice, now leading to a �c2

s
= 0.3 h�2Mpc2 di↵erence between the

two cases. Note however that they agree at higher wavenumbers. Thus, to the extend that our ansatz is trustworthy,
a model what matches at these scales would prefer the PMGRID = 2Np case at lower wavenumbers.

There is also a slight disagreement between the propagator and power spectrum estimates for the favored PMGRID=
2Np case. The power spectrum method of this case would indicate a c2

s
= 1.05 h�2Mpc2. In Fig. 13 we show both

the propagator and the power spectrum estimator after the finite two loop terms have been subtracted out. Except
for a �c2s ⇡ 0.1 h�2Mpc2 o↵set both estimators are flat and consistent up to k ⇡ 0.15 hMpc�1, where higher order
terms, for instance the two loop counterterms, start to matter.

Appendix C: Limits of the two loop terms

In the main text, we have concentrated our discussion on the terms that we consider relevant for the leading UV
sensitivity and the corresponding counterterms. Let us, for the sake of completeness, discuss the remaining hard limits
in this appendix. An overview of all the single- and double-hard limits of the two loop calculation is given in Tab. I.
In this table we also give the power of the cuto↵ dependence of the remaining integrals if the initial power spectrum
is of power law form P (k) / kn. We evaluate the cuto↵ dependence for n = �3/2, the slope of our power spectrum
at k = 0.1 hMpc�1. For the single-hard limits we immediately see that the terms that we found to dominate the
shell behaviour have the most shallow decay in the UV, and are thus the most sensitive to the change of the power
spectrum at high wavenumbers. For the double hard limits, the limit of P15 is still growing for n = �3/2 but turns
around at for n = �2 at k ⇡ 0.3, so it will still converge based on the high-k slope of our initial power spectrum. Yet,
it is immediately clear why this integral should be absorbed into the counterterm. The subleading k4P UV-sensitivity



Biased tracers

• One needs to add free 
parameters to describe the 
relation between galaxies and 
the large-scale field. 


• N-point functions can be 
expressed as a sum of 
functions one can calculate 
times unknown coefficients.


• One has to go to fairly large 
order to get things right. 


• Error comes from PT 
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connection between density 
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We know how to construct a list of 
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A Theory Model

Our model for galaxy power spectrum in redshift space is given by
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where k = k1+k2+k3 and the kernel Z3 has to be symmetrized over its arguments.
Now let us discuss our implementation of IR resummation. We follow the ap-

proach streamlined in Refs. [28, 30], which was developed in the context of time-sliced
perturbation theory [100]. IR resummation splits the matter linear power spectrum
into the smooth and the wiggly parts,31

Plin = Pnw(k) + Pw(k) , (A.4)
31In practice, we use the wiggly-smooth decomposition technique introduced in Ref. [95].
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where k = k1+k2+k3 and the kernel Z3 has to be symmetrized over its arguments.
Now let us discuss our implementation of IR resummation. We follow the ap-

proach streamlined in Refs. [28, 30], which was developed in the context of time-sliced
perturbation theory [100]. IR resummation splits the matter linear power spectrum
into the smooth and the wiggly parts,31

Plin = Pnw(k) + Pw(k) , (A.4)
31In practice, we use the wiggly-smooth decomposition technique introduced in Ref. [95].
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The EFT model:


One loop 5 cosmo pars


7 nuisance parameters, 
loop counter terms,  bias 
parameters including 
shot noise. 


Parameter Prior

Cosmology
ns (not varied) ns = 0.9649

!b different for each analysis
A

1/2 flat(0.02, 2)
h flat(0.4, 1)

!cdm flat(0.05, 0.2)
m⌫ flat(0.06, 0.18) eV

Biases and shot noise
b1 ⇥ A

1/2 flat(1, 4)
b2 ⇥ A

1/2 flat(�4, 2)

bG2 ⇥ A
1/2 flat(�3, 3)

b�3 (not varied) b�3 = 0

Pshot flat(0, 104) Mpc3/h3

Counterterms
c
2

0
, c

2

2
flat(�1,1) Mpc2/h2

c̃ flat(�1,1) Mpc4/h4

Table 3: Priors that are common to all baseline ⇤CDM analyses. The analyses of
these paper use different priors on !b, which will be specified separately in each case.
In this table “flat(min,max)” stands for a flat prior in the range (min,max). By
(not varied) we denote the parameters that were not varied in our MCMC chains.

Regarding the bias parameters, we adopt flat priors centered around the values
expected from N-body simulations. The previous BOSS analyses have already mea-
sured b1 ' 2, for which we use a flat prior in the range (1, 4). The second order
biases are varied in the range

b2 2 (�4, 2) , bG2 2 (�3, 3) . (3.27)

These intervals are motivated by the measurements of biases for dark matter halos
with masses similar to typical hosts for BOSS galaxies [77]. These measurements
roughly predict15

b2 ⇡ �0.6 , and bG2 ⇡ �0.3 , for b1 ⇡ 2 . (3.28)

The halo bias is in general different from galaxy bias, but given that the satellite
fraction is relatively small in the BOSS samples [78], we expect these estimates not

15Note that [77] use a different basis of biased operators. Their values have been appropriately
converted to match our bias prescription.
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Fast evaluation of loop integrals

dimensionality. This poses a direct challenge to our ability to interrogate large datasets and one

that merely more and faster computers will not address.

In order to simplify and speed up loop calculations we require new ideas, new strategies, to

approach the problem. One inspiring idea, developed in [9] and [10], is to use Fast Fourier Trans-

form (FFT) for e�cient evaluation of the one-loop power spectrum. After first “deconvolving”

the lowest order PT solutions, and performing all angular integrals, the one-loop expressions

reduce to a set of simple one-dimensional integrals that can be e�ciently evaluated using FFT.

Unfortunately, deconvolving higher order perturbative solutions and extending this approach to

the one-loop bispectrum or the two-loop power spectrum proves to be challenging [11].

In this paper we build on ideas of [9, 10] but choose a slightly di↵erent strategy which allows

us to go beyond the one-loop power spectrum. Let us briefly sketch the main idea behind our

proposal. Prior to doing any integrals, the linear power spectrum is expanded as a superposition

of ideal self-similar power-law cosmologies. This is naturally accomplished using FFT in log k.

Given some range of wavenumbers of interest, from kmin to kmax, the approximation for the linear

power spectrum with N sampling points is [9, 12]

P̄lin(kn) =

m=N/2X

m=�N/2

cm k⌫+i⌘m
n , (1.1)

where the coe�cients cm and the frequencies ⌘m are given by

cm =
1

N

N�1X

l=0

Plin(kl) k�⌫
l k�i⌘m

min e�2⇡iml/N , ⌘m =
2⇡m

log(kmax/kmin)
. (1.2)

Notice that the we denote the approximation for the linear power spectrum with P̄lin(k), while

eq. (1.2) uses the exact linear power spectrum Plin(k) to calculate the coe�cients cm. We will keep

using the same notation throughout the paper. The parameter ⌫ is an arbitrary real number. As

we will see, the simplest choice ⌫ = 0 is insu�cient in some applications, so we will use the more

general form of the Fourier transform. In the terminology of [9] we call this ⌫ parameter bias.

Note that the powers in the power-law expansion are complex numbers. In practice, even a small

number of power-laws, O(100), is enough to capture all features of the linear power spectrum

including the BAO wiggles. One important thing to keep in mind is that the Fourier transform

produces the power spectrum that is periodic in log k. Therefore, we will take care to choose kmin

and kmax such that we cover the range of scales where we actually care about the value of the

power spectrum. In other words we are choosing the momentum range where the loop integrals

have the most of the support. However, one always has to be careful about possible contributions

particularly from high k modes or short scales.

Is this a limitation? Absolutely not. At the heart of the EFT understanding is the simple

recognition that the PT idealized description of satisfying fluid-like equations of motion can only

be valid at certain scales. This is much the same as the hydrodynamic description of liquid water

is only valid at certain scales. Attempting to integrate this approximation over scales outside

of its validity introduces non-parametrically controlled errors. Instead the information in the
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Figure 2. Two contributions to the one-loop power spectrum calculated using direct numerical integration
and eq. (2.23) and eq. (2.31) as described in the main text. Both plots are produced using ⌫ = �0.3,
N = 150, kmin = 10�5 hMpc�1 and kmax = 5 hMpc�1. For these values of parameters the sum of two
terms di↵ers from the numerical one-loop power spectrum by less than 0.1% at all scales.

Before turning to results, let us write the explicit formula for P22 diagram. Using (1.1)

and (2.4) we can write the approximation to the P22 diagram in the following way

P̄22(k) = 2
X

m1,m2

cm1 cm2

X

n1,n2

f22(n1, n2) k�2(n1+n2)
Z

q

1

q2⌫1�2n1 |k � q|2⌫2�2n2
. (2.21)

In this expression cm1 and cm2 are the coe�cients in (1.2) and n1 and n2 are integer powers

of q2 and |k � q|2 in the expansion of F 2
2 (q,k � q). Corresponding rational coe�cients in this

expansion are labeled by f22(n1, n2) and they can be read o↵ from (2.4). The complex numbers

⌫1 and ⌫2 are given by

⌫1 = �
1
2(⌫ + i⌘m1) and ⌫2 = �

1
2(⌫ + i⌘m2) . (2.22)

Using the solution for the momentum integral, expression (2.21) can be further simplified and

written in the following way

P̄22(k) = k3
X

m1,m2

cm1k
�2⌫1 · M22(⌫1, ⌫2) · cm2k

�2⌫2 , (2.23)

where the matrix M22(⌫1, ⌫2) is given by

M22(⌫1, ⌫2) =
(3
2 � ⌫12)(

1
2 � ⌫12)[⌫1⌫2(98⌫2

12 � 14⌫12 + 36) � 91⌫2
12 + 3⌫12 + 58]

196 ⌫1(1 + ⌫1)(
1
2 � ⌫1) ⌫2(1 + ⌫2)(

1
2 � ⌫2)

I(⌫1, ⌫2). (2.24)

As we already pointed out, only a single function I(⌫1, ⌫2) is su�cient to calculate the full diagram.

Thanks to the recursion relations (2.18), all terms from the expansion of F2 kernels are encoded

in the ⌫-dependent prefactor in matrix M22(⌫1, ⌫2).

One can use eq. (2.23) to calculate the P22 diagram. The result is shown in Fig. 2. As expected,

the agreement with the usual numerical integration is excellent. An important thing to notice
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are complex numbers rather than integers. Still, the unknown dimensionless function I(⌫1, ⌫2)

can be easily calculated using the standard technique with Feynman parameters. The result is a

well known expression [13, 14]

I(⌫1, ⌫2) =
1

8⇡3/2

�(3
2 � ⌫1)�(3

2 � ⌫2)�(⌫12 �
3
2)

�(⌫1)�(⌫2)�(3 � ⌫12)
, (2.6)

were ⌫12 = ⌫1 + ⌫2 (throughout the paper we adopt the following notation ⌫1...n ⌘ ⌫1 + · · ·+ ⌫n).

Notice that, thanks to the analytic continuation, I(⌫1, ⌫2) gives a finite answer even for the

values of parameters for which the integral is formally divergent. In practice, breaking the loop

calculation into many pieces can lead to some divergent terms. However, as long as the total

sum is well defined and finite, for at least some power-law cosmology Plin(k) ⇠ k⌫ , by analytic

continuation it is guaranteed that eq. (2.6) gives the correct answer.

Sometimes the condition that the integral at hand is convergent for at least some power-law

power spectrum cannot be met, and one has to use eq. (2.6) with some care. For example,

the function I(⌫1, ⌫2) vanishes if one of the arguments is zero (or a negative integer). Apply-

ing (2.6) blindly would lead in these cases to paradoxical results. For instance, after power-law

decomposition of the linear power spectrum, eq. (2.6) would imply

Z 1

0
dq Plin(q) = 0 , (2.7)

which is obviously the wrong answer. This is a consequence of the well known statement that in

dimensional regularization all power-law divergences vanish:
R
q q⌫ = 0.3

Similar issues can appear in calculating loop diagrams. Luckily, for a ⇤CDM-like cosmology,

they can be always easily fixed. Let us imagine that the integral we are interested in is divergent

for a given bias ⌫. Then, if the integral diverges in the UV(IR), one has to find the UV(IR)

limit of the integrand. This can be easily done fixing all external momenta and sending the loop

momentum to infinity(zero). This limit always has the form of eq. (2.7) and it would be set to

zero by dimensional regularization. Therefore, to get the correct answer, one simply has to add

the UV(IR) contribution by hand. In the following sections we will give more details for each

specific case we consider.

Let us also point out that all UV divergences have a well defined momentum dependence. This

momentum dependence is the same as for the counterterms in the EFTofLSS. Therefore, one can

proceed without explicitly adding the UV-dependent terms to the loop calculation. The only

e↵ect of this choice is to change the usual values of the counterterms. In this sense we can say

that eq. (2.6) calculates only the “finite” part of the loop integral. As expected, the counterterms

absorb all UV-dependent pieces.
3More precisely, this integral is related to a delta function [15]. A change of coordinates relates

Z

q

1
q3+2⌫1

=
i

2⇡2
�(⌫1) . (2.8)

To get the consistent results one can use this equation. In practice, there is a much simpler way, as described in

the main text.
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Figure 3. Two contributions to the one-loop power spectrum calculated using direct numerical integration
and eq. (2.23) and eq. (2.31). Both plots are produced using ⌫ = �1.6, N = 150, kmin = 3 · 10�4 hMpc�1

and kmax = 180 hMpc�1. For this value of bias both P22 and P13 are very di↵erent from their standard
values.

only the leading IR and UV parts of the P13 diagram. For biases ⌫ < �3 or ⌫ > 1, one would

have to include the corresponding subleading terms as well.

Let us see how the formulas above work in practice. With the same notation as for the P22

diagram, we can write

P̄13(k) = 6Plin(k)
X

m1

cm1

X

n1,n2

f13(n1, n2) k�2(n1+n2)
Z

q

1

q2⌫1�2n1 |k � q|�2n2
. (2.30)

Solving the momentum integral, this expression can be further simplified

P̄13(k) = k3Plin(k)
X

m1

cm1k
�2⌫1 · M13(⌫1) , (2.31)

where the vector M13(⌫1) is given by

M13(⌫1) =
1 + 9⌫1

4

tan(⌫1⇡)

28⇡(⌫1 + 1)⌫1(⌫1 � 1)(⌫1 � 2)(⌫1 � 3)
. (2.32)

Notice that to eq. (2.31) one has to add the UV or the IR part of the integral. For example,

for ⌫ > �1, we plot the result in Fig. 2. As expected, once PUV
13 (k) is added to eq. (2.31), the

agreement with the usual numerical result is excellent.

The full one-loop power spectrum.—So far we were trying to reproduce the usual numerical results

for separate pieces of the one-loop power spectrum. However, only their sum is a well defined

observable. Thanks to the Equivalence Principle the IR divergences cancel and the total one-loop

power spectrum is convergent for the range of power laws �3 < ⌫ < �1 [14]. This means that

with the choice of bias in this range, the formulas above should lead to the correct answer for

4Notice that P13 diagram has two IR divergences q ! 0 and q ! k, which are combined in a single expression.
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perturbation theory5

�h = b1� +
b2

2
�2 + bG2G2 +

b3

6
�3 + bG3G3 + b(G2�)G2� + b�3�3 . (2.33)

The operators G2, G3 and �3 are defined as

G2(�) ⌘ (@i@j�)2 � (@2�)2 , (2.34)

G3(�) ⌘ �@i@j� @j@k� @k@i� �
1

2
(@2�)2 +

3

2
(@i@j�)2@2� , (2.35)

�3(�g, �v) ⌘ G2(�g) � G2(�v) . (2.36)

However, only four renormalized operators contribute to the one-loop power spectrum. These

are �, [�2], [G2] and [�3]. The final answer is given in terms of four corresponding renormalized

bias parameters and six di↵erent momentum integrals [18]

Figure 5. Four di↵erent contributions to the one-loop power spectrum of biased tracers. All plots are
produced using ⌫ = �1.6, N = 150, kmin = 10�5 hMpc�1 and kmax = 5hMpc�1. For these values of
parameters the di↵erence with respect to the usual numerical calculation is less than 0.1% at all scales.

5Notice that [18] is using b�2 = b2
2 and b�3 = b3

6 .
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Ph(k, ⌧) =b2
1(Plin(k, ⌧) + P1�loop(k, ⌧))

+ b1b2 I�2(k, ⌧) + 2b1bG2 IG2(k, ⌧) +

✓
2b1bG2 +

4

5
b1b�3

◆
FG2(k, ⌧)

+
1

4
b2
2 I�2�2(k, ⌧) + b2

G2
IG2G2(k, ⌧) +

1

2
b2bG2 I�2G2(k, ⌧) . (2.37)

In principle, at this order in perturbation theory one has to add higher derivative operators such

as @2�. However the contribution from this operator is trivial and it does not lead to a loop

integral.

The time dependence of all momentum integrals in Ph(k, ⌧) is D(⌧)4. The explicit k-dependences

are

I�2(k) = 2

Z

q
F2(q,k � q)Plin(q)Plin(|k � q|) ,

�
�3 < ⌫ < �

1
2

�
(2.38)

IG2(k) = 2

Z

q
�2(q,k � q)F2(q,k � q)Plin(q)Plin(|k � q|) ,

�
�3 < ⌫ < 1

2

�
(2.39)

FG2(k) = 4Plin(k)

Z

q
�2(q,k � q)F2(k,�q)Plin(q) , (�3 < ⌫ < �1) (2.40)

I�2�2(k) = 2

Z

q
Plin(q)Plin(|k � q|) ,

�
�3 < ⌫ < �

3
2

�
(2.41)

IG2G2(k) = 2

Z

q
(�2(q,k � q))2Plin(q)Plin(|k � q|) ,

�
�3 < ⌫ < 1

2

�
(2.42)

I�2G2(k) = 2

Z

q
�2(q,k � q)Plin(q)Plin(|k � q|) ,

�
�3 < ⌫ < �

1
2

�
(2.43)

where �2(k1,k2) = (k1 ·k2/k1k2)2�1. For each term we give a range of power laws for which the

integral is convergent. Following the same steps as in the case of the one-loop power spectrum

of matter fluctuations, we find that matrices analogous to M22 and M13 are given by

MI�2
(⌫1, ⌫2) =

(3 � 2⌫12)(4 � 7⌫12)

17⌫1⌫2
I(⌫1, ⌫2) , (2.44)

MIG2
(⌫1, ⌫2) = �

(3 � 2⌫12)(1 � 2⌫12)(6 + 7⌫12)

28⌫1(1 + ⌫1)⌫2(1 + ⌫2)
I(⌫1, ⌫2) , (2.45)

MFG2
(⌫1) = �

15 tan(⌫1⇡)

28⇡(⌫1 + 1)⌫1(⌫1 � 1)(⌫1 � 2)(⌫1 � 3)
, (2.46)

MI�2�2
(⌫1, ⌫2) = 2I(⌫1, ⌫2) , (2.47)

MIG2G2
(⌫1, ⌫2) =

(3 � 2⌫12)(1 � 2⌫12)

⌫1(1 + ⌫1)⌫2(1 + ⌫2)
I(⌫1, ⌫2) , (2.48)

MI�2G2
(⌫1, ⌫2) =

3 � 2⌫12

⌫1⌫2
I(⌫1, ⌫2) . (2.49)

In Fig. 5 we plot some of the shapes and compare our method with the standard numerical

evaluation. Notice that for I�2�2(k) shape we subtract the constant shot-noise part and plot just

the di↵erence I�2�2(k) � I�2�2(0). This di↵erence is convergent even for ⌫ > �
3
2 .

One important point to make is that the full one-loop power spectrum of biased tracers requires

only a single function I(⌫1, ⌫2) with a single bias in the range �3 < ⌫ < �
3
2 . This range can be
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Biased tracers

One loop matter
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Monopole contributions

We are operating in a 
regime where the non-
linear corrections are small 
but larger than the error 
bars which are very small. 


This regime is perfectly 
suitable for perturbative 
type approaches which 
has several advantages. 

Future surveys will operate in a similar regime. 



The EFT of Large Scale Structure

• It describes the clustering on large scales.


• It gives you a systematic counting of how many terms you need 
to calculate to have a given precision. No need to go to very high 
order. 


• It has free parameters but it is not a fitting function. It is a 
consistent expansion and provides both analytic formulas to 
predict observables as well as an estimate of the errors as a 
function of scale.  


• It leads to unbiased measurements of cosmological parameters 
of interest and consistent marginalization over the uncertain 
small scale physics. Challenging because errors are so small. 


• Constraints one gets for cosmological parameters are 
significantly degraded by having to fit the nuisance parameters. 
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The EFT of Large Scale Structure

Perturbation theory is an old school approach. 


In the last several years many improvements:


• Recognize that there are multiple expansion parameters, resum some 
IR effects (peculiar motions)


• Recognize the need for counter terms and developed the needed 
machinery to characterize them, including RSD. Write all terms 
consistent with symmetries: Mass & momentum conservation, 
equivalence principle 


• Systematic characterization of bias parameters, non-locality in time 
etc. 


• Quantitative understanding of range of validity vs loop order


• Develop computational techniques to evaluate loops fast. 



A 1% CMB independent 
constraint on H0

Marco Simonovic Mikhail Ivanov Oliver Philcox

Based on 1909.05277, 1912. 08208 and 2002.04035
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Figure 12. Comparison between the best fitting model and the BOSS DR12 measurements in the three redshift bins used in this analysis.
The errors on the data points are the diagonal of the corresponding covariance matrix. The red line represents the best fitting model to
the SGC, while the black line shows the best fitting model for the NGC. The SGC best fitting model includes a small discreteness e↵ect
mainly visible at small k. The NGC and SGC have been fit simultaneously, using the same cosmological fitting parameters. However,
the SGC and NGC have a separate amplitude nuisance parameter and di↵erent window functions, which leads to the di↵erence between
the red and black line. The reason for having separate nuisance parameters for NGC and SGC are slight di↵erences in the galaxy sample
selection (see section 2 and Alam et al. 2016). See Table 3 for more details.
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Figure 14. The best fitting models (black solid line) of the isotropic BAO analysis compared to the power spectrum monopole measure-
ments (data points). Both the model and the data have been plotted relative to the smooth model, and the data points for NGC and SGC
have been combined using the corresponding covariance matrices (see appendix B). The left panel shows the pre-reconstruction result,
while the right panel presents the post reconstruction result. Similar plots for the NGC and SGC separately are included in appendix A.
See Table 3 for more details.
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Figure 11. The measured post-reconstruction ⇠0 and ⇠2 and corresponding
best-fit BAO models for BOSS galaxies. These best-fit models encode the
BAO distance measurements determined in this work and are displayed for
the range of scales that have been fit (50 < s < 150h�1Mpc).

7.2 Results from data

Results for BAO fits on BOSS data, using both the QPM and the
MD-P covariance matrices, are displayed in Table 5. The results
are similar using the two covariance matrices, but there are no-
table differences. In general, the uncertainties are smaller when
the QPM covariance matrices are used, matching the results on
the mocks. Correspondingly, the �

2 values are consistently higher
for the QPM mocks (in five of the six cases to compare). None
of the six QPM cases recover a �

2/dof that is less than 1, while
this is the case for two of the MD-P cases. Considering the total
�
2 for the two independent redshift bins, the �

2/dof for QPM is
75/60 pre-reconstruction and 81/60 post-reconstruction. This can
be compared to 65/60 and 71/60 for MD-P. This is suggestive that
the MD-P covariance matrix is doing the better job of characteriz-
ing the noise in the BOSS combined sample ⇠0,2 measurements.

Pre-reconstruction, the ↵|| results are consistently greater for
the QPM covariance matrix compared to the MD-P covariance ma-
trix. The difference varies between 0.017 and 0.010 and is a 0.5�

shift in the most extreme case (the 0.2 < z < 0.5 redshift bin);
given the same data is used and only the covariance matrix is al-
tered this is a fairly large change. The differences are much smaller
for ↵?, where it is at most 0.006 (0.3�) in the 0.4 < z < 0.6
redshift bin.

Post-reconstruction, the BAO measurements are robust to
the choice of covariance matrix. The biggest difference is 0.003

Table 5. BAO fits on the BOSS combined sample data, using both the Mul-
tidark PATCHY (MD-P) and QPM covariance matrices.

z bin ↵|| ↵? �
2/dof

pre-reconstruction:
QPM

0.2 < z < 0.5 1.068±0.035 0.982±0.020 45/30
0.4 < z < 0.6 1.037±0.038 1.014±0.021 46/30
0.5 < z < 0.75 0.963±0.035 0.999±0.024 30/30

MD-P
0.2 < z < 0.5 1.051±0.036 0.983±0.022 37/30
0.4 < z < 0.6 1.024±0.042 1.008±0.022 42/30
0.5 < z < 0.75 0.953±0.034 1.001±0.024 28/30

post-reconstruction:
QPM

0.2 < z < 0.5 1.024±0.024 0.986±0.013 48/30
0.4 < z < 0.6 0.989±0.020 0.993±0.012 27/30
0.5 < z < 0.75 0.962±0.024 0.991±0.015 33/30

MD-P
0.2 < z < 0.5 1.025±0.027 0.988±0.015 39/30
0.4 < z < 0.6 0.986±0.024 0.994±0.014 23/30
0.5 < z < 0.75 0.962±0.023 0.991±0.015 32/30

(0.15�) in ↵|| for the data in the 0.4 < z < 0.6 redshift bin; the
difference in the uncertainty between the results in this bin is the
same. The level of agreement is consistent with the results found
from the mock realizations and suggests that the choice of covari-
ance matrix is not a major systematic uncertainty in our analysis.
Given the slightly larger uncertainties for the data using the MD-P
covariance matrix, we believe they represent the more conservative
choice and are what we use for our final results. We use the MD-P
results in all comparisons that follow unless otherwise noted.

Fig. 11 displays the measured post-reconstruction ⇠0,2 and the
associated best-fit BAO model, using the MD-P covariance matrix.
At each redshift, one can observe the strong BAO feature in the
monopole, which has been enhanced by the reconstruction process,
compared to previous plots. For the quadrupole, reconstruction re-
moves most of the large-scale RSD effects and the overall ampli-
tude is thus decreased. BAO features appear in the quadrupole to
the right and left of the peak in the monopole. Such BAO features
appear in the quadrupole when ↵|| 6= ↵? (and thus do not present
themselves in the mocks as the two ↵ parameters are expected to be
nearly equal in our mock analysis). The feature appears to the right
in the 0.5 < z < 0.75 redshift bin, which yields a measurement of
↵|| that is lower than ↵?; the reverse is true for the 0.2 < z < 0.5
bin. See Alam et al. (2016) for further exploration and visualization
of these features in the same data.

The uncertainties we obtain are significantly smaller than the
mean uncertainties recovered from the mock realizations, by ⇠ 25
per cent in each redshift bin. This implies more pronounced BAO
features in the data than are present in the typical mock. In order
to determine how unusual this is, we combine the results from the
0.2 < z < 0.5 and 0.5 < z < 0.75 redshift bins, as they are
independent and the expected ↵ values are nearly identical. Fig. 12
displays the uncertainty in ↵? (�?) vs. the uncertainty in ↵|| (�||)
recovered for each mock realization when combining the results of
the two redshift bins (blue circles) and the DR12 data (orange star).
One can see that the DR12 result is within the locus of points, but
at the lower edge. We can quantify the results further by comparing
the area of the 1� confidence region in the data to the ensemble of

MNRAS 000, 1–25 (2014)

The BOSS Survey
BAO standard ruler set by CMB, one of the best 
ways to infer the late expansion history of the 
Universe. Currently 1% errors.

http://www.sdss3.org/science/boss_publications.php



Information in LSS data

Sources of information:


• Distance free information, shape of the spectrum


•                                                Set the sound horizon 


• Distance informationdefined as20

DV (z) ⌘ ((1 + z)2D2

A(z)z/H(z))1/3 , (5.1)

DA(z) ⌘
1

1 + z

Z z

0

dz
0

H(z0)
. (5.2)

Analogously, the location of the monopole power spectrum peak is set by
keqDV ⇠ !cbDV . In ⇤CDM the physical densities of baryons and dark matter
are fixed by the transfer functions, thus there is only one parameter H0, which
controls the location of the power spectrum features.

• Alcock-Pazcynski information.21 The radial and angular distances can be mea-
sured separately through the AP effect [37], parameterized by

FAP = (1 + z)DA(z)H(z) .

This parameter in encoded in the power spectrum quadrupole. We will see that
in ⇤CDM these distances are fixed by the shape and geometric information,
but they can measured independently of this information in the extensions of
⇤CDM.

• Redshift-space distortions. RSD help to measure the velocity power spec-
trum from the quadrupole power spectrum moment, which constrains f�8.
The shape and geometric information breaks the degeneracy between �8 and
f (which mostly depends only on the background expansion, i.e. in ⇤CDM
f ' ⌦0.5

m (z)).

Our main goal is to show how the first two effects contribute to our new constraints.
Let us focus on them.

5.1 Shape vs. Geometry

In this Section we will discuss in more detail the shape information and its distinction
from the distance information. This material will be somewhat pedagogical and
has an overlap with old works on the galaxy clustering that were using the power
spectrum shape for cosmological parameter measurements independent of CMB [92–
94]. Unless otherwise stated, all numerical estimates of this Section will be made for
the Planck best-fit ⇤CDM cosmology [44].

It is instructive to review the role of the shape and distance information from the
CMB power spectrum of temperature (TT) fluctuations. The primary CMB spec-
trum has three main sources of information, which can be cast into the amplitude,

20We work in the unit system with c = 1.
21It should be pointed out that the division into “geometric” vs. “AP” information is somewhat

artificial as these two effects cannot be isolated in a real survey. Alternatively, one may discuss the
monopole vs. quadrupole distance information, see e. g. [91].
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!b = ⌦bh
2 ; !m = ⌦mh2 rd(!b,!m)

Set the angle and redshift we observe the features in the spectrum


• Amplitude information, mainly from RSD (growth, neutrino 
masses) f�8



A CMB independent measurement of Ho

2002.04035

Figure 8. Cosmological constraints obtained from this work, using the CMB-independent ⌫⇤CDM
model, but imposing Planck priors on the spectral slope ns. The FS+BAO constraints obtained from
analyzing the four data chunks in combination and separately are shown in the left and right plots
respectively, which have the same forms as Figs. 6 & 7, where ns was left unconstrained.

yield tighter constraints on cosmology, allowing bounds to be placed on non-minimal cosmo-
logical models. In Ref. [53], the Planck+FS and Planck+BAO combinations were considered
(also for the BOSS DR12 data-set), and it was observed that the BAO and FS added a very
similar amount of information to the CMB data-set, modulo the low clustering power observed
in BOSS. It was therefore conjectured that the combination of BAO and FS likelihoods (with
some proper covariance matrix) could lead to significant improvement in cosmological con-
straints. In this work, we have developed such a formalism, through AP parameters and
theoretical error, thus it is the goal of this section to test such a claim.

Given the Planck TT,TE,EE+lowE+lowl+lensing data and the FS+BAO likelihood
presented above, we may easily run a joint analysis of Planck+FS+BAO in the same manner
as the Planck+FS and Planck+BAO analyses of Ref. [53], to which we refer the reader for
further details on the methodology and description of the Planck likelihood. In particular,
we focus on two models of significant cosmological interest; the minimal ⌫⇤CDM with varied
neutrino masses (and unconstrained ns), and the same model with additional relativistic
degrees of freedom, parametrized by Ne↵ (which has previously been set to Ne↵ = 3.046).
The motivation for the search of light relics (via Ne↵) can be found in Ref. [105]. See also
Ref. [106] for the attempts to measure this from the BOSS BAO data, and Ref. [107] for
forecasts relevant to current and future LSS and CMB experiments.

Our final results are presented in Tab. 3 and Figs. 9 & 10, showing the one-dimensional
marginalized limits along with the triangle plot for the main cosmological parameters in the
⌫⇤CDM and ⌫⇤CDM+Ne↵ models. In the first case, we see only marginal improvement in
the joint Planck+BAO+FS likelihood over the Planck+FS (or Planck+BAO) data, indicating
the the addition of BAO information does not lead to stronger constraints on cosmology. This
additionally applies to the summed neutrino mass, with joint constraints giving Mtot < 0.14
eV at 95% CL (though we note that the Planck+FS+BAO constraint appears to rectify a
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Figure 5. Covariance of the unreconstructed monopole power and the AP parameters for the low-z
NGC chunk, using data from 999 Patchy mocks. Black crosses (red circles) show the covariance of
the parallel (perpendicular) parameter and we normalize by the unreconstructed power measurements
and AP variance in each case. The blue line shows a rough estimate based on a simple model of the
post-reconstruction wiggly power spectrum (Eq. 4.4), and we note that this is capture the functional
form well.

base ⌫⇤CDM base ⌫⇤CDM + fixed ns

Parameter FS FS+BAO FS FS+BAO

!cdm 0.1265+0.01
�0.01 0.1259+0.009

�0.0093 0.1113+0.0047
�0.0048 0.1121+0.0041

�0.0041

ns 0.8791+0.081
�0.076 0.9003+0.076

�0.071 � �

H0 68.55+1.5
�1.5 68.55+1.1

�1.1 67.90+1.1
�1.1 67.81+0.68

�0.69

�8 0.7285+0.055
�0.053 0.7492+0.053

�0.052 0.7215+0.044
�0.044 0.7393+0.04

�0.041

⌦m 0.3203+0.018
�0.019 0.3189+0.015

�0.015 0.2945+0.01
�0.01 0.2962+0.0082

�0.008

Table 2. Mean values and 68% CL minimum credible intervals for the parameters of the base ⌫⇤CDM
cosmology from the joint analysis of unreconstructed and reconstructed power spectra from BOSS
DR12, representing the main results of this paper. The left and right columns show the results with
the power spectrum tilt (ns) free and constrained by the Planck prior respectively, which correspond
to the contours in Figs. 6 and 8 respectively. Results are displayed in the format “mean+1�

�1�.” (with
H0 in km s

�1Mpc�1, displaying only cosmological parameters whose measurements are independent
of the priors. Note that the left column is fully independent of the CMB.

a cosmological analysis of the mean of 999 Patchy mock spectra (which has much reduced
statistical error). The results of this are discussed in Appendix A, and we obtain similar
conclusions to the analysis using the true BOSS data.

5.1 CMB-Independent Constraints on Cosmology

Emboldened by the above success, we can proceed to analyze the full unreconstructed BOSS
power spectra in conjunction with the best-fit AP parameters of Tab. 1. The cosmological
constraints obtained are presented in Tab. 2, with the corresponding contours shown in Fig. 6,
comparing the results of the combined FS and BAO analysis to those obtained from a FS only
analysis [52] and those of the final Planck data release [1], using the TT,TE,EE+lowE+lowl+lensing
data. These represent the main results of this paper.
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It is still dependent on the 
physics at decoupling 
being “standard”. Will 
present an example where 
this is relaxed at the end.
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Implications H0 measurement

• Tension not a result of systematics in the CMB data


• Independent measurement with similar error bar as Planck but 
consistent with it


• Discrepancy can only be fixed by changing assumed physics during 
recombination but and LSS data has very small error bars and no hint 
of any discrepancy. 



Prospects for the future

•  We now understand what the theory for large scale clustering is and how 
accurate it is. 


• It is agnostic about the small scale dynamics which is encoded in a 
handful of free parameters which are derived on the basis of symmetries. 


•  We still need to compute predictions for higher order moments and 
perhaps improve the predictions for the two point function by going to 
higher loop order. 


•  The limiting factor in our ability to extract cosmological information is the 
uncertainty coming from the small scale physics. What would it take to 
improve on this?



Nuisance parameters

Wadekar, Ivanov and Scoccimarro 2009.00822 Baldauf, Mirbabayi, Simonović, Zaldarriaga 1602.00674



Primordial non-Gaussianity: Theoretical errors

To improve on Planck we need to detect sub percent effects and 
have the theory under control at that level!. 

Baldauf, Mirbabayi, Simonović, Zaldarriaga 1602.00674



Theoretical errors

In order to improve over CMB constraints one needs to be able to 
predict the large scale 3 point function with percent or better precision 
after accounting for any nuisance parameters (which could be fixed on 
the basis of other observations). 

Baldauf, Mirbabayi, Simonović, Zaldarriaga 1602.00674



Summary
•There are many questions still open on Cosmology, eg. the origin of the 

primordial seeds, neutrino masses, the evolution of the dark energy.


•We expect to get answers to some of these questions from the studies 
of the clustering of matter on large scales. These are scales where the 
dynamics is simple, linear theory captures it very well but there are small 
corrections. Those corrections however are larger than the observational 
errors.


•The EFT of Large Scale Structure is the theory that describes the 
dynamics on very large scales. We understand what is needed to 
compute these small corrections both consistently and accurately. 


•The fact that on small scales the dynamics is complicated, modifies in 
fundamental but controllable ways the theory that describe the evolution 
on large scales. Although these effects are small and are encoded in a 
handful of free parameters marginalizing over the corresponding 
uncertainties degrades constraints substantially. There is significant 
room for progress. 


