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LHCDb Data Model (1)

RAWmMc data RAW data

¢ DST (reduced DST) — only objects allowing

to preselect events for analysis
LHCD
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LHCb Data Model (2)

Stream 1 Stream 2 ‘e Stream (n-1) Stream n
DST+RAW DST+RAW DST+RAW DST+RAW

TAG TAG . TAG TAG

¢ DST — preselected events with RAW
iInformation included — main analysis input

o TAG — tuples for fast event selection
rHCH
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LHCb Data Model (3)

Data Analysis

Selected DST

Cycle

TAG

Micro/Nano DST

“Ntu

ple"

Local Analysis »
(Local/Grid)

!

User TAG

¢ Micro/Nano DST - reduced number of objects

suitable for particular user analysis

6



Event statistics

Event Real MC Data MC data
type Data, kB (b), kB (non-b), kB

10
rDST 35 35 15
DST 50 50 20

Events 12009 [2010

Real data 5x10° 6x106
MC data (b) 5x108 109
MC data (non-b) 3x10° 2x10°
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Data Processing

¢ 3 reconstruction passes per year
1 copy for each pass of rDST data is kept on tape
¢ 4 ( or more in 2010 ) stripping passes per year

Copies of DST data for the last 2 passes on disk at all
the 7 T1 centers

A copy for each pass is archived on tape at CERN and
one T1 center



Storage types and requirements

¢ 2009 illustration

Space tokens Type Total TO-T1, T1-IN2P3
TB 2009 TB 2009

LHCb-RAW T1DO

LHCb-RDST T1DO0 110 20
LHCb_M-DST T1D1 140 30
LHCb-DST TOD1 585 85
LHCb_MC_M-DST T1D1 655 65
LHCb_MC_DST TOD1 470 125
LHCb-FAILOVER TOD1 20 5
LHCb-USER TOD1 230 30
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Storage requirements

Disk, PB | Tape, PB | Disk, PB | Tape, PB
2009 2009 2010 2010
TO(CERN) 0.63 0.49 1.22 1.64
All T1s 1.58 0.45 2.87 2.06

2009 Disk usage

© Storage requirements are dominated by the MC data
needs
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Data bookkeeping

+ Central Bookkeeping

%47 Systems ™ Jobs ¥ Production ¥ Data ™ Web ™ Help Selected setup: LHCb-Production ™ m
DIRAC SideBar «f | # File Name Event Stat File Size Job Start Job End Bookkeeping info
BK browser - 1 /lhcbi/data/2008/RAW/ 8000 1887561036 Wed Sep 17 2008 00:; Wed Sep 17 2008
EI=T] - 2 /Ihcbidatal2008/RAW/I 9000 1887537100 Wed Sep 17 2008 00 Wed Sep 17 2008 Configuration Neme:
d at a b a S e @ (-]CCRC08 ; 3 7Ihchidata2008/RAWI 9000 1887489532 Wed Sep 17 2008 00 Wed Sep 17 2008 LHCb
B(OEcal g /Ihchidata2008/RAWI 9000 1887564324 Wed Sep 17 2008 00:; Wed Sep 17 2008 Configuration Version:
B @FEST s Ihcbicaal2008/RAWI 8000 188751108 Wed Sep 17 2008 00: Wed Sep 17 2008 Coamics
B 0 Pt | /Ihchidaia/2008/RAW 9000 1887596536 Wed Sep 17 2008 00 Wed Sep 17 2008
@ (] Heal | Simulation Conditions:
=t i 7 /Ihchidaia/2008/RAWI 9000 1887637596 Wed Sep 17 2008 00 Wed Sep 17 2008
2591y e /Ihchidata/2008/RAW 9000 1887517372 Wed Sep 17 2008 00 Wed Sep 17 2008 1019
e a a a C a a O g #(JBeam : 9 /Ihchidata/2008/RAW 9000 1887502168 Wed Sep 17 2008 00 Wed Sep 17 2008 Processing pass:
& (2 Bidtest i | 10 /Ihebidatal2008/RAWII 9000 1887563448 Wed Sep 17 2008 00 Wed Sep 17 2008 First Beam
@(ccre | 1 /ihcb/data/2008/RAW/ 8000 1887645424 Wed Sep 17 2008 00:: Wed Sep 17 2008 .
@@ CCRCS l 12 fihcb/data/2008/RAW/ 8000 1887609956 Wed Sep 17 2008 00:: Wed Sep 17 2008 frent Type:
=53 Cosmics U s . 30000000
A I I OWS u S e rS tO S e I e Ct 559 DataTaking1019 13 fihcb/data/2008/RAW/ 8000 1887728000 Wed Sep 17 2008 00:: Wed Sep 17 2008 Fle Type:
555 First Beam 14 /Ihcbidata/2008/RAW/ 8000 1887695240 Wed Sep 17 2008 00:: Wed Sep 17 2008
= {3 30000000 15 /lhcbidata/2008/RAW/ 8000 1887518476 Wed Sep 17 2008 00:: Wed Sep 17 2008 RAW

L]
SIRAW 16 /Ihchidata2008/RAWI 8000 1887458084 Wed Sep 17 2008 00:: Wed Sep 17 2008
¥ (] DataTaking1378 17 /hcbidatal2008/RAW/I 9000 1887765984 Wed Sep 17 2008 00 Wed Sep 17 2008 Statistics
() DataTaking1583

% (] DataTakingS476 18 /lhcbidata/2008/RAW/ 8000 1887477456 Wed Sep 17 2008 00:; Wed Sep 17 2008 Number Of Files:

©10c08 19 IInchidatai2008/RAWI 8000 1887462724 Wed Sep 17 2008 00:; Wed Sep 17 2008 —

. . @ ] Physics 20 IInchidatai2008/RAWI 8000 1887758020 Wed Sep 17 2008 00: Wed Sep 17 2008 . o
3 (2] Physics_cosmics 21 TIhchidata2008/RAWI 8000 1887546524 Wed Sep 17 2008 00:: Wed Sep 17 2008 umber Of Events:
=[] Physicsntp 22 /Ihcbidata/2008/RAWI 8000 1887541640 Wed Sep 17 2008 00:: Wed Sep 17 2008 2322000
4 (] Physicsto 2 IIhcbicata/2008/RAWI $000 1887600160 Wed Sep 17 2008 002 Wed Sep 17 2008 File(s) Size:
# (] Physicstp_lemsonly

. 2 /Ihcbicata2008/RAWI 8000 1887695240 Wed Sep 17 2008 00: Wed Sep 17 2008 411268
3 (] Physicsto_low v
a‘ e I I & (] Physicstp_memsonly ) /Ihcbicatai2008/RAWI 8000 1887494220 Wed Sep 17 2008 00: Wed Sep 17 2008
File Lookup +

Production Lookup + Page 1 of11 b bl Displaying 1 - 25 of 258 Save dialog

™ data > Bookkeeping atsareg@ diracAdmin ¥ (/O=GRID-FR/C=FR/O=CNRS/OU=CPPM/CN=Andrei Tsaregorodtsev)
‘ LI C I IIe Catalog = =

Replica Catalog

1 write/read master at CERN + 6 read-only mirrors
at 1 centers
- Synchronized via ORACLE streams

Seen as a single redundant service for clients
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Data Management System

*

All the Data Distribution
operations

Pit to CERN transfers

TO-T1 transfers

T1-T1 transfers
Based on the Request and
Production Management
Systems

Automatic transfer scheduling

Full monitoring of ongoing
operations

Using FTS for bulk data transfers
Full failure recovery

Bulk Transfer
Framework
Components

\ 4

Request DB
Service
\ 4

| Request Database I

Replication
Scheduler

Task Queues

FTS
Finalise

FTS Jobs

( FTS : _
Submit j g

P FTS
D Monitor

‘ LFC Read-Only \ FTS Service ‘ LFC Read-Write |

Comprehensive checks of data integrity in SEs and File Catalogs
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Data Distribution (1)

¢ LHCDb Online Farm output exported in real
time to CERN/Castor storage

RAW data - Express stream
- Fast treatment at CERN by the Data Quality (DQ) group

RAW data - Full stream
- Thorough integrity checking
= checksums after migration to tape

¢ Full stream exported to T1 centers as soon as
approved by the DQ procedures

Respecting T1 site shares

rHCDH 13



Data Distribution (2)

¢ rDST ( reconstructed ) data archived on tape
at CERN as well as at the production T1
center
To allow extra stripping passes as necessary
o DST ( analysis ) data replicated to all the 7 T
centers

To maximize resources for the end user analysis
One copy is archived on tape at CERN also
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Data moving performance

Suceeded Transfers by Destination
169 Hours from 2009-03-17 to 2009-03-24 UTC

4000 fo - e e e e e eeas R UV | B

T1-T1 transferThroughput by Destination
21 Days from 2008-10-29 to 2008-11-19
L) L)

1,000 T T T

soo.......,.....u.f R .....................
:
T
200f - ]
W CERN-USER | 1IN2P3-RDST
| 1 [ I GRIDKA-RDST [1 AC-RDST
Al Al Al
2008-10.28 2008-11-01 2008-11-04 2008-11-07 2008-11-10 2008-11-13 2008-11-16 2008-11-19 [ NIKHEF-FAILOVER [0 RAL-FAILOVER
ER [ ] GRIDKA-USER W CERN-disk
["] NIKHEF-USER
L IN2P3 [/ CERN I GRIDKA |1 NIKHEF
LA ERAL ., Average: 880.47 , Current: 0.00

Maximum: 957.33 , Minimum: 0.00 , Average: 578.90 , Current: 446.52

+ Extensively tested in a serious of tests (CCRC, FEST’09, ...)
Proven to support the LHCb Computing Model targets
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Data Mgmt: Storage monitoring

+ Permanent Storage Usage monitoring based on the LFC

information

Per Space Token
Per logical name space directory

o

Storage directory summary as lhcb_user@LHCb-Production
ek
)

X Xa)
%4~ Systems * Jobs * Production ¥ Data ~ Web * Help

Selected setup: LHCb-Production ~

Storage Directory Summary Directory Path
Selections Ancb/userfa/acsmith/B+20Star-D0_0002
Production: L { th/B+2DStar-D0_000 12901 E
Ancb/user/a/acsmith/B+20S1tar-D0_0004/3129/3129083
Ancb/user/a/acsmith/B+2DStar-D0_0004/3129/3129084 1 44kB
FileType: Inct/user/a‘acsmithvB+20S1ar-D0_0004/31293128085 1 44kB
Mhcbiusorialacsmiin/B+2DStar-DO_0004/3120:3120087 1 aska
Directory: Ancbiuseria/acsmith8+20S1ar-D0_0004/3129/3129088 1 44k8
/ihcbfuser/a/acsmith Nhcb/userfalacsmith/B+2DStar-D0_0004/3129/3129089 1 _44kB
fncbiuserfalacsminB+20Star-00_00043128 © O O Storage directory summary as lhcb_user@LHCb-Production o
Selected setup: LHCD-Production ~ ({ieh

00_0004/3129 §
00_0004/3129
D0_0004/3129

Mhcbiusera/acsmith/B+2D!

<« Directory Path
+| Ihcb/MC/MCO9/DST/00004838/0001
/Ihcb/MC/MCO9/DST/00004838/0000
/Ihcb/MC/MCO9/DST/00005113/0000
/Ihcb/MC/MCO9/DST/00005018/0000
/IncHMC/MCO9/DST/00005016/0000
/IhcbMC/MCO9/DST/00004838/0002
/INCHMC/MCO9/DST/00005015/0000
/IhcbMC/MCO9/DST/00005013/0000
/INcHMC/MCO9/DST/00005103/0000
/Ihcb/MC/MCO9/DST/0000507 1/0000
/INcHMC/MCO9/DSTI00005017/0000
/Ihcb/MC/MCO9/DST/00005112/0000
/INcHMC/MCO9/DSTI00004952/0000
/Ihcb/MC/MCO9/DST/00004953/0000
/Incb/MC/MCO9/DST/00005102/0000
/Ihcb/MC/MCO9/DST/00005005/0000
/INcHMC/MCO9/DST/00004987/0000
hcb/MC/MCO9/DST/00004827/0000
/INCHIMC/MCO9/DST/00005014/0000
/Ihcb/MC/MCO9/DST/00004951/0000
/IhcbMC/MCO9/DST/00004981/0000
/Ihcb/MC/MCO9/DST/00005009/0000
/IhcbMC/MCO9/DST/00005075/0000
/Ihcb/MC/MCO9/DST/00004954/0000
/IhcbMC/MCO9/DST/I00005073/0000

Ancbiuserlafacsmith/B+20:
/acemith/B+2DSt:
+20S1ar-D0_0004/3129

Mhcbiusert

Ancbiuseriafacsminy
Ainchiusorialacsmith/B+2DStar-D0_000473128
B+20Star-D0_000413128 SE
D0_000473128
00_000473128
Aincbiuseria/acemith/B+2DStar-D0_000473128
Ancbiuseria/acsmin/B+20Star-D0_00047312 16318
VuserfalacsminB+208:ar-D0_0004212f paL mC.DST SeeTs
et PIC_MC-DST 14778
Ihcblusarfalacsmith/B+ 20! INEPSTMC.DNT ST
012051ar-D0_000430S 703 MC_M-DST 17178

aenotecoo oot GRIDKA_MC-DST 14378
RAL_MC_M-DST ERE [
GRIDKA_MC_M.DST 17478
CNAF_MC_M-DST 14778
NIKHEF_MC_M.DST 118
RAL-FAILOVER
NIKHEF-FAILOVER 15 1468
IN2P3-FAILOVER 1368
GRIDKA-FAILOVER

size
927 T8
156 T8
18.6 T8

ncbiuser

facsmi
/alacemith/B+20St:

Mhcbiuse:

Ancbiuserlalacsmith/B+2D:

n

ncbiuserialacsn

Ahcbiuserfalacsmi

Ahcbiuserfalacsmithy

D0_00047:

Ancbiuserfalacsmith/B+20St:

Ancbiuserfalacsmith/B+20Star-D0_0004/

Ancbiuserialacsmith/B+2DStar-DO_0004

N — fncbluseria/acsmith/B+20Star-D0_00043
[© suomit | [ D reset | /userialacsmith/B+2DStar-D0_0004/3 B9
Page’; of1

1.5G8

SE Usage

54G8
168
6326 MB
48G8
48G8

data > StorageDirectorySummary

Page’y of12 b Pl Items displaying per page: 25

data > StorageDirectorySummary

Replicas ~ Size
29607 30.37TB
26580 27.2TB
4847 22178
4269 20.1TB
4257 2078
19207 19.7TB
3660 13.47TB
2424 11378
1863 8.47TB
1410 6478
1383 6478
1128 4678
1010 4678

997 4578
939 4278
813 3878
846 387TB
765 3278
699 3278
688 3178
429 1978
402 1878
381 1778
378 1778
375 1778

Displaying 1 - 25 of 284

acsmith@ Ihcb_user ¥ (/C=UK/O=eScience/OU=Edinburgh/L=NeSC/CN=andrew cameron smith)

© Fing: (Q Next ev " () Match case



Data Mgmt: Storage monitoring (2

¢ SLS sensors

Storage allocations, Physical Storage usage
Alarms are sent in case of misbehaving or approaching the limits
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LHCb Storage Space

15 Oct 2009 Thu 10:47:27

LHCb Storage Space
availability: [T

(more)
percentage: 88%
status:
this service consists of:
[T CERN Space
[T CNAF Space
[T GRIDKA Space
[T IN2P3 Space
[T PIC Space
[T T RAL Space
[T SARA Space

availability in the last 24 hours (|
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Home Search KPIs

Tags

Admin Documentation Help

IN2P3 Storage Space

15 Oct 2009 Thu 12:13:42

IN2P3 Space
availability: :}
{more)
percentage: 99%
status: available
this service consists of:
[T IN2P3-DST
[T IN2P3-FAILOVER
[T IN2P3-M-DST
[T IN2P3-MC-M-DST
[T IN2P3-MC_DST
[T IN2P3-RAW
[T IN2P3-RDST
[T IN2P3-USER

availability in the last 24 hours (more):

18:00 00:00 06:00 12:00

Additional information
full name: IN2P3 Storage Space

short name: IN2P3 Space
group: IT-GS-EIS

manager: Roberto Santinelli @

Availability update

last update: 11:34:25, 15 Oct 2009
(39 minutes ago)

expires after: 780 minutes

[ rss feed with status changes

Part of (subservice of):
[T LHCb Storage Space

dmil
admin tools

SLS by CERN IT/FIO

SLS.Support@cern.ch



Data Integrity (1)

+ Data Integrity can be broken in a variety of
ways

Catalog corruptions or registration failures
Physical storage failures

Human errors

Everything above and even more happens

+ Data Integrity needs permanent monitoring
Spotting problems before they are hitting users

rHCDH 18



Data Integrity (2)

¢ Production data validation
LFC <-> Bookkeeping

 Relatively simple, needs efficient bulk catalog queries

LFC <-> SE

* Needs efficient inspection of the SE namespace
« srmLs is not very useful currently

= Asking site managers for dumps of the storage name
space

¢ Incidents with the data access are reported to
a specialized Integrity DB

Automatic agents or human intervention for the
Incident resolutions

rHCDH 19



Data access: prestaging

+ Part of the Workload Management System

+ Marks jobs for execution only once the data is brought
on-line from tape

Issues SRM “bring online” requests, waits for their execution
Fails jobs unable to get data online within a predefined time interval
» Possibly reassigning jobs to other sites having the required data

¢ Current evolution

Site disk cache management using SRM file “pinning” facility

Throttling jobs with high I/O requirements to avoid site I/O systems
collapse

rHCDH 20



Data access at the WN

¢ LHCb model: data access from the WN through SRM:

Remote access by obtained TURL.:
- rfio, (gsi)dcap, xrootd

¢ During the STEP’09 had to download file local as
remote access was very unstable
Not a long term solution
+ Considering Xrootd

Xrootd sharing disk cache with dCache does not seem to
have advantages

Dedicated Xrootd server
« Can not obtain TURL from SRM
« Security

rHCDH 21



Data access problems (1)

File locality at dCache sites
“Nearline” reported even after BringOnline (IN2P3/SARA)
SRM overloads (all)
gsidcap access problem (incompatibility with ROOT plugin)
Fixed by quick release of dcache_client (and our deployment)
SRM spaces configuration problems
Fixed at site, need for a migration of files (CNAF)
Massive files loss at CERN and RAL

7,000 files definitely lost (no replicas anywhere else)
Others could be located and replicated back to CERN

Slowness observed deleting data at CERN (race condition with multiple stagers)

Hardware reliability: sites need to be able to quickly give VOs the list of files that
are affected by hardware / disk-server problems.

On CASTOR sites globus_xio error rising when gridftp servers exhaust
connections and new ones cannot be honored (in case a client is abruptly killed)

(script in place to monitor and keep tidy gridftp servers)
22



Data access problems (2)

Firewall issue in the file server causing jobs to not receive back data connection
remaining stuck (IN2p3).

Sites should follow dCache.org and WLCG prescriptions regarding versions than
glite releases

dCache pool which got stuck and could not process any request. (PIC)
dcap movers to be cleaned up (GridKA/SARA/IN2P3)
Mis-configuration on the number of slots per server (SARA)

Not adequately dimensioned servers with too few slots/connections defined per
server
sites should consider 2 requests: the amount of disk requests AND the necessary
number of disk servers for serving all jobs _and_ for allowing redundancy, i.e. always
more than one server on T1Dx spaces to allow recalling from tape missing file if a
server is down.
In general when the client is killed (whatever the reason), dcap does not close the
connection with the server, which remains pending orphan. This reduces the
number of available slots, which makes the lack of available slots issue to

become even worse (and the vicious circle is started).
23



Data Mgmt: measures to take

+ Main problems are mostly related to various
site misconfiguration problems

All sites should increase the number of slots per
server to a reasonable number (several 100's
depending on the size of disk-servers)

All storage services must be adequately
dimensioned for supporting peaks of activities

Improving the monitoring tools on Storage Service
to minimize the occurrences of these annoying
Incidents

24



Data Mgmt: Banning faulty SEs

+ Storage Elements can be unavailalbe
Failures, scheduled or unscheduled shutdowns
+ This should be taken into account
While job scheduling

- User and production jobs
¢ SEs now can be declared as unavailable
This is equivalent to banning sites for jobs needing
iInput data on these sites

Banning specifically for Read or Write access

For jobs without input data, the sites are still
available

rHCDH 25



LHCb data at T2-T3 centers

¢ Now LHCDb analysis data at T2-T3 according to
the mainstream Computing Model

¢ Still there are storage resources at some T2-T3
centers available to LHCb users

Data can be replicated using standard LHCDb tools
The data usage is opportunistic — if the site is
available, more resources available for the analysis
jobs
+ Grid storage at T2-T3 centers can be accessed
directly by the local users from non-grid CPUs



Conclusions

¢ Preparation of 2009-2010 data taking is going on

Simulating running full RAW data steam
FEST reqgular activities

¢ Data moving (Pit-TO,TO-T1,T1-T1) is in good
shape

¢ Data access issues and instabilities of services
are still the main problem.

¢ Site storage systems misconfiguration problems
are being cleaned up slowly



LHCDb in brief

+ Experiment dedicated to studying
CP-violation
Responsible for the dominance
of matter on antimatter

Matter-antimatter difference
studied using the b-quark
(beauty)

High precision physics (tiny
difference...)

+ Single arm spectrometer
Looks like a fixed-target
experiment

Smallest of the 4 big LHC
experiments

~500 physicists
¢+ Nevertheless, computing is also
a challenge....

(8
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DMS: User Storage quotas

¢ Storage space on the grid is not unlimited

Users are supposed to clean their spaces but
rarely do

 Unless they are notified about exceeding quotas

+ The user storage consumption is periodically
checked by a dedicated agent

The results are available to users

Currently they can be just consulted
- Command line and API tools available

Eventually the user space will be locked for writing
iIf the quotas are exceeded

- The quotas are defined in the CS per user

29
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