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The High Granularity Calorimeter

CMS Phase 2:
Replacement of the endcap calorimeters 
with the HGCAL
> 6 million channels
50 sensitive layers (silicon and scintillator)
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High granularity combined with high pile-up
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The HGCAL Level-1 trigger system

FPGAs 
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From shower identification to event segmentation

 Use cases at LLR

○Shower identification and energy reconstruction

– Based on standard convolutional networks

○Shower segmentation with Mask R-CNN (1703.06870)

○Plan to study the same things with graph networks

Gilles Grasseau 
(presented at CHEP19)

Preliminary study of segmentation in 2D

https://arxiv.org/abs/1703.06870
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FPGAs at LLR

 In our case the primary need for using neural networks on hardware is for the L1 
trigger

○Although our studies may also have use cases for the HLT and the offline reco

 At LLR, the hardware available are boards based on Xilinx FPGAs

○Custom CMS μTCA and ATC boards 

○Commercial Acceleration boards from Xilinx

MP7 (Virtex 7)

Serenity (Virtex and Kintex Ultrascale +)

Alveo
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Optimizations of neural network implementations

 FPGAs don’t contain dedicated floating point hardware

 Need to use fixed point multiplier-accumulators (DSPs) and LUTs

○Strong limitations come from limited number of DSP slices

 Critical steps

○Compression to fixed point with limited number of bits (extreme case = binary network)

○Re-use and pipelining of the NN nodes to spare DSPs

 Optimization of the network architecture with resource constraints

○Gained experience on Bayesian optimization at LLR

 Network model conversion to HLS-compatible code (Vivado HLS in our case)

○HLS4ML or Vitis (from Xilinx)
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