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Introduction

Exploit the unitarity constraint to 
look for new physics → 
geometrical relation between CKM 
elements: angle from CP 
asymmetries, size from |VCKM|.

Precision era: new physics may 
appear as a few percent 
disagreement: large new physics 
contributions to penguins would 
have already been seen.

• CKM matrix elements are fundamental parameters of the Standard Model and 
cannot be predicted.

~|Vtd/Vts|

We must make the green ring thinner → uncertainty dominated by |Vub|

Inclusive |Vcb|: B→Xc l ν

Exclusive |Vcb|: B→D(*) l ν

Inclusive |Vub|: B→Xu l ν

Exclusive |Vub|: B→π l ν

~|
V u

b/
V c

b|

b  
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b

Decay properties depend 
directly on |Vcb| & |Vub| and mb

perturbative regime (αs
n).

tree level, short distance:

c

e

ν

b → c e ν

W

b

Semileptonic B decays
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b

Decay properties depend 
directly on |Vcb| & |Vub| and mb

perturbative regime (αs
n).

tree level, short distance:

But quarks are bound by soft
gluons: non-perturbative  

long distance interactions of b quark 
with light quark.

+ long distance:

B → D e ν

W

e

ν

]Dc

B[ b

Semileptonic B decays
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b   Exclusive Vs. Inclusive
One hadronic current.

Inclusive decays b→q l ν:

Weak quark decay + QCD 
corrections.

Exclusive decays B→Xq l ν:

Form factors: need lattice QCD.

Theoretically easier, more precise.

Experimentally clean, a check of inclusive methods.

Γsl described by Heavy Quark 
Expansion in (1/mb)n and αs

k

Non perturbative parameters need to be derived from data, i.e. from inclusive 
spectral moments of the semileptonic decay products.

i.e. Currently use B → π l ν for |Vub|  - one dominant form factor (q2 shape and 
normalization needed).

Γ(B → Xc!ν) =
G2

Fm5
b

192π3
|Vcb|

2[[1 + Aew]AnonpertApert]

dΓ(B → π"ν)

dq2
=

G2
F

24π2
|Vub|

2p3
π|f+(q2)|2
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FIG. 1: The mES spectrum of Btag decays accompanied by a
lepton with p∗

! ≥ 0.8 GeV/c. The fit functions for the sum of
signal and background (solid line) and the background (red
dashed line) are overlaid. The crossed area shows the pre-
dicted background under the Btag signal. The background
control region in the mES sideband is indicated by the hatched
area.

correlation, QbQ! > 0.

IV. HADRONIC-MASS MOMENTS

We present measurements of the moments 〈mk
X〉, with

k = 1, . . . 6, of the hadronic-mass distribution in semilep-
tonic B-meson decays B → Xc!−ν. The moments are
measured as functions of the lower limit on the lepton
momentum p∗!,min between 0.8GeV/c and 1.9GeV/c, cal-
culated in the rest frame of the B meson.

A. Selected Event Sample

We find 19, 212 events with p∗! ≥ 0.8 GeV/c, composed
of 15, 085 ± 146 signal events above a combinatorial and
continuum background of 2, 429± 43 events and residual
background of 1, 696±19 events. Signal decays amount to
79% of the selected event sample. For p∗! ≥ 1.9 GeV/c, we
find in total 2, 527 events composed of 2, 006 ± 53 signal
events above a background of 271± 17 and 248± 7 com-
binatorial/continuum and residual events, respectively.
Figure 2 shows the mX distributions after the kinematic
fit together with the extracted background shapes for
p∗! ≥ 0.8 GeV/c and p∗! ≥ 1.9 GeV/c.

B. Extraction of Moments

To extract unbiased moments 〈mk
X〉, we apply correc-

tions to account for effects that distort the measured
mX distribution. Contributing effects are the limited ac-
ceptance and resolution of the BABAR detector resulting
in unmeasured particles and in misreconstructed ener-
gies and momenta of particles. In addition, there are
contributions from measured particles not belonging to
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FIG. 2: Hadronic-mass spectra after the kinematic fit for lep-
ton momenta p∗

! ≥ 0.8 GeV/c (top) and p∗
! ≥ 1.9 GeV/c (bot-

tom) together with distributions of combinatorial background
and background from non-BB decays (red, hatched area) as
well as residual background (blue, crossed area). The two
background histograms are plotted on top of each other.

the hadronic system, especially photons originating from
FSR of the primary leptons. These photons are included
in the measured Xc system and thus lead to a modified
value of its mass; they also lower the momentum of the
primary lepton. Both effects are included in our correc-
tion procedure.

We correct the kinematically-fitted value of mk
X of each

event by applying correction factors on an event-by-event
basis using the observed linear relationship between the
moments of the measured mass 〈mk

X,reco〉 and the mo-

ments of the true mass 〈mk
X,true〉 in MC spectra. The

correction factors are determined from MC simulations
by calculating moments 〈mk

X,reco〉 and 〈mk
X,true〉 in sev-

eral bins of the true mass mX,true and fitting the ob-
served dependence with a linear function, referred to as
calibration function in the following.

We find that the bias of the measured moments
〈mk

X,reco〉 is not constant over the whole phase space.
Therefore, we derive the calibration functions in three
bins of the particle multiplicity NXc

in the Xc system,
three bins of Emiss − cpmiss, as well as in twelve bins of
p∗! , each with a width of 100MeV/c. Due to the limited
number of generated MC events, the binning in NXc

and
Emiss − cpmiss is not used for p∗!,min ≥ 1.7GeV/c. Over-
all we construct 84 calibration functions for each order
of moments. The obtained calibration functions allow a

The average efficiency of step (i) over the entire range is
15% (2.5%) in the MAIN (LT) stream. The average effi-
ciency of step (iii) is about 80%. Step (ii) eliminates the
need to perform corrections for the effect of the ECL
resolution on the moments, as was done in Ref. [19], and
thereby significantly reduces the large uncertainty due to
model dependence. The unfolding matrix, derived from the
signal MC sample, is calibrated to data using the results of
a study of a clean photon sample from radiative !-pair
events.

A weighted average taking into account the correlation
of the MAIN and LT stream spectra is performed after step
(i). At this stage the averaging procedure is substantially
simplified since there is no statistical correlation between
yields in different energy bins. As an example of the cross
correlation between the MAIN and LT streams, in the
energy bin 2.00–2.05 GeV, there are 116 517 (9834) and
6769 (246) photon candidates in the on-(off-)resonance
sample, in the MAIN and LT streams, respectively, of
which, 3815 (72) are common to both streams. We find
the covariance between the MAIN and LT signal yields is
dominated by the overlap of candidates from the off-
resonance sample, which is small relative to the individual
variances of the MAIN and LT signal yields. This results in
a statistical error on the average just above that which is
obtained if no statistical correlation is assumed. The spec-
trum derived from the average of MAIN and LT stream
spectra before unfolding is shown in Fig. 1(c).

Our analysis procedure does not distinguish between
B ! Xs" and B ! Xd". We subtract the contribution of
the latter from all partial branching fraction measurements
by assuming the ratio of the branching fractions to be
Rd=s ¼ ð4:5# 0:3Þ% [20,21], and thereby assume the
shape of the corresponding photon energy spectra to be
equivalent. Employing other models for the B ! Xd"

photon energy spectrum has a negligible impact on the
measured branching fractions and moments of B ! Xs".
To derive the measurements in the rest frame of the

B meson we calculate boost corrections using a MC simu-
lation. The corrections are calculated from differences
between the spectra in the B-meson and c.m.s. frames.
The simulation takes into account the energy of the
B meson and its angular distribution in the c.m.s.
Systematic uncertainties are calculated from a number

of sources, as given by the numbered list in Table I. We
vary the number of B !B pairs, the on-resonance to off-
resonance ratio of integrated luminosities, and the correc-
tion factors applied to the off-resonance photon candidates
and assign the observed variation as the systematic error
associated with continuum subtraction (1). The parameters
of the correction functions applied to the MC to calibrate
for the effect of selection criteria (2) and those applied to
the #0 and $ yields (3) are varied taking into account their
correlations. As we do not measure the yields of photons
from sources other than #0’s and $’s in B !B events, we
independently vary the expected yields of these additional
sources by #20% (4). We vary the corrections applied to
beam background data according to their uncertainties (5).
For the uncertainties related to the unfolding procedure, we
vary the value of the regularization parameter of the SVD
algorithm (6). We compare the results from five signal
models [22] with corresponding model parameters derived
from fits to the signal spectrum derived from the MAIN
stream shown in Fig. 1(a). We assign the maximum devia-
tion from the Kagan-Neubert model as the uncertainty (7).
The errors associated to the measurement of the photon
energy resolution and photon detection efficiency in radia-
tive!-pair events are varied (8,9), where the former has an
uncertainty of 1%. To account for the higher multiplicity
hadronic environment of B !B decays and secondary effects
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FIG. 1. The extracted photon energy spectrum of B ! Xs;d" in the (a) MAIN and (b) LT stream before any correction for signal
acceptance is applied; and (c) displays their average after correction by the selection efficiency. The two error bars for each point show
the statistical and the total error. The total error is a sum in quadrature of the statistical and systematic errors, where the latter are
correlated between bins. The LT and MAIN streams refer to the set of selection criteria that do and do not include the lepton tag
criterion, respectively.
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FIG. 2: Measured electron momentum spectra from B+ and B0 decays before background subtrac-

tion, overlaid with the various backgrounds and the MC signal. The errors shown are statistical

only.

TABLE I: Electron yields for p∗Be ≥ 0.4 GeV/c. The errors are statistical only.

B candidate B+ B0

On Resonance Data 6423 ± 80 5403 ± 74

Scaled Off Resonance 249 ± 48 209 ± 39

Combinatorial Background 1244 ± 20 696 ± 13

Secondary 558 ± 11 1847 ± 22

B → Xueν 74 ± 5 57 ± 6

Background Subtracted 4297 ± 96 2593 ± 87

THE ELECTRON ENERGY SPECTRUM

Unfolding

To measure the moments of the electron energy spectrum, we need to determine the true

electron energy spectrum in the B meson rest frame, E∗B
e . In this analysis we assume the

10
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Inclusive decays: Big Picture
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shape
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|Vcb|

mb,mc
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π

Inclusive Mx 
spectrum

Semileptonic B 
decay

|Vub|

2|| ubV∝
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Shape(B→ Xs γ)
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FIG. 2: Measured electron momentum spectra from B+ and B0 decays before background subtrac-

tion, overlaid with the various backgrounds and the MC signal. The errors shown are statistical

only.

TABLE I: Electron yields for p∗Be ≥ 0.4 GeV/c. The errors are statistical only.

B candidate B+ B0

On Resonance Data 6423 ± 80 5403 ± 74

Scaled Off Resonance 249 ± 48 209 ± 39

Combinatorial Background 1244 ± 20 696 ± 13

Secondary 558 ± 11 1847 ± 22

B → Xueν 74 ± 5 57 ± 6

Background Subtracted 4297 ± 96 2593 ± 87

THE ELECTRON ENERGY SPECTRUM

Unfolding

To measure the moments of the electron energy spectrum, we need to determine the true

electron energy spectrum in the B meson rest frame, E∗B
e . In this analysis we assume the

10

Inclusive El spectrum

Experimental Challenge: 
Go from the measured shape → true shape:
shape in B rest frame, QED corrections, detector 
resolution, accessible phase space, Xclν model etc. 

PRL 103, 
241801 (2009)

PRD 81 
032003 
(2010)

PRD 75, 
032001 
(2007)
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Moments from Babar

6

Recent moments results from Babar also include 
“mixed” moments PRD 81 032003 (2010)

<nX
2>k: 

nX
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2-2ΛEX+Λ2

22

 [GeV/c]
l,min
*p

0 0.5 1 1.5 2

]2
> 

[G
eV

/c
X

<m

2
2.02
2.04
2.06
2.08

2.1
2.12

 [GeV/c]
l,min
*p

0 0.5 1 1.5 2

]2 )2
> 

[(
G

eV
/c

2 X
<m

3.9
4

4.1
4.2
4.3
4.4
4.5
4.6
4.7

 [GeV/c]
l,min
*p

0 0.5 1 1.5 2

]3 )2
> 

[(
G

eV
/c

3 X
<m

8

8.5

9

9.5

10

 [GeV/c]
l,min
*p

0 0.5 1 1.5 2

]4 )2
 >

 [(
G

eV
/c

2
>)2 X

 - 
<m

2 X
< 

(m -0.5

0

0.5

1

1.5

2

2.5

 [GeV/c]
l,min
*p

0 0.5 1 1.5 2

]6 )2
 >

 [(
G

eV
/c

3
>)2 X

 - 
<m

2 X
< 

(m

0
2
4
6
8

10
12

 [GeV/c]
l,min
*p

0 0.5 1 1.5 2

]2
> 

[G
eV

2 X
<n

1.2
1.25
1.3

1.35
1.4

1.45
1.5

1.55
1.6

 [GeV/c]
l,min
*p

0 0.5 1 1.5 2

]2 )2
> 

[(
G

eV
2

>)
2 X

 - 
<n

2 X
<(

n

0.4
0.6
0.8

1
1.2
1.4
1.6

 [GeV/c]
l,min
*p

0 0.5 1 1.5 2

]3 )2
> 

[(
G

eV
3

>)
2 X

 - 
<n

2 X
<(

n

-2
-1
0
1
2
3
4
5
6
7
8

 [GeV/c]
l,min
*p

0 0.5 1 1.5

B

0.03
0.04
0.05
0.06
0.07
0.08
0.09

0.1
0.11

 [GeV/c]
l,min
*p

0 0.5 1 1.5

> 
[G

eV
]

l
<E

1.4

1.5

1.6

1.7

1.8

1.9

 [GeV/c]
l,min
*p

0 0.5 1 1.5

]2
>>

 [G
eV

2 l
 - 

<E
2 l

<E

0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

 [GeV/c]
l,min
*p

0 0.5 1 1.5

]3
>>

 [G
eV

3 l
 - 

<E
3 l

<E

-0.035
-0.03

-0.025
-0.02

-0.015
-0.01

-0.005
0

0.005

 [GeV],min!E
1.8 2 2.2

> 
[G

eV
]

!
<E

2.22
2.24
2.26
2.28
2.3

2.32
2.34
2.36
2.38
2.4

2.42

 [GeV],min!E
1.8 2 2.2

]2
>>

 [G
eV

2 !
 - 

<<
E

2 !
<E

0.01

0.02

0.03

0.04

0.05

FIG. 13: The measured hadronic-mass moments 〈mk
X〉, combined mass-and-energy moments 〈nk

X〉, electron-energy moments
〈Ek

! 〉, partial branching fractions B, and photon-energy moments 〈En
γ 〉, as a function of the minimum lepton momentum

p∗
!,min and minimum photon energy Eγ,min compared with the result of the simultaneous fit (solid line) to moments of the

combined mass-and-energy spectrum, electron-energy moments, and photon-energy moments. The solid data points mark the
measurements included in the fit. Moments of semileptonic decays B → Xc!

−ν are marked by (•). Photon-energy moments of
Ref. [14] are marked by (!), of Ref. [15] by (•), and of Ref. [16] by ("). Open data points are not used in the fit. The vertical
bars indicate the experimental errors. The dashed lines correspond to the total fit uncertainty as obtained by converting the
fit errors of each individual HQE parameter into an error for the individual moment.
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FIG. 13: The measured hadronic-mass moments 〈mk
X〉, combined mass-and-energy moments 〈nk

X〉, electron-energy moments
〈Ek

! 〉, partial branching fractions B, and photon-energy moments 〈En
γ 〉, as a function of the minimum lepton momentum

p∗
!,min and minimum photon energy Eγ,min compared with the result of the simultaneous fit (solid line) to moments of the

combined mass-and-energy spectrum, electron-energy moments, and photon-energy moments. The solid data points mark the
measurements included in the fit. Moments of semileptonic decays B → Xc!

−ν are marked by (•). Photon-energy moments of
Ref. [14] are marked by (!), of Ref. [15] by (•), and of Ref. [16] by ("). Open data points are not used in the fit. The vertical
bars indicate the experimental errors. The dashed lines correspond to the total fit uncertainty as obtained by converting the
fit errors of each individual HQE parameter into an error for the individual moment.

Different experiments in good agreement: confidence in OPE fits.

Kinetic 
scheme Mass moments Mixed moments Belle 2008 PRD78 

032016 (2008)

|Vcb|103 42.05±0.83 41.91±0.85 41.58±0.90

mb
kin[GeV] 4.549±0.049 4.566±0.053 4.543±0.075
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FIG. 6: Spectra of n2
X after the kinematic fit together with

distributions of combinatorial background and background
from non-BB decays (red, hatched area) as well as residual
background (blue, crossed area) for different minimum lepton
momenta (a) p∗

!,min = 0.8 GeV/c and (b) p∗
!,min = 1.9 GeV/c.

The two background histograms are plotted on top of each
other.
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FIG. 7: Example of the calibration verification procedure for
different minimum lepton momenta (a) p∗

!,min = 0.8 GeV/c
and (b) p∗

!,min = 1.7 GeV/c. Moments 〈n2
X〉 of exclusive modes

on simulated events before (!) and after (•) calibration are
plotted against the true moments for each mode. The dotted
line shows the result of a fit to the calibrated moments, the
resulting parameters are given.

The bias correction factors C(p∗! , k), depending on the
minimum lepton momentum and the order of the ex-
tracted moments, are determined by MC simulations;
they combine the two factors Ccal and Ctrue as described
in Section IVB.

C. Systematic Uncertainties and Tests

We consider the same five sources of systematic uncer-
tainties as for the mass moments described in Sections
IVC 1 to IV C 5: MC statistics, simulation-related ef-
fects, extraction method, background determination, and
modeling of signal decays. The individual contributions
to the systematic error, listed in Table A.III, are esti-
mated following procedures essentially identical to those
described for the mass moments.

Because of the tighter cut on Emiss − cpmiss, the sys-
tematic uncertainty associated with this criterion is esti-
mated in a different way. We first keep the lower limit
fixed to the nominal value and vary the upper limit to
0.3GeV/c to 0.25GeV/c, 0.4GeV/c, and 0.5GeV/c. Then
we fix the upper limit to its nominal value and vary the
lower limit to −0.3GeV/c and −0.1GeV/c. The mean
of the observed differences in the measured moments on
data is taken as systematic uncertainty.

In the third study, we include the uncertainty from the
binning of the calibration function in the multiplicity of
the Xc-system. For the choice of the calibration function,
we randomly increase the measured multiplicity of the Xc

system by one with a probability of 5% corresponding
to the observed difference between MC and data. The
uncertainty in the bias-correction factor C(p∗! , k) is con-
servatively estimated as half of the applied correction.

Varying the branching fractions of the exclusive signal
modes in the MC simulation has, in agreement with the
mass-moment studies, a very small impact on the mea-
sured combined moments. Also, no significant variations
of the results are observed when splitting the data sample
into the same subsamples as for the mass moments.

D. Results

Figure 8 shows the results for the moments 〈n2
X〉, 〈n4

X〉,
and 〈n6

X〉 as a function of the minimum lepton momen-
tum p∗!,min. The moments are highly correlated due to the
overlapping data samples. The full numerical results and
the statistical and the estimated systematic uncertain-
ties are given in Table A.III. The systematic covariance
matrix for the moments of different order and with differ-
ent cuts on p∗!,min is built using statistical correlations.
This correlation matrix for the moments is given in the
EPAPS document [43].

A clear dependence on the minimum lepton momen-
tum is observed for all moments, due to the increasing
contributions from higher-mass final states with decreas-
ing lepton momentum. In most cases we obtain system-
atic uncertainties slightly exceeding the statistical uncer-
tainty.

plep>0.8 GeV

Alternative extraction of the higher-
order nonperturbative HQE parameters

210 fb-1
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dΓ
dw

(B → D�ν) ∼ (Phase Space)|Vcb|2G(w)2

dΓ
dw

(B → D
∗
�ν) ∼ (Phase Space)|Vcb|2F (w)2

�

i=+,0,−
|Hi(w)|2

w =
m2

B + m2
D − q2

2mBmd

G(w) = G(1)[1− 8ρ2z + (51ρ2 − 10)z2 − (252ρ2 − 84)z3], z =
√

w + 1−
√

2
√

w − 1 +
√

2
F (w) = ...
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Exclusive decays: B→D(*)l ν

8

Differential decay rate:

Form factors can be parameterised:

From experiment

|Vcb| x F.F. @w=1 (0 recoil)

ρD, ρD* (F.F. slopes)

From Lattice

G(1)=1.074±0.024, NPPS 140, 461 (2005)

F(1)=0.921±0.024, PRD 79 014506 (2009)
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B→D*l ν from Belle
• Study charged and neutral B decays:

• B0→D*-l+ ν, D*→D0π- arXiv:0810.1657

• B±→D*0l+ ν, D0*→D0π0 arXiv:0910.3534

• Measure w and decay angles θl, θv	 ,	 χ

• Fit 4-D decay rate

9

FIG. 2: Definition of the angles θ!, θV and χ for the decay B+ → D̄∗0#+ν!, D∗0 → D0π0
s .

The point w = 1 is also refered to as zero recoil.
The remaining three variables are the angles shown in Fig. 2:

• θ!, the angle between the direction of the lepton in the virtual W rest frame and the
direction of the W in the B rest frame;

• θV , the angle between the direction of the D meson in the D∗0 rest frame and the
direction of the D∗0 meson in the B rest frame;

• χ, the angle between the plane formed by the D∗0 and the plane formed by the W decay.

B. Four-dimensional decay distribution

The Lorentz structure of the B+ → D̄∗0#+ν! decay amplitude can be expressed in terms
of three helicity amplitudes (H+, H−, and H0), which correspond to the three polarization
states of the D∗0, two transverse and one longitudinal. For low-mass leptons (electrons and
muons), these amplitudes are expressed in terms of the three functions hA1

(w), R1(w), and
R2(w) [2]

Hi(w) = mB
R∗(1 − r2)(w + 1)

2
√

1 − 2wr + r2
hA1

(w)H̃i(w) , (4)

5

FIG. 10: Result of the fit of the four kinematic variables in the total sample. (The different sub-

samples are added in this plot.) The points with error bars are continuum subtracted on-resonance
data. The histograms are the signal and the different background components. The color scheme
is explained in Fig. 3.

B. Systematic uncertainties

To estimate the systematic errors in the results quoted above, we consider uncertainties
in the following: signal reconstruction efficiency, background estimation, D∗0 → D0π0 and
D0 → K−π+ branching fractions [10], B+ lifetime [10], and the number of B+ mesons in
the data sample.

To calculate these systematic uncertainties, we consider 300 pseudo-experiments in which
13 quantities (corresponding to the above-mentioned contributions) are randomly varied,
taking into account possible correlations. The entire analysis chain is repeated for every
pseudo-experiment and new fit values are obtained. One standard deviation of the pseudo-
experiment fit results for a given parameter is used as the systematic uncertainty in this
parameter. This toy MC approach also allows the systematic correlation coefficients in
Table III to be derived in a straightforward way.

In the following, we describe the parameters varied in the pseudo-experiments:

• The tracking efficiencies in five bins of slow pion momentum are varied within their
respective uncertainties. These uncertainties are determined from real data by study-
ing the decay B+ → D̄∗0π+ in the same 140 fb−1 sample as used for the main analysis.
The tracking uncertainties in different momentum bins are considered fully correlated.
Therefore, tracking corresponds only to a single parameter in the toy MC,

• The lepton identification uncertainties are varied within their respective uncertain-
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where

H̃∓ =

√
1 − 2wr + r2

(

1 ±
√

w−1
w+1

R1(w)
)

1 − r
, (5)

H̃0 = 1 +
(w − 1)(1 − R2(w))

1 − r
, (6)

with R∗ = (2
√

mBmD∗0)/(mB + mD∗0) and r = mD∗0/mB. The functions R1(w) and R2(w)
are defined in terms of the axial and vector form factors as,

A2(w) =
R2(w)

R∗2

2

w + 1
A1(w) , (7)

V (w) =
R1(w)

R∗2

2

w + 1
A1(w) . (8)

By convention, the function hA1
(w) is defined as

hA1
(w) =

1

R∗

2

w + 1
A1(w) . (9)

For w → 1, the axial form factor A1(w) dominates, and in the limit of infinite b- and c-quark
masses, a single form factor describes the decay, the so-called Isgur-Wise function [11, 12].

The fully differential decay rate in terms of the three helicity amplitudes is

d4Γ(B+ → D̄∗0!+ν!)

dwd(cos θ!)d(cos θV )dχ
=

6mBm2
D∗0

8(4π)4

√
w2 − 1(1 − 2wr + r2)G2

F |Vcb|2

×
{

(1 − cos θ!)
2 sin2 θV H2

+(w) + (1 + cos θ!)
2 sin2 θV H2

−(w)

+ 4 sin2 θ! cos2 θV H2
0 (w) − 2 sin2 θ! sin2 θV cos 2χH+(w)H−(w)

− 4 sin θ!(1 − cos θ!) sin θV cos θV cos χH+(w)H0(w)

+ 4 sin θ!(1 + cos θ!) sin θV cos θV cos χH−(w)H0(w)
}

,

(10)

with GF = (1.16637 ± 0.00001) × 10−5 GeV−2 [10]. By integrating this decay rate over all
but one of the four variables, w, cos θ!, cos θV , or χ, we obtain the four one-dimensional
decay distributions from which we will extract the form factors. The differential decay rate
as a function of w is

dΓ

dw
=

G2
F

48π3
m3

D∗0

(

mB − mD∗0

)2G(w)F2(w)|Vcb|2 , (11)

where

F2(w)G(w) = h2
A1

(w)
√

w − 1(w + 1)2

{

2

[

1 − 2wr + r2

(1 − r)2

]

×
[

1 + R1(w)2w − 1

w + 1

]

+

[

1 + (1 − R2(w))
w − 1

1 − r

]2
}

,

6

FIG. 7: Preliminary result of the fit of the four kinematic variables in the total sample. (The
different sub-samples are added in this plot.) The points with error bars are continuum subtracted
on-resonance data. The histograms are the signal and the different background components. The

color scheme is explained in Fig. 5.

the D∗∗!ν component is inflated by a factor of two to make the amount of D∗∗!ν in each
sub-sample consistent. The error in the continuum normalization is taken to be 1.5% as
explained earlier.

For the tracking uncertainty, we calculate the track finding error considering only the
D0 decay into K−π+, as the branching fraction for D0 → K−π+π−π+ is fitted from data. (A
possible mismodeling of the tracking efficiency for this mode would be absorbed in RK3π/Kπ.)
We thus have four charged tracks. Assuming 1% uncertainty for each track, except for the
slow pion from D∗+ for which we use 2%, and adding these uncertainties linearly, we obtain
a tracking uncertainty of 5%. Given the size of this error, the uncertainty in the lepton
identification (1−2%) can be neglected.

The breakup of the systematic error quoted in Table II is given in Table IV.

V. SUMMARY AND DISCUSSION

We have reconstructed about 69,000 B0 → D∗−!+ν" decays using a 140 fb−1 data sample
recorded at the Υ(4S) resonance with the Belle detector at the KEKB accelerator. A fit to
four kinematic variables fully characterizing this decays yields to measurements of the form
factor normalization F(1)|Vcb| and of the parameters ρ2, R1(1) and R2(1) that enter the
HQET form factor parameterization of this decay. We obtain: F(1)|Vcb| = 34.4± 0.2± 1.0,
ρ2 = 1.293 ± 0.045 ± 0.029, R1(1) = 1.495 ± 0.050 ± 0.062, R2(1) = 0.844 ± 0.034 ± 0.019,
and B(B0 → D∗−!+ν") = (4.42± 0.03± 0.25)%. For all these numbers, the first error is the
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B0→D*-l+ ν B±→D*0l+ ν

w1 cosθl
cosθl

w1

Appendix B0 → D∗−�+ν B+ → D∗0�+ν Hadronic Tag Title

Color scheme

Wolfgang Dungel, dungel (at) hephy.oeaw.ac.at EPS09 - Semileptonic b → c Decays at Belle

140 fb-1
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B→D*l ν from Belle

Results of 4-parameter 
HQET parameterization 
fit.

B+/B0 are consistent.

Relatively low values of 
F(1)|Vcb|.

10

Belle performs a model 
independent 
measurement of F.F. 
shapes. 

Confirms use of 
Caprini et al. 
parameterisation.

FIG. 11: Results of the fit of the helicity amplitudes (red crosses) compared to the prediction
obtained by using the parametrization prescription by Caprini et al. [3] (solid black line). The left

plot shows the results for Γ00
i , the right one for ΓT

i . Only the statistical error is shown.

B. Results

Given the very high amount of background in the D0 → K−π+π−π+ mode, we use only
the Kπ, e and Kπ, µ channels to determine the partial decay widths for each of the helicity
components. Tables V and VI give the results of the fits, where the systematic errors quoted
in these tables stem from the same sources as given in the breakdown in Table IV. It is
dominated by the track reconstruction errors of the three charged tracks ", π, K and the
uncertainty of the π0

s reconstruction. The χ2 of the fit is in good statistical agreement
with the number of degrees of freedom, we obtain χ2/ndf = 82.6/60 or a χ2 probability of
Pχ2 = 2.8%. The results are shown in Fig. 11. There is good agreement with the results of
the parametrized fit.

VI. SUMMARY AND DISCUSSION

We have reconstructed about 27,000 B+ → D̄∗0"+ν" decays in the 140 fb−1 of Belle
Υ(4S) data. A fit to the theoretical expression for the four-dimensional differential decay
width (Eq. 10), assuming the parameterization of the helicity amplitude given by Caprini
et al. [3] yields a measurement of |Vcb| times the form factor normalization at zero recoil,
F(1)|Vcb| = (35.0± 0.4± 2.2)× 10−3. At the same time we determine the parameters of the
Caprini et al. parameterization, ρ2 = 1.376 ± 0.074 ± 0.056, R1(1) = 1.620 ± 0.091 ± 0.092,
R2(1) = 0.805 ± 0.064 ± 0.036. The branching fraction of the decay B+ → D̄∗0"+ν" is
measured to be (4.84 ± 0.04 ± 0.56)%. For all numbers quoted here, the first error is
the statistical and the second is the systematic uncertainty. All results are preliminary.
These measurements are in agreement with previous investigations of the decay B+ →
D̄∗0"+ν" [6, 7, 8].

A direct, model-independent determination of the form factor shapes has also been carried
out and shows good agreement with the HQET based form factor parametrization by Caprini

20

B0→D*-l+ ν  
arXiv:0810.1657

B±→D*0l+ ν  
arXiv:0910.3534

ρ2 1.293±0.045±0.029 1.376±0.074±0.056
R1(1) 1.495±0.050±0.062 1.620±0.091±0.092
R2(1) 0.844±0.034±0.019 0.804±0.064±0.036
BR(%) 4.42±0.03±0.25 4.84±0.04±0.56
F(1)|Vcb| 34.4±0.2±1.0 35.0±0.4±2.2

χ2/dof 138.8/155 187.8/155

arXiv:0910.3534
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B→D(*)l ν from Babar

• Untagged, 
simultaneous fit of 
B→D*l ν and B→Dl 
ν, PRD 79, 012002 
(2009)

• Hadronic B-tag 
measurement, PRL 
104 011802 (2010)
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Semileptonic decays are selected in B !B events in which
a hadronic decay of the second B meson (Btag) is fully
reconstructed, following the same criteria used in Ref. [19]
and briefly summarized here. We first reconstruct the semi-
leptonic decay selecting a lepton with momentum in the
c.m. frame p!

‘ > 0:6 GeV and a well-reconstructedD0=Dþ

candidate with the correct charge correlation with the
lepton. Then we reconstruct the Btag decays in about

1000 different charmed hadronic modes !B ! Dð!ÞY where
Y represents a combination of!%, !0, K%, orK0

S [20]. The
kinematic consistency of a Btag candidate with a B meson

decay is evaluated requiring 5:27<mES&
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s=4'ðp!

BÞ2
q

<

5:29GeV, where
ffiffiffi
s

p
is the total c.m. energy, and p!

B and E!
B

denote the momentum and energy of the Btag candidate in
the c.m. frame.

Semileptonic B decays are identified by their missing
mass squared, m2

miss ¼ ½p"ð4SÞ ' pBtag
' pD ' p‘*2, cal-

culated from the measured particles 4-momenta. For cor-
rectly reconstructed signal events, the only missing particle
is the neutrino and m2

miss peaks at zero. Other semileptonic

B decays, like !B ! Dð!;!!Þ‘' !#‘, where at least one particle
is not reconstructed (feed-down), yield larger values of
m2

miss.
We measure Gð1ÞjVcbj and the form-factor slope $2 by a

fit to the w distribution. We examine the data and MC
events in ten equal-size w bins in the interval 1<w< 1:6.
Since the B momentum is known from the fully recon-
structed Btag in the same event, w is reconstructed with
good precision, namely, to +0:01, which corresponds to
about 2% of the full kinematic range.

The !B ! D‘' !#‘ signal yield in each bin of w is ob-
tained from the m2

miss distribution in data by an extended
binned maximum likelihood fit [21]. We assume that the
data sample is described by contributions from four differ-
ent sources: !B ! D‘' !#‘ signal events, feed-down from
other semileptonic B decays, combinatorial B !B and con-
tinuum background, and fake lepton events (mostly from
hadronic B decays with hadrons misidentified as leptons).
The probability density functions (PDFs) are derived from
the MC predictions for the different semileptonic B decay
m2

miss distributions. We use the off-peak data to provide the
continuum background normalization. The shape of the
continuum background distribution predicted by the MC
simulation is consistent with that obtained from the off-
peak data. The measured m2

miss distributions are compared
with the results of the fits for two different w intervals in
Fig. 1.

We perform a least-squares fit to the observed signal
yields in the ten bins of w. We minimize a %2 defined as

%2 ¼
X10

i¼1

ðNi
data '

PNi
MC

j¼1 W
i
jÞ2

ð&i
dataÞ2 þ

PNi
MC

j¼1 W
i2
j

; (2)

where the index i refers to the w bin and the index j runs

over all MC events in bin i; Ni
data is the observed number of

signal events found in the ith bin and &i
data the correspond-

ing uncertainty. The expected signal yields are calculated
at each step of the minimization from the reweighted sum
ofNi

MC simulated events. Each weight is the product of two

terms: Wi
j ¼ WL ,Wi;theo

j , where WL is an overall fixed

scale factor, which accounts for the relative integrated

luminosity of the data and signal MC events, and Wi;theo
j

is computed using the true w value of the event j and
depends on Gð1ÞjVcbj and $2, which are free parameters
determined in the fit that are recalculated at each step of the
minimization.
We first fit thew distributions for the charged and neutral

!B ! D‘' !#‘ samples separately and then perform a fit to
the combined !B ! D‘' !#‘ sample. In Fig. 2, we show the
comparison between the data and the fit results for the
combined sample. The measured values of Gð1ÞjVcbj and
$2, with the corresponding correlation $corr obtained from
the fit, are reported in Table I. The branching fraction is
derived by integrating Eq. (1) and dividing by the appro-
priate B-meson lifetime.
In order to reduce the systematic uncertainty on the

measurement of Gð1ÞjVcbj and the branching fractions,
we normalize the exclusive signal yield to the yield of
inclusive semileptonic decays, !B ! X‘' !#‘, in events
tagged by a fully reconstructed hadronic B decay. The
inclusive !B ! X‘' !#‘ decays are selected by identifying
one charged lepton with p!

‘ > 0:6 GeV and the charge
expected based on the Btag decay. In the case of multiple
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FIG. 1 (color online). Fit to the m2
miss distribution in two

different w intervals for B' ! D0‘' !#‘: the data (points with
error bars) are compared to the results of the overall fit (sum of
the solid histograms). The PDFs for the different fit components
are stacked in the order shown in the legend.
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Two recent, complementary, B→D l ν results from Babar.

Btag candidates in an event, we select the decay mode with

the highest purity, estimated from the MC prediction for
the fraction of true decays in the mES signal region.
Background components that peak in themES signal region
include cascade Bmeson decays, for which the lepton does
not come directly from the B, and hadronic decays; they
are subtracted using the corresponding MC predictions.
The !B ! X‘! !!‘ yield is obtained from a maximum like-
lihood fit to the mES distribution of the Btag candidates, as

described in Ref. [19]. The fit yields ð198:9# 1:6Þ % 103

events for the B! ! X‘! !!‘ sample and ð116:3# 1:0Þ %
103 events for the !B0 ! X‘! !!‘ sample. The corresponding
reconstruction efficiencies, including the Btag reconstruc-

tion, are 0.39% and 0.25%, respectively. We investigated
numerous sources of systematic uncertainties, whose con-

tributions are listed in Ref. [22]. The largest uncertainties
are due to differences in the efficiency of the Btag selection

between the exclusive !B ! D‘! !!‘ and inclusive !B !
X‘! !!‘ decays (a relative 1.5% systematic uncertainty on
jVcbj), the !B ! D‘! !!‘ fit procedure (1.3%), and the un-
certainties on the branching fractions of the reconstructed
D decay modes and !B ! D&&‘! !!‘ decays (1.1%). The
uncertainties due to the detector simulation are established
by varying, within bounds given by data control samples,
the tracking efficiency of all charged tracks (0.7%), the
calorimeter efficiency (0.9%), and the lepton identification
efficiency (0.9%). We evaluate the systematic uncertainties
associated with the MC simulation of various signal and
background processes: photon conversion and "0 Dalitz
decay, B cascade decay contamination (0.8%), and flavor
cross feed (0.2%). The uncertainty arising from radiative
corrections (0.1%) is studied by comparing the standard
results with those obtained when PHOTOS is not used. We
take 30% of the difference as a conservative systematic
uncertainty. We vary the !B ! D&‘! !!‘ form factors (0.4%)
within their measured uncertainties [4] and use a HQET
parametrization [23] to describe !B ! D&&‘! !!‘ decays
(0.3%). We evaluate an uncertainty associated with the
!B ! X‘! !!‘ fitting procedure (0.8%) and with the absolute
branching fractionBð !B ! X‘! !!‘Þ used for the normaliza-
tion (0.8%).
From the fit to the combined !B ! D‘! !!‘ sample, we

measure Gð1ÞjVcbj ¼ ð42:3# 1:9# 1:4Þ % 10!3. Using
an unquenched lattice calculation [11], corrected by a
factor of 1.007 for QED effects, we obtain jVcbj ¼ ð39:2#
1:8# 1:3# 0:9FFÞ % 10!3, where the third error is due to
the theoretical uncertainty in Gð1Þ. As an alternative, we
use a quenched lattice calculation based on the step scaling
method (SSM) [12] and obtain jVcbj ¼ ð40:9# 1:8#
1:4# 0:7FFÞ % 10!3. The authors of [12] report the lattice
determination of GðwÞ for finite momentum transfer.
Although quenched, this calculation allows the extraction
of jVcbj avoiding the large extrapolation to w ¼ 1. For
example, from a linear interpolation around w ¼ 1:2, we
obtain jVcbj ¼ ð40:7# 1:3# 1:4# 1:0FFÞ % 10!3. We re-

TABLE I. Fit results for each sample. The last column reports the result of the !B0=B! combined fit (hereB refers to !B0 decays). We
also report signal yields and reconstruction efficiencies integrated over the full w range. Absolute branching fractions (last row) are
derived from relative branching fractions using BðB ! X‘! !!‘Þ from Ref. [5].

B! ! D0‘! !!‘
!B0 ! Dþ‘! !!‘

!B ! D‘! !!‘

Gð1ÞjVcbj ) 103 41:0# 2:1# 1:3 44:9# 3:2# 1:6 42:3# 1:9# 1:4
#2 1:14# 0:11# 0:04 1:29# 0:14# 0:05 1:20# 0:09# 0:04
#corr 0.943 0.950 0.952

$2=ndf 3:4=8 5:6=8 9:9=18

Signal Yield 2147# 69 1108# 45 ) ) )
Reconstruction Efficiency ð1:99# 0:02Þ % 10!4 ð1:09# 0:02Þ % 10!4 ) ) )

BðB ! D‘! !!‘Þ=BðB ! X‘! !!‘Þ (0:255# 0:009# 0:009) (0:230# 0:011# 0:011) (0:223# 0:006# 0:009)

BðB ! D‘! !!‘Þ ð2:29# 0:08# 0:09Þ% ð2:21# 0:11# 0:11Þ% ð2:15# 0:06# 0:09Þ%

w
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FIG. 2 (color online). (a) Signal yield w distribution obtained
summing B! ! D0‘! !!‘ and !B0 ! Dþ‘! !!‘ events. The data
(d) are compared to the results of the overall fit (histogram).
(b) GðwÞjVcbj distribution corrected for the reconstruction effi-
ciency, with the fit result superimposed.
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G(1)

Bkg. subtracted

Eff. corrected

|Vcb|G(1) = (42.3 ± 1.9 ± 1.4) 10-3

ρD
2=1.20±0.09±0.04

BR(B-→D l ν)=(2.15±0.06±0.09)%

Hadronic B-tag

417 fb-1
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|Vcb| from B→D(*)l ν

12

2ρ
1 1.5

]
-3

| [
10

cb
 |V×

G
(1

) 

30

40

50

HFAG
WINTER 2009

CLEO

BELLE

BABAR global fit

BABAR tagged
AVERAGE

 = 12χ ∆

/dof = 1.3/ 82χ

2ρ
0.5 1 1.5 2

]
-3

| [
10

cb
 |V×

F(
1)

 
32

34

36

38

40

HFAG
WINTER 2009

OPAL
(part. reco.)

OPAL
(excl.)

DELPHI
(part. reco.)

BELLE

DELPHI 
(excl.)

BABAR (excl.)

BABAR (D*0)
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AVERAGE

 = 12χ ∆

/dof = 39.6/212χχ2/dof=56.9/21χ2/dof=1.3/8

|Vcb|G(1) = (42.3 ± 0.7 ± 1.3) 10-3

➩|Vcb| = (39.4 ± 1.4 ± 0.9(FF)) 10-3

precision ~4% precision ~3%, tension in ave. 

|Vcb|F(1) = (35.75 ± 0.42) 10-3

➩|Vcb|= (38.8 ± 0.5 ± 1.0(FF)) 10-3

B→Dl ν
B→D*l ν
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|Vcb| summary: Inclusive v Exclusive

13Jochen Dingfelder, Freiburg Beauty 2009, Heidelberg

|Vcb|Summary: Inclusive vs.Exclusive

10

Exclusive |Vcb| ~ 2! lower than inclusive |Vcb| !Exclusive |Vcb| ~2σ lower than inclusive 

HFAG averages

103 |Vcb|
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Limiting factor in CKM precision tests; known much less well than |Vcb|
CKM suppressed Vub~0.1xVcb- therefore harder to measure.

The problem: b → clv decay

|Vub| Challenge

E. Barberio 4

Vub inclusive determination

Selection to remove background removes a sizeble part of the 
phase space. 

Need theoretical extrapolation for the full phase space 

B→ Xulνrate is very small, Vub is small, therefore very difficult 

to measure

the problem is the b! clv decay

Tree level

14
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• Cut away b → clv: lose a part of the b → ulv signal.

• We measure

Inclusive |Vub| Measurement

Total b → ulv rate

Cut-dependent
constant predicted

by theory

• Must be 

• Main uncertainty (±5%) from mb
5 but we need a reasonable fraction 

of the rate to control theory uncertainty.

Fraction of the signal that pass the cut

→ corrected for QCD, motion of b-quark

fc ~ 25% for El>2.0 GeV, 
fc ~ 38% for q2> 8 GeV2, 
fc ~ 65% for Mx < 1.7 GeV

15
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Multivariate analysis from Belle

Boosted decision tree: use many 
event parameters from the full 
reconstruction sample: Mmiss

2, impact 
parameters, Qtotal, Qlepton, Nlepton, Q
(B), D* partial reco., NKS, NK± ...

Measure the partial BR, with 
plepton>1.0 GeV/c .

Belle analysis exploits non-linear correlations between kinematic and event 
variables available in B-full recon sample to separate b→u and b→c. 

∆B =
N∆

b→u

(2�∆b→uNtag)
(1− δrad)

PRL 104 2021801 (2010)

→90 % total phase space!

Signal Extraction

! Background subtracted prior to fit

! not from B decay (scaled off resonance)

! not correctly reconstructed Btag
(MC shape scaled to mbc sideband)

! Fit in 2D mX − q2 distribution (5×4 bins)

! 3 components (MC driven)

! Xu!ν contribution

! Xc!ν contribution

! Secondary and fakes

Source # Events

BDT selected 5544 ± 54

scaled off-resonance 35 ± 18

wrong Btag 825 ± 38

Xu!ν 1032 ± 91

Xc!ν 3615 ± 32

Secondary and fakes 38 ± 2

Projected Distributions
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Belle Hadronic Tag Measurement

! arXiv:0907.0379 (July 2009)

! “Fully” reconstruct one B (Btag), exclusively

! Total of ∼180 exclusive modes

! Known Bsig 4-momentum

! High purity, low efficiency

! need many events

! 605 fb−1 Belle Data (–2005)

eff. (%) purity Ntag (×103)

charged 0.29 0.25 689

neutral 0.28 0.30 479

! mbc > 5.27 GeV, |∆E| < 0.05 GeV

! more than million reconstructed B

BSig

BTag
!4S

8 GeV 3.5 GeV

Signal Side

Tag Side

X}
" l

e-

e+

q2
 (G

eV
2 )

604 fb-1

1.15x106 Fully reconstructed B-mesons
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FIG. 1: Projections of the MX − q2 fit in bins of MX (left) and
q2 (right).

space region, ∆, corresponding to p∗B
! ≥ 1.0 GeV/c. The

efficiency is determined from the fully reconstructed sig-
nal MC, reweighted at the generator level in bins of p!,
P+, MX and q2 following the prescription in this Letter.
The overall efficiency is 22.2%. The B → Xu!ν yield
is corrected for QED radiative effects using the PHOTOS
algorithm [14]. The correction is 1.4% of the branch-
ing fraction. We measure the partial branching fractions,
combining the spectra from B+ and B0 semileptonic
decays with the 1.0 GeV/c lepton momentum thresh-
old. The expression for the partial branching fraction is
∆B = (N∆

b→u/(2ε∆b→uNtag))(1 − δrad), where N∆
b→u and

ε∆
b→u

are the signal yield and signal efficiency for the re-
gion, ∆, Ntag is the number of tagged B events and δrad

denotes QED corrections. The various contributions to
the systematic error on the partial branching fraction are
described below.

To estimate the particle identification and reconstruc-
tion uncertainties, events with electrons and muons are
reweighted and kaons, pions and photons are randomly
removed according to their respective measured uncer-
tainties.

The MC sample used to model signal B → Xu!ν events
is a hybrid mix of inclusive and exclusive contributions.
Resonant semileptonic B decays to π, and ρ and ω modes
are modeled with form factors calculated in Ref. [15] and
Ref. [16], respectively, with branching fractions set to the
world averages [17]. Decays to η and η′ have form fac-
tors derived from ISGW2 [18] and branching fractions
set to the world averages [17]. The form factors and
branching fractions of the unmeasured resonant compo-
nents are predicted by ISGW2 [18]. The branching frac-
tions of the resonant B → Xu!ν final states have been
varied by ±10% (π), ±20% (ρ), ±30% (ω), ±50% (η)
and ±100% (η′) [17]. The relative contribution of the
unmeasured components of the hybrid model MC are
varied within the limits of the full inclusive branching
fraction.The inclusive part of the mix uses the DFN shape
function (SF) parameterization [19]. The hybrid MC is
corrected to match the moments of the q2 and MX dis-

tributions as predicted by the GGOU model [4]. For the
GGOU model we use the kinetic scheme b−mass, and
b−quark kinetic energy µ2

π in Ref. [17]. The uncertainty
in the inclusive component is determined by taking into
account: the error on the SF parameters; the theoretical
uncertainties in the GGOU model; and the intrinsic un-
certainty in the DFN model. We estimate the uncertainty
due to the simulation of kaon production in B → Xu!ν
decays (i.e. gluon splitting into an ss̄ pair), by varying
the contribution of events with a kaon in the final state
by 25%.

Systematic errors in the subtraction of the non-BB
background are dominated by the uncertainty in the rel-
ative normalization of the on- and off-resonance data,
which is estimated to be a 1% error on the continuum
yield. The uncertainty due to mis-tagging is estimated
by varying the lower bound on the Mbc signal region,
corresponding to a 10% variation in the ratio of good
tags to incorrect tags in the signal region [12].

The systematic uncertainty due to the overall fit to
data for the background contribution normalization is
estimated by varying the number of bins used in the fit.
The uncertainty due to secondary, cascade B → D → e
decays is assessed by varying the branching fractions
of semileptonic D decays, and B → D anything by
±1σ [20]. The uncertainty associated to the magnitude
of the hadron fake contribution is determined from mea-
surements of K0

S → π+π− decays.
To model backgrounds from B → D!ν and B → D∗!ν

decays we use parameterizations of the form factors
based on heavy quark effective theory [21–23]. The
B → D!ν and B → D∗!ν decay slope parameters, ρ2

D

and ρ2 respectively, are set to the world averages [17].
The B → D∗!ν decay parameters, R1 and R2 are set
to the most recently measured values[17]. The branch-
ing fractions of the D and D∗ components are based on
Ref. [20]. Details of decays to higher mass D∗∗ reso-
nances are less well known, so we use the LLSW [24]
model with a method described in Ref. [12]. We adopt
the prescription of Ref. [25] for the non-resonant B →
D(∗)π!ν decay shapes. The normalization of the nar-
row resonant D∗∗ and non-resonant D∗π components
are based on values in Ref. [17]. The remaining unmea-
sured contribution is matched to the full inclusive rate.
To estimate the sensitivity to the rates of the exclusive
B → Xc!ν modes, we adjust their individual branching
fractions about their measured uncertainties. To test the
sensitivity to the shape of these contributions, we have
varied the form factors for D∗!ν, and D!ν decays about
their measured uncertainties, and changed the model in-
put parameters that describe the differential decay rates
of the resonant D∗∗!ν decays. For the resonant D∗∗!ν
decays, we take into account limits from measurements
to resonant and non-resonant D(∗)π!ν states, and full in-
clusive rates [10, 17, 20]. The systematic uncertainty
on the non-resonant D(∗)π!ν decay modes is estimated
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2D fit in q2 v MX. 
(projections shown)

604 fb-1

Inclusive |Vub| from Belle
PRL 104 

2021801 
(2010)

sys. detector/otherdetector/other B → Xu l vB → Xu l vB → Xu l v B → cl vB → cl vB → cl v
Det. Mbc SF Excl ss Inc. FF Ex. BR

8.1 4.84.8 3.6 4.9 1.5 1.71.71.7

•Gives single most precise|Vub|.
•Lowest theory error on |Vub|, owing to greatest phase space coverage.

Error 
breakdown 

in %

17

ΔBR(p*
lep>1.0GeV) = 1.963 (1 ± 0.088stat ± 0.081sys ) 10-3 
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 Inclusive |Vub|

mb(kin) = 4.620 ± 0.035 GeV HFAG

GGOU BLNP
mb (SF) = 4.650 ± 0.043 GeV HFAG

18

Δ=6.5%

Δ=5.5% Δ6.2%

Extracted using several 
different methods and 
schemes e.g.

Δ=7.7%

BLNP: PRD72:073006(2005)
DGE: JHEP 0601:097(2006)

GGOU: JHEP 0710:058(2007)
BLL: PRD64:113004(2001)

Δth=2.8%
Δex=5.9%
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|Vub| from B→π l ν

19

Jochen Dingfelder, Freiburg Beauty 2009, Heidelberg

|Vub| from B!!"!

• Complementary experimental approaches:

" untagged (with ! reconstruction)

" semileptonic B tags 

" hadronic B tags

• Form-factor calculations using different          
methods

14

} Independent samples,
different systematic 

uncertainties

} Measurement in bins of q2

⇒ reduce model dependence

|Vub|

Strong interaction
⇒ form factors

= !,#,#’,$,%

Complementary experimental approaches:
•Untagged (with ν reconstruction)
•Semileptonic B tags
•Hadronic B tags

Form-factor calculations using different methods
•Unquenched lattice QCD (HPQCD, Fermilab)
•Light cone sum rules (Ball & Zwicky)
•Quark models (ISGW2)

Independent samples, 
different systematic 
uncertainties

Measurement in bins of 
q2→reduce model 
dependence

Strong interaction F.F.
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FIG. 20: (color online) mES and ∆E distributions in each q2 bin for B0 → π−"+ν after the fit. The distributions are shown in
the ∆E and mES signal bands, respectively. Legend: see Figure 5.

random samples drawn from the three-dimensional his-1271

tograms used in the standard fit. Specifically, we created1272

500 sets of distributions by fluctuating each simulated1273

source distribution bin-by-bin using Poisson statistics.1274

For each of the sets, we added the source distributions1275

to make up to total distribution that corresponds to the1276

data distribution (“toy data”) that are then fitted by the1277

standard procedure. In addition, we created indepen-1278

dent fluctuations for the distributions that make up the1279

source PDFs for the fit, in the same way as for the toy1280

data described above. A compilation of these 500 “toy 1281

experiments” shows no significant bias for any of the free 1282

parameters, and the distribution of the errors confirms 1283

the error obtained in fits to data. 1284

Additional fits have been performed to check the con- 1285

sistency of the data. For instance, the data samples have 1286

been divided into subsamples, i.e., separating electrons 1287

and muons or separating data taken in different run pe- 1288

riods. These subsamples are fitted separately; the results 1289

agree within the statistical uncertainties. 1290
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FIG. 24: (color online) Measured ∆B/∆q2 distribution for B → π"ν. The error bars correspond to the combined statistical
and systematic uncertainties. The positions of the data points have been adjusted to correspond to the mean q2 value in each
bin, based on the quadratic BGL ansatz. The fit result for the BZ parameterization is not visible, since it overlaps totally with
the BGL result. Left: fits of three different form-factor parameterizations to the ∆B/∆q2 data spectrum; right: comparisons
of the data to various B → π"ν form-factor predictions which have been normalized to the measured total branching fraction.
The shaded band illustrates the uncertainty of the quadratic BGL fit to data.

TABLE XI: Partial and total branching fractions corrected for
radiative effects) for B0 → ρ−"+ν and B+ → ρ0"+ν decays
obtained from the single-mode fits and for B → ρ"ν decays
from the four-mode fit with statistical (fit), systematic and
total errors. The branching fractions for B+ → ρ0"+ν have
been scaled by twice the ratio of the lifetimes of neutral and
charged B mesons. All branching fractions and associated
errors are given in units of 10−4.

q2 range (GeV2) 0-8 8-16 16-20.3 Total

∆B(B0 → ρ−"+ν) 0.747 0.980 0.256 1.984

Fit error 0.151 0.087 0.030 0.214

Syst. error 0.178 0.165 0.066 0.379

Total error 0.234 0.187 0.072 0.435

∆B(B+ → ρ0"+ν) × 2τ0/τ+ 0.627 0.977 0.265 1.871

Fit error 0.136 0.079 0.028 0.190

Syst. error 0.152 0.161 0.061 0.320

Total error 0.204 0.179 0.068 0.373

∆B(B0 → ρ−"+ν) 4-mode 0.564 0.912 0.268 1.745

Fit error 0.107 0.059 0.022 0.149

Syst. error 0.126 0.135 0.058 0.272

Total error 0.166 0.147 0.062 0.310

shape are fixed to the MC predictions which have large1631

uncertainties. MC studies indicate that this may lead1632

to a bias affecting the signal yield. The stated errors1633

account for this problem.1634
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FIG. 25: (color online) Measured ∆B/∆q2 distribution for
B → ρ"ν. The inner and outer error bars correspond to
the statistical uncertainty and the combined statistical and
systematic uncertainty, respectively. The data are compared
with the B → ρ"ν form-factor predictions from LCSR calcu-
lations and from the ISGW2 quark model.

C. Determination of |Vub| 1635

We pursue two different approaches to determine the 1636

magnitude of the CKM matrix element Vub. 1637

First, we derive |Vub| in the same way as in previous 1638

publications, by combining the measured partial branch- 1639

ing fractions with integrals of the form-factor calculations 1640

over a certain q2 range using the relation 1641

|Vub| =

√

∆B(q2
min, q2

max)

τ0 ∆ζ(q2
min, q2

max)
, (34)
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imposing isospin.

Neural-Network selection, 
Binned maximum likelihood fit to mES & ΔE 
in q2 bins.
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TABLE XII: Results of fits to the measured ∆B/∆q2 for B → π"ν decays, based on different form-factor parametrizations.

Parametrization χ2/ndf Prob(χ2/ndf) Fit parameters f+(0)|Vub| [10−3]

BK 6.6/4 0.160 αBK = +0.295 ± 0.088 1.055 ± 0.042

BZ 5.8/3 0.120 rBZ = +0.161 ± 0.124 1.081 ± 0.046

αBZ = +0.752 ± 0.356

BGL (2 par.) 6.6/4 0.161 a1/a0 = −0.88 ± 0.24 1.107 ± 0.041

BGL (3 par.) 6.1/3 0.107 a1/a0 = −0.76 ± 0.30 1.081 ± 0.055

a2/a0 = −1.24 ± 1.84

where τ0 = (1.530 ± 0.009) ps is the B0 lifetime and ∆ζ1642

is defined as1643

∆ζ(q2
min, q2

max) =
G2

F

24π3

q2
max
∫

q2
min

p3
π|f+(q2)|2dq2 . (35)

The values of ∆ζ are derived from theoretical form-factor1644

calculations. For q2 < 16 GeV, we derive |Vub| using light-1645

cone sum-rule calculations; for q2 > 16 GeV, we use the1646

unquenched lattice predictions by the HPQCD group.1647

To determine |Vub| over the whole q2 range, we ex-1648

trapolate the LQCD results to low q2 and the light-cone1649

sum rule results to high q2, using the BK parameteri-1650

zation for fits to HPQCD predictions [22], and the BZ1651

parameterization for LCSR predictions [15]. We adopt1652

the uncertainties of the form-factor normalization esti-1653

mated in Refs. [15, 22]. Table XIII summarizes the |Vub|1654

results.

TABLE XIII: |Vub| derived from B → π"ν and B → ρ"ν
decays for various q2 regions and form-factor calculations.
Quoted errors are experimental uncertainties and theoretical
uncertainties of the form-factor integral ∆ζ. (Uncertainties
for the B → ρ"ν form-factor integral are not available.)

q2 Range ∆ζ |Vub|
( GeV2) (ps−1) (10−3)

B → π"ν

LCSR [15] 0 − 16 5.44±1.43 3.63 ± 0.12+0.59
−0.40

HPQCD [22] 16 − 26.4 2.02±0.55 3.21 ± 0.17+0.55
−0.36

LCSR [15] 0 − 26.4 7.72±2.32 3.46 ± 0.10+0.68
−0.43

HPQCD [22] 0 − 26.4 9.35±3.22 3.14 ± 0.09+0.68
−0.43

B → ρ"ν

LCSR [16] 0 − 16.0 13.79 2.75 ± 0.24

LCSR [16] 0 − 20.3 17.15 2.58 ± 0.22

ISGW2 [14] 0 − 20.3 14.20 2.83 ± 0.24

1655

For B → ρ%ν, values of ∆ζ are taken from LCSR cal-1656

culations in the range q2 < 16 GeV, and the quark model1657

predictions of ISGW2 over the full q2 range. The results1658

are also presented in Table XIII; estimates of the uncer-1659

tainties of the form-factor integrals are not available for1660

this decay mode.1661

Second, we perform a simultaneous fit to the most re-1662

cent lattice results and BABAR data to make best use of1663

the available information on the form factor from data 1664

(shape) and theory (shape and normalization). A fit 1665

of this kind was first presented by the FNAL/MILC 1666

Collaboration [21] using the earlier BABAR results on 1667

B0 → π−%+ν decays [9]. 1668

To perform this fit, we translate both the mea- 1669

sured ∆B/∆q2 and the calculated form factor f+(q2) 1670

to P(q2) φ(q2, q2
0) f+(q2) and transform q2 to z(q2, q2

0) 1671

(see Eq. 11). After this remapping of the data from q2
1672

to z, the data are well described by a linear function 1673

with the normalization a0 and a slope a1/a0, as shown 1674

in Table XII. This indicates that most of the variation 1675

of the form factor is due to well-understood QCD ef- 1676

fects that are parameterized by the functions P(q2) and 1677

φ(q2, q2
0). If we include a curvature term in the fit, the 1678

slope, a1/a0 = −0.76 ± 0.30, is fully consistent with the 1679

linear fit; the curvature a2/a0 is negative and consistent 1680

with zero. 1681

In the following, we use the quadratic BGL parameter- 1682

ization with one additional parameter (3+1 parameters) 1683

that determines the relative normalization of the data 1684

and the lattice predictions, anorm = |Vub|
√

τB0 . Since 1685

the z distribution is close to linear, we also perform a lin- 1686

ear fit (2+1 parameters) for comparison. The data, the 1687

lattice predictions, and the fitted functions are shown in 1688

Figure 26. 1689

The χ2 for this fit is given by 1690

χ2 = χ2(data) + χ2(lattice)

=
Nbins
∑

i,j=1

∆data
i (V data

ij )−1∆data
j

+

Npoints
∑

k,l=1

∆lat
k (V lat

kl )−1∆lat
l (36)

where 1691

∆data
i = anorm

∫

∆zi

(P φ f+)data (z) dz

−
1

∆zi

∫

∆zi

f(z; α) dz , (37)

∆lat
k = (P φ f+)lat(zk) − f(zk; α) (38)

B→π- l ν

B→π l ν
349 fb-1

31

At the Υ (4S) resonance, the fraction of B0B̄0 events1498

is measured to be f00 = 0.484 ± 0.006, with the ratio1499

f+−/f00 = 1.065 ± 0.026 [36]. This error impacts the1500

branching-ratio measurements by 0.8% .1501

3. B0 and B+ Lifetimes1502

Since we combine fits to decays of charged and neutral1503

B mesons and make use of isospin relations, the B-meson1504

lifetimes enter into the four-mode fit. We use the PDG1505

[6] value for the B lifetime, τ0 = 1.530±0.009 ps , and the1506

lifetime ratio, τ+/τ0 = 1.071±0.009. These uncertainties1507

lead to a systematic error of 0.3% for B → π$ν and 0.7%1508

for B → ρ$ν decays.1509

VIII. RESULTS1510

Based on the signal yields obtained in the four-mode1511

fit, integrated over the full q2 range (see Table VII),1512

we derive the following total branching fractions, con-1513

strained by the isospin relations stated in Eq. 29,1514

B(B0 → π−$+ν) = (1.41 ± 0.05 ± 0.07) × 10−4 ,

B(B0 → ρ−$+ν) = (1.75 ± 0.15 ± 0.27) × 10−4 ,

here and in the following, the first error reflects the statis-1515

tical (fit) error and the second the estimated systematic1516

error. The total branching fractions obtained from the1517

single-mode fits for the charged and neutral B → π$ν1518

samples are1519

B(B0 → π−$+ν) = (1.44 ± 0.06 ± 0.07)× 10−4 ,

B(B+ → π0$+ν) × 2
τ0

τ+
= (1.40 ± 0.10 ± 0.11)× 10−4 .

For the charged and neutral B → ρ$ν samples, we obtain1520

B(B0 → ρ−$+ν) = (1.98 ± 0.21 ± 0.38)× 10−4 ,

B(B+ → ρ0$+ν) × 2
τ0

τ+
= (1.87 ± 0.19 ± 0.32)× 10−4 .

The single-mode fits result in higher values for B(B0 →1521

ρ−$+ν) and B(B+ → ρ0$+ν) than the average branching1522

fraction obtained from the four-mode fit. This may be1523

attributed to the high sensitivity of the signal yield to1524

the large and highly correlated B → Xu$ν background1525

in this mode. Both the B → π$ν and the B → ρ$ν results1526

are consistent within errors with the isospin relations,1527

B(B0 → π−$+ν)

B(B+ → π0$+ν) × 2 τ0

τ+

= 1.03 ± 0.09 ± 0.06 ,

B(B0 → ρ−$+ν)

B(B+ → ρ0$+ν) × 2 τ0

τ+

= 1.06 ± 0.16 ± 0.08 .

By extracting the signal in several q2 bins we also mea-1528

sure the q2 spectra of B → π$ν and B → ρ$ν decays.1529

These spectra need to be corrected for effects such as1530

detector resolution, as well as bremsstrahlung and final-1531

state radiation.1532

A. Partial Branching Fractions 1533

We correct the measured q2 spectra for resolution, ra- 1534

diative effects and bremsstrahlung by applying an un- 1535

folding technique that is based on singular-value decom- 1536

position of the detector response matrix [48]. The de- 1537

tector response matrix in the form of a two-dimensional 1538

histogram of the reconstructed versus the true q2 values 1539

(see Figure 4) is used as input to the unfolding algo- 1540

rithm. This algorithm contains a regularization term to 1541

suppress spurious oscillations originating from statistical 1542

fluctuations. To find the best choice of the regularization 1543

parameter, τ , we have studied the systematic bias on the 1544

partial branching fractions compared to the statistical 1545

uncertainty as a function of τ using a set of simulated 1546

distributions. The data samples in this analysis are large 1547

enough and thus no severe distortions due to statistical 1548

fluctuations are expected. We choose the largest possible 1549

value of τ , i.e. we set τ to the number of q2 bins, to 1550

minimize a potential bias. 1551

The ∆B/∆q2 distributions resulting from the unfold- 1552

ing procedure are presented in Figure 24 for B → π$ν 1553

and in Figure 25 for B → ρ$ν. Tables X and XI list 1554

the partial branching fractions, ∆B, for B → π$ν and 1555

B → ρ$ν, respectively. 1556

B. Form-factor Shape 1557

For B → π$ν decays, we extract the shape of the form 1558

factor, f+(q2), directly from data. For B → ρ$ν de- 1559

cays, we restrict ourselves to the measurement of the q2
1560

dependence, since the current experimental precision is 1561

not adequate to extract the three different form factors 1562

involved. 1563

There are several parameterizations of the B → π form 1564

factor, f+(q2), which are used to interpolate between re- 1565

sults of various form-factor calculations or to extrapolate 1566

these calculations from a partial to the whole q2 range. 1567

The three most common parameterizations have been in- 1568

troduced in Section II; they are referred to as the BK [25], 1569

BZ [15], and BGL [23, 24] parameterizations. For the 1570

BGL parameterization, we consider a linear, quadratic, 1571

and a cubic ansatz. 1572

We perform χ2 fits to the measured q2 spectrum to 1573

determine the free parameters for each of these parame- 1574

terizations. The fit uses the following χ2 definition, with 1575

integration over the q2 bins, 1576

χ2 =
Nbins
∑

i,j=1

∆i V −1
ij ∆j , (31)

where V −1
i,j is the inverse covariance matrix of the partial- 1577
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and1692

f(z; α) =
2

∑

m=0

amzm . (39)

Here (V dat
ij )−1 and (V lat

ij )−1 are the inverse covariance1693

matrices for P φ f+ from data and from lattice calcula-1694

tion, respectively.1695

From the FNAL/MILC [21] lattice calculations, we use1696

only six (every other point) or three (every fourth point)1697

of the twelve predictions at different values of q2, since1698

neighboring points are very strongly correlated. From the1699

HPQCD [22] lattice calculations, we use only the point at1700

lowest q2 since the correlation matrix is not available. For1701

comparison, we also perform the corresponding fit using1702

only the point at lowest q2 from FNAL/MILC. The re-1703

sults of the fits, four each for the linear and the quadratic1704

parameterizations, are shown in Table XIV. The fits give1705

very similar results, both for the BGL expansion coeffi-1706

cients, which determine the shape of the spectrum, and1707

for the normalization parameter which determines |Vub|.1708

The fitted values for the form-factor parameters are very1709

similar to those obtained from the fits to data alone. This1710

is not surprising, since the data dominate the fit results.1711

Unfortunately the decay rate is lowest and the experi-1712

mental errors are largest at large q2 or negative z, where1713

the lattice calculation can make predictions. We obtain1714

from these simultaneous fits1715

|Vub| = (3.05 ± 0.29)× 10−3 FNAL/MILC (6 points) ,

|Vub| = (2.88 ± 0.29)× 10−3 FNAL/MILC (3 points) ,

|Vub| = (2.93 ± 0.37)× 10−3 FNAL/MILC (1 point) ,

|Vub| = (3.01 ± 0.35)× 10−3 HPQCD (1 point) ,

where the stated error is the combined experimental and1716

theoretical error obtained from the fit. This error is1717

independent of the choice of the function φ(q2, q2
0) and1718

the choice of q2
0 used in the transformation from q2 to1719

z(q2, q2
0). The coefficients ak are significantly smaller1720

than 1, as predicted. The sum of the squares of the first1721

two coefficients,
∑

k a2
k = (0.67± 0.13)× 10−3, is consis-1722

tent with the tighter bounds set by Becher and Hill [24].1723

Since the total error of 9% is the result of the simulta-1724

neous fit to data and lattice predictions, it is non-trivial1725

to separate the error into contributions from experimen-1726

tal and theoretical errors. If we assume for instance that1727

the error on |Vub| is dominated by the most precisely de-1728

termined lattice point, the contributions to the overall1729

uncertainty on |Vub| are roughly equal, namely about 6%1730

each.1731

For the combined four-mode fit we have imposed1732

isospin relations as stated in Eqs. 29. These relations1733

are not expected to be exact, though the comparison1734

of the single-mode fit results gives no indications for1735

isospin breaking. The dominant isospin-breaking effects1736

are due to π0 − η and ρ0−ω mixing in B+ → π0'+ν and1737

B+ → ρ0'+ν decays, respectively, and they are expected1738

to increase the branching fractions of the B+ relative1739

z
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FIG. 26: (color online) Simultaneous fits of the BGL param-
eterization to data (solid points with error bars representing
the total experimental uncertainties) and to six of the twelve
points of the FNAL/MILC lattice prediction (magenta, open
triangles). Top: quadratic (3+1 parameters) BGL fit, bot-
tom: linear (2+1 parameters) BGL fit. The data have been
rescaled to match the |Vub| result obtained in the fit. The
shaded band illustrates the uncertainty of the fitted function.
For comparison, the HPQCD (blue, open squares) lattice re-
sults are also shown. They are used in an alternate fit.

to the B0 mesons. Given the masses and widths of the 1740

mesons involved, the impact of π0−η mixing is expected 1741

to be smaller than that of ρ0 − ω mixing. 1742

Detailed calculations have been performed to correct 1743

form factors measurements and to extract Vus from 1744

semileptonic decays of charged and neutral kaons [49]. 1745

These calculations account for isospin breaking due to 1746

π0−η mixing and they should also be applicable to B+ → 1747

π0'+ν decays. The predicted increase is (4.5±0.6)%. For 1748

B+ → ρ0'+ν decays calculations have not been carried 1749

out to the same precision. Based on the change in the 1750

π+π− rate at the peak of the ρ mass distribution the 1751
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range
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FIG. 3: (color online) Predictions of the form factors f+ and
f0 for B → π"ν decays based on unquenched LQCD calcula-
tions by the FNAL/MILC [21] and HPQCD [22] Collabora-
tions (data points with combined statistical and systematic
errors) and LCSR calculations [15] (solid black lines). The
dashed lines indicate the extrapolations of the LCSR predic-
tions to q2 > 14 GeV2.

1. Becirevic-Kaidalov (BK) [25] :253

f+(q2) =
f+(0)

(1 − q2/m2
B∗)(1 − αBKq2/m2

B∗)
, (8)

f0(q
2) =

f0(0)

1 − β−1
BKq2/m2

B∗

, (9)

where f+(0) and f0(0) set the normalizations and254

αBK and βBK define the shapes. The BK param-255

eterization has been applied in fits to the HPQCD256

lattice predictions for form factors, with the con-257

straint f+(0) = f0(0).258

2. Ball-Zwicky (BZ) [15] :259

f+(q2) = f+(0)

[

1

1 − q2/m2
B∗

+
rBZq2/m2

B∗

(1 − q2/m2
B∗)(1 − αBZq2/m2

B∗)

]

, (10)

where f+(0) is the normalization, and αBZ and260

rBZ determine the shape. This is an extension261

of the BK ansatz, related by the simplification262

αBK = αBZ = rBZ . This ansatz was used to ex-263

tend the LCSR predictions to higher q2, as shown264

in Figure 3.265

3. Boyd, Grinstein, Lebed (BGL) [23, 24] :266

f+(q2) =
1

P(q2)φ(q2, q2
0)

kmax
∑

k=0

ak(q2
0)[z(q2, q2

0)]
k, (11)

z(q2, q2
0) =

√

m2
+ − q2 −

√

m2
+ − q2

0
√

m2
+ − q2 +

√

m2
+ − q2

0

, (12)

where m+ = MB + mπ and q2
0 is a free parameter. 267

The so-called Blaschke factor P(q2) accounts for 268

sub-threshold poles, and φ(q2, q2
0) is an arbitrary 269

analytic function whose choice only affects the par- 270

ticular values of the series coefficients ak. In this ex- 271

pansion in the variable z, the shape is given by the 272

values of ak, with truncation at kmax = 2 or 3. The 273

expansion parameters are constrained by unitarity, 274
∑

k a2
k ≤ 1. Becher and Hill [24] have pointed out 275

that due to the large b-quark mass, this bound is 276

far from being saturated. Assuming that the ratio 277

Λ/mb < 0.1, the heavy-quark bound is approxi- 278

mately 30 times more constraining than the bound 279

from unitarity alone,
∑

k a2
k ∼ (Λ/mb)3 ≈ 0.001. 280

For more details we refer to the literature [23, 24]. 281

The BK and BZ parameterizations use a single-pole 282

approximation; they are intuitive and they have few free 283

parameters. Fits to the previous BABAR form-factor mea- 284

surements using these parameterizations have shown that 285

they describe the data quite well [9]. BGL is based 286

on fundamental theoretical concepts like analyticity and 287

unitarity. The z-expansion avoids ad hoc assumptions 288

about the number of poles and pole masses, and it can 289

be adapted to the accuracy of the data. 290

III. DATA SAMPLE, DETECTOR, AND 291

SIMULATION 292

A. Data Sample 293

The data used in this analysis were recorded with the 294

BABAR detector at the PEP-II energy-asymmetric e+e− 295

collider operating at the Υ (4S) resonance. A sample of 296

377 million Υ (4S) → BB events, corresponding to an 297

integrated luminosity of 349 fb−1, was collected. An ad- 298

ditional sample of 35.1 fb−1 was recorded at a center- 299

of-mass (c.m.) energy approximately 40 MeV below the 300

Υ (4S) resonance, i.e., just below the threshold for BB 301

production. This off-resonance data sample is used to 302

subtract the non-BB contributions from the data col- 303

lected at the Υ (4S) resonance. The principal source of 304

these hadronic non-BB events is e+e− annihilation to qq 305

pairs, where q = u, d, s, c refers to quarks. The relative 306

normalization of the off-resonance and on-resonance data 307

samples has been derived from luminosity measurements, 308

which are based on the number of detected µ+µ− pairs 309

and the QED cross section for e+e− → µ+µ− production, 310

adjusted for the small difference in c.m. energy. The sys- 311

tematic error on the relative normalization is estimated 312

to be 0.25%. 313

B. BABAR Detector 314

The BABAR detector and event reconstruction are de- 315

scribed in detail elsewhere [26, 27]. The momenta and 316
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FIG. 3: (color online) Predictions of the form factors f+ and
f0 for B → π"ν decays based on unquenched LQCD calcula-
tions by the FNAL/MILC [21] and HPQCD [22] Collabora-
tions (data points with combined statistical and systematic
errors) and LCSR calculations [15] (solid black lines). The
dashed lines indicate the extrapolations of the LCSR predic-
tions to q2 > 14 GeV2.
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B∗)(1 − αBKq2/m2

B∗)
, (8)

f0(q
2) =

f0(0)

1 − β−1
BKq2/m2

B∗

, (9)

where f+(0) and f0(0) set the normalizations and254

αBK and βBK define the shapes. The BK param-255

eterization has been applied in fits to the HPQCD256

lattice predictions for form factors, with the con-257

straint f+(0) = f0(0).258

2. Ball-Zwicky (BZ) [15] :259

f+(q2) = f+(0)

[

1

1 − q2/m2
B∗

+
rBZq2/m2

B∗

(1 − q2/m2
B∗)(1 − αBZq2/m2

B∗)

]

, (10)

where f+(0) is the normalization, and αBZ and260

rBZ determine the shape. This is an extension261

of the BK ansatz, related by the simplification262

αBK = αBZ = rBZ . This ansatz was used to ex-263

tend the LCSR predictions to higher q2, as shown264

in Figure 3.265

3. Boyd, Grinstein, Lebed (BGL) [23, 24] :266

f+(q2) =
1

P(q2)φ(q2, q2
0)

kmax
∑

k=0

ak(q2
0)[z(q2, q2

0)]
k, (11)

z(q2, q2
0) =

√

m2
+ − q2 −

√

m2
+ − q2

0
√

m2
+ − q2 +

√

m2
+ − q2

0

, (12)

where m+ = MB + mπ and q2
0 is a free parameter. 267

The so-called Blaschke factor P(q2) accounts for 268

sub-threshold poles, and φ(q2, q2
0) is an arbitrary 269

analytic function whose choice only affects the par- 270

ticular values of the series coefficients ak. In this ex- 271

pansion in the variable z, the shape is given by the 272

values of ak, with truncation at kmax = 2 or 3. The 273

expansion parameters are constrained by unitarity, 274
∑

k a2
k ≤ 1. Becher and Hill [24] have pointed out 275

that due to the large b-quark mass, this bound is 276

far from being saturated. Assuming that the ratio 277

Λ/mb < 0.1, the heavy-quark bound is approxi- 278

mately 30 times more constraining than the bound 279

from unitarity alone,
∑

k a2
k ∼ (Λ/mb)3 ≈ 0.001. 280

For more details we refer to the literature [23, 24]. 281

The BK and BZ parameterizations use a single-pole 282

approximation; they are intuitive and they have few free 283

parameters. Fits to the previous BABAR form-factor mea- 284

surements using these parameterizations have shown that 285

they describe the data quite well [9]. BGL is based 286

on fundamental theoretical concepts like analyticity and 287

unitarity. The z-expansion avoids ad hoc assumptions 288

about the number of poles and pole masses, and it can 289

be adapted to the accuracy of the data. 290

III. DATA SAMPLE, DETECTOR, AND 291

SIMULATION 292

A. Data Sample 293

The data used in this analysis were recorded with the 294

BABAR detector at the PEP-II energy-asymmetric e+e− 295

collider operating at the Υ (4S) resonance. A sample of 296

377 million Υ (4S) → BB events, corresponding to an 297

integrated luminosity of 349 fb−1, was collected. An ad- 298

ditional sample of 35.1 fb−1 was recorded at a center- 299

of-mass (c.m.) energy approximately 40 MeV below the 300

Υ (4S) resonance, i.e., just below the threshold for BB 301

production. This off-resonance data sample is used to 302

subtract the non-BB contributions from the data col- 303

lected at the Υ (4S) resonance. The principal source of 304

these hadronic non-BB events is e+e− annihilation to qq 305

pairs, where q = u, d, s, c refers to quarks. The relative 306

normalization of the off-resonance and on-resonance data 307

samples has been derived from luminosity measurements, 308

which are based on the number of detected µ+µ− pairs 309

and the QED cross section for e+e− → µ+µ− production, 310

adjusted for the small difference in c.m. energy. The sys- 311

tematic error on the relative normalization is estimated 312

to be 0.25%. 313

B. BABAR Detector 314

The BABAR detector and event reconstruction are de- 315

scribed in detail elsewhere [26, 27]. The momenta and 316
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FIG. 3: (color online) Predictions of the form factors f+ and
f0 for B → π"ν decays based on unquenched LQCD calcula-
tions by the FNAL/MILC [21] and HPQCD [22] Collabora-
tions (data points with combined statistical and systematic
errors) and LCSR calculations [15] (solid black lines). The
dashed lines indicate the extrapolations of the LCSR predic-
tions to q2 > 14 GeV2.
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and1692

f(z; α) =
2

∑

m=0

amzm . (39)

Here (V dat
ij )−1 and (V lat

ij )−1 are the inverse covariance1693

matrices for P φ f+ from data and from lattice calcula-1694

tion, respectively.1695

From the FNAL/MILC [21] lattice calculations, we use1696

only six (every other point) or three (every fourth point)1697

of the twelve predictions at different values of q2, since1698

neighboring points are very strongly correlated. From the1699

HPQCD [22] lattice calculations, we use only the point at1700

lowest q2 since the correlation matrix is not available. For1701

comparison, we also perform the corresponding fit using1702

only the point at lowest q2 from FNAL/MILC. The re-1703

sults of the fits, four each for the linear and the quadratic1704

parameterizations, are shown in Table XIV. The fits give1705

very similar results, both for the BGL expansion coeffi-1706

cients, which determine the shape of the spectrum, and1707

for the normalization parameter which determines |Vub|.1708

The fitted values for the form-factor parameters are very1709

similar to those obtained from the fits to data alone. This1710

is not surprising, since the data dominate the fit results.1711

Unfortunately the decay rate is lowest and the experi-1712

mental errors are largest at large q2 or negative z, where1713

the lattice calculation can make predictions. We obtain1714

from these simultaneous fits1715

|Vub| = (3.05 ± 0.29)× 10−3 FNAL/MILC (6 points) ,

|Vub| = (2.88 ± 0.29)× 10−3 FNAL/MILC (3 points) ,

|Vub| = (2.93 ± 0.37)× 10−3 FNAL/MILC (1 point) ,

|Vub| = (3.01 ± 0.35)× 10−3 HPQCD (1 point) ,

where the stated error is the combined experimental and1716

theoretical error obtained from the fit. This error is1717

independent of the choice of the function φ(q2, q2
0) and1718

the choice of q2
0 used in the transformation from q2 to1719

z(q2, q2
0). The coefficients ak are significantly smaller1720

than 1, as predicted. The sum of the squares of the first1721

two coefficients,
∑

k a2
k = (0.67± 0.13)× 10−3, is consis-1722

tent with the tighter bounds set by Becher and Hill [24].1723

Since the total error of 9% is the result of the simulta-1724

neous fit to data and lattice predictions, it is non-trivial1725

to separate the error into contributions from experimen-1726

tal and theoretical errors. If we assume for instance that1727

the error on |Vub| is dominated by the most precisely de-1728

termined lattice point, the contributions to the overall1729

uncertainty on |Vub| are roughly equal, namely about 6%1730

each.1731

For the combined four-mode fit we have imposed1732

isospin relations as stated in Eqs. 29. These relations1733

are not expected to be exact, though the comparison1734

of the single-mode fit results gives no indications for1735

isospin breaking. The dominant isospin-breaking effects1736

are due to π0 − η and ρ0−ω mixing in B+ → π0'+ν and1737

B+ → ρ0'+ν decays, respectively, and they are expected1738

to increase the branching fractions of the B+ relative1739
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FIG. 26: (color online) Simultaneous fits of the BGL param-
eterization to data (solid points with error bars representing
the total experimental uncertainties) and to six of the twelve
points of the FNAL/MILC lattice prediction (magenta, open
triangles). Top: quadratic (3+1 parameters) BGL fit, bot-
tom: linear (2+1 parameters) BGL fit. The data have been
rescaled to match the |Vub| result obtained in the fit. The
shaded band illustrates the uncertainty of the fitted function.
For comparison, the HPQCD (blue, open squares) lattice re-
sults are also shown. They are used in an alternate fit.

to the B0 mesons. Given the masses and widths of the 1740

mesons involved, the impact of π0−η mixing is expected 1741

to be smaller than that of ρ0 − ω mixing. 1742

Detailed calculations have been performed to correct 1743

form factors measurements and to extract Vus from 1744

semileptonic decays of charged and neutral kaons [49]. 1745

These calculations account for isospin breaking due to 1746

π0−η mixing and they should also be applicable to B+ → 1747

π0'+ν decays. The predicted increase is (4.5±0.6)%. For 1748

B+ → ρ0'+ν decays calculations have not been carried 1749

out to the same precision. Based on the change in the 1750

π+π− rate at the peak of the ρ mass distribution the 1751
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|Vub| summary Inclusive vs. Exclusive

22

Inclusive Exclusive

Exclusive < Inclusive ~1-2σ, Greater discrepancy with z-fit.

Babar prelim z-fit

Δ=14%}
Δ=10%

}Δ=6%



Phillip Urquijo, Moriond EW, March 2010     

Conclusions

23

Inclusive |Vcb|

High precision from HQE fits to moments (Elepton, 
Eγ, MX and nX).

Exclusive |Vcb|

Significant progress for B→Dlν.

Important cross-checks D⇔D*, D*+⇔D*0.

Inclusive |Vub|

Limited by theory prediction of phase space 
acceptances.

New Belle result for 90% of phase space.

Exclusive |Vub|, from B→π/ρ l ν
Limited by precision of form-factor calculations.

Combined fit to data and lattice points with 
reduced error.

|Vcb| |Vub|
inclusive 1-2% 6-7%
exclusive 3% 10%
difference ~2σ ~1-2σ

2010 Precision


