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Operator across the industry
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Operator across the industry

OperatorHub.io | The reqistry for Kubernetes Operators
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What is an Operator?
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Operators embed ops knowledge from the experts
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ops knowledge from the
experts

operator implementation
i.e. k8s controller

See

° https://kubernetes.io/docs/concepts/extend-kubernetes/operator/

_.>

https://cloud.google.com/bloa/products/containers-kubernetes/best-practices-for-building-kubernetes-operators-and-stateful-apps
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How does an operator works?
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Why should you use an operator?



https://www/k8s-school.fr

Operators: both sysadmin + application experts

© Resize/Upgrade

© Reconfigure

© Backup

© Healing
SQH_O:OD https:/www/k8s-school.fr

The Sysadmin
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What make a good operator?
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Operators: best practices for development

« One Operator per managed application

-« Write an Operator-of-Operators for complex, multi-tier application stacks

« CRD can only be owned by a single Operator, shared CRDs should be owned
by a separate Operator

« One controller per custom resource definition

« Use an SDK like Operator SDK

- Do not hard-code hamespaces or resources names

- Make watch namespace configurable

- Use semver / observe Kubernetes guidelines on versioning APls

* Use OpenAPI spec on CRDs
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Operators: best practices for development

« Does not run as root

 Does not self-register CRDs

- Writes meaningful status information on Custom Resources objects
- |s capable of updating from a previous version of the Operator

- Is capable of managing an Operand from an older Operator version
« Does not deploy other Operators

 Uses CRD conversion (webhooks) if API/CRDs change

« Uses Admission Webhooks to reject invalid CRs

- Should always be able to deploy and come up without user input

- Offers configuration via an “Configuration CR”
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Multiple operator frameworks
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e kudo: simple, no need to code, not so popular:
https://qithub.com/kudobuilder/operators/tree/master/repository
e metacontroller: simple, no need to code, started at Google

Based on kubernetes-sigs/controller-runtime: Repo for the controller-runtime subproject of kubebuilder (sig-apimachinery)

and kubernetes-sigs/controller-tools: Tools to use with the controller-runtime libraries

e operator-framework: complex, code in golang, popular,
well-documented (book)

e kubebuilder: complex, code in golang, popular, well-documented
(book)

S e e https://qgist.qithub.com/tiewei/d98c663cf76b61bf835¢c1ebf87b36999
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operator-framework
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Operator framework in action

Based on KubeBuilder libraries:

kubernetes-sigs/controller-runtime: Repo for the controller-runtime subproject of kubebuilder (sig-apimachinery)

kubernetes-sigs/controller-tools: Tools to use with the controller-runtime libraries

~—

OPERATOR
SDK —

A “create new
DEVELOPER operator
{ & = KUBERNETES
— AWK OPERATOR

scaffolding
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Operator SDK: types of operators

Basic Install Seamless Upgrades Full Lifecycle Deep Insights Auto Pilot

Automated application Patch and minor version App lifecycle, storage Metrics, alerts, log Horizontal/vertical scaling,
provisioning and upgrades supported lifecycle (backup, failure processing and workload auto config tuning, abnormal
configuration management recovery) analysis detection, scheduling tuning

iy
<—— HELM >

A

« (A .

ANSIBLE
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OperatorHub: the MongoDb example

OperatorHub.io Q Search OperatorHub... Contribute v

Home > MongoDB

MongoDB

The MongoDB Enterprise Kubernetes Operator enables easy deploys of MongoDB into Kubernetes clusters, using our management,
monitoring and backup platforms, Ops Manager and Cloud Manager.

The Operator has beta support for a containerized Ops Manager with the MongoDBOpsManager custom resource.

CHANNEL

stable

VERSION

1.4.1 (Current) v

Before You Start CAPABILITY LEVEL ®
@ Basic Install
To start using the operator you'll need an account in MongoDB Cloud Manager or a MongoDB Ops Manager deployment. @ Seamless Upgrades
|
« Create a Secret with your OpsManager API key ? Full Lifecycle

« Create a ConfigMap with your OpsManager project ID and URL ? HEcBIGIEh

O Auto Pilot
By installing this integration, you will be able to deploy MongoDB instances with a single simple command.

PROVIDER

MongoDB, Inc

LINKS

Documentation @

REPOSITORY

Required Parameters
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Operator SDK: types of operators

Perfectly integrated with Openshift ;-)

No CNCEF project

Ansible Playbooks
APBs

Ansible SDK

Build operators from Build operators from Build advanced operators
Helm chart, without any Ansible playbooks and for full lifecycle
coding APBs management

& RedHat
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Operator framework: the full stack
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‘ RedHat
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What we have seen:

- Operators ease application delivery and management over Kubernetes.

Operator goal is to automate sysadmins tasks.

Multiple operator frameworks are competing right now.

For complex application, KubeBuilder and Operator-SDK are serious tracks.

OperatorHub.io provides lots of operators, with possible source code examples.
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Demos

Red | S W |t h KU be D B https://travis-ci.com/k8s-school/kubedb-example
Q Serv-ope rAtor:; hitps:itravis-ci.orglisstiaserv-operator/builds/651390166
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