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associated higgs boson production status

Associated Higgs Production
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Run 2 Higgs measurements: a huge success

the SM within corresponding theory uncertainties. Cross sections are reported in the region |H� | < 2.5.
Results are obtained in a simultaneous fit to the data, with the cross sections of each production mechanism
as parameters of interest. Higgs boson decay branching fractions are set to their SM values, within
the uncertainties specified in Ref. [37]. The results are shown in Figure 2 and Table 2. The level of
compatibility between the measurement and the SM prediction corresponds to a ?-value of ?SM = 63%,
computed using the procedure outlined in Section 3 with five degrees of freedom.
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Figure 2: Cross sections for ggF, VBF, ,�, /�, and CC� + C� production modes. The cross sections are normalised
to their SM predictions, measured assuming SM values for the decay branching fractions. The black error bars, blue
boxes and yellow boxes show the total, systematic, and statistical uncertainties in the measurements, respectively. The
gray bands indicate the theory uncertainties on the SM cross-section predictions. The level of compatibility between
the measurement and the SM prediction corresponds to a ?-value of ?SM = 63%, computed using the procedure
outlined in the text with five degrees of freedom.

The correlations between the measured cross sections, shown in Figure 3, are further reduced relative
to previous analyses [23]. A modest correlation of �6% between the ggF and VBF processes remains,
however, because of contributions from ggF production in the VBF-enriched selections. Compared to the
previous results [61], the anti-correlation between ,� and /� measurements increased by a factor of two.
This is mainly due to the inclusion of the � ! gg channel updated with the full Run 2 data set, that is
only sensitive inclusively to the +� production. This increase in anti-correlation also explains the larger
di�erence in the observed ,� and /� cross section values compared to the previous result.
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for fermions with a mass <� . For the 1 quark and the top quark, the "( running mass evaluated at a scale
of 125.09 GeV is used.

Particle mass [GeV]

1−10 1 10 210

vV
m V

κ
 o

r 
vF

m F
κ

4−10

3−10

2−10

1−10

1
 PreliminaryATLAS

1− = 13 TeV, 36.1 - 139 fbs
 = 19%

SM
p| < 2.5, 

H
y = 125.09 GeV, |Hm

µ

τ b

W

Z t

SM Higgs boson

) used for quarksHm(qm

Particle mass [GeV]

1−10 1 10 210

V
κ

 o
r 

F
κ

0.8

1

1.2

1.4

Figure 13: Reduced coupling-strength modifiers ^�
<�
E for fermions (� = C, 1, g, `) and

p
^+

<+
E for weak gauge

bosons (+ = , , /) as a function of their masses <� and <+ , respectively, and the vacuum expectation value of
the Higgs field E = 246 GeV. The SM prediction for both cases is also shown (dashed line). The black error bars
represent 68% CL intervals for the measured parameters. The coupling modifiers are measured assuming no BSM
contributions to the Higgs boson decays, and the SM structure of loop processes such as ggF, � ! WW and � ! /W.
The lower panel shows the ratios of the values to their SM predictions. The level of compatibility between the
combined measurement and the SM prediction, estimated using the procedure outlined in the text with six degrees of
freedom, corresponds to a ?-value of ?SM = 19%.
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The level of compatibility with the Standard Model is quantified using the test statistic

_SM = �2 ln⇤(" = "SM),

where "SM are the Standard Model values of the parameters of interest. A ?-value4
?SM is computed in

the asymptotic approximation as ?SM = 1 � �j2
=
(_SM), with = equal to the number of free parameters of

interest. For the cross-section and branching fraction measurements reported in this note, this definition
does not account for the uncertainties in the SM values used as reference and may therefore lead to an
underestimate of the ?-value.

Results for expected significances and limits are obtained using the Asimov data set technique [59]. The
Asimov data sets are defined by setting the signal yields to the values predicted by the SM, while setting
the nuisance parameters to the values obtained from the fit to data with the signal yields left free-floating in
the fit.

The correlation coe�cients presented in this note are constructed to be symmetric around the observed
best-fit values of the parameters of interest using the second derivatives of the negative log-likelihood
ratio. Hence, the correlation matrices shown are not fully representative of the observed uncertainties
that may be asymmetric. While the reported information is su�cient to reinterpret the measurements in
terms of other parameterisations of the parameters of interest, this provides only an approximation to the
information contained in the full likelihood function. For this reason, results for a number of commonly
used parameterisations are also provided in Sections 4 to 6.

4 Combined measurements of signal strength, production cross sections

and branching ratios

4.1 Global signal strength

The global signal strength ` is determined following the procedures used for the measurements performed
at

p
B = 7 and 8 TeV [9]. For a specific production mode 8 and decay final state 5 , the signal yield is

expressed in terms of a single modifier `8 5 , as the production cross section f8 and the branching fraction
⌫ 5 cannot be separately measured without further assumptions. The modifiers are defined as the ratios of
the measured Higgs boson yields and their SM expectations, denoted by the superscript ‘SM’,

`8 5 =
f8

f
SM
8

⇥
⌫ 5

⌫
SM
5

. (2)

The SM expectation by definition corresponds to `8 5 = 1. The uncertainties on the SM predictions
are included as nuisance parameters in the measurement of the signal strength modifiers, following the
methodology introduced in Section 3, where the procedures to decompose the uncertainties are also
described.

In the model used in this section, all the `8 5 are set to a global signal strength `, describing a common
scaling of the expected Higgs boson yield in all categories. Its measured value in the region |H� | < 2.5 of
the Higgs boson rapidity H� is

4 The ?-value is defined as the probability to obtain a value of the test statistic that is at least as high as the observed value under
the hypothesis that is being tested.
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Results are obtained in a simultaneous fit to the data, with the cross sections of each production mechanism
as parameters of interest. Higgs boson decay branching fractions are set to their SM values, within
the uncertainties specified in Ref. [37]. The results are shown in Figure 2 and Table 2. The level of
compatibility between the measurement and the SM prediction corresponds to a ?-value of ?SM = 63%,
computed using the procedure outlined in Section 3 with five degrees of freedom.
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Figure 2: Cross sections for ggF, VBF, ,�, /�, and CC� + C� production modes. The cross sections are normalised
to their SM predictions, measured assuming SM values for the decay branching fractions. The black error bars, blue
boxes and yellow boxes show the total, systematic, and statistical uncertainties in the measurements, respectively. The
gray bands indicate the theory uncertainties on the SM cross-section predictions. The level of compatibility between
the measurement and the SM prediction corresponds to a ?-value of ?SM = 63%, computed using the procedure
outlined in the text with five degrees of freedom.

The correlations between the measured cross sections, shown in Figure 3, are further reduced relative
to previous analyses [23]. A modest correlation of �6% between the ggF and VBF processes remains,
however, because of contributions from ggF production in the VBF-enriched selections. Compared to the
previous results [61], the anti-correlation between ,� and /� measurements increased by a factor of two.
This is mainly due to the inclusion of the � ! gg channel updated with the full Run 2 data set, that is
only sensitive inclusively to the +� production. This increase in anti-correlation also explains the larger
di�erence in the observed ,� and /� cross section values compared to the previous result.

9

 3

The VH channel: currently statistically limited

ATLAS Conf 2021 053

ℓ

ℓ̄

b̄
b

H

V*

direct access to  yb

The level of compatibility with the Standard Model is quantified using the test statistic

_SM = �2 ln⇤(" = "SM),

where "SM are the Standard Model values of the parameters of interest. A ?-value4
?SM is computed in

the asymptotic approximation as ?SM = 1 � �j2
=
(_SM), with = equal to the number of free parameters of

interest. For the cross-section and branching fraction measurements reported in this note, this definition
does not account for the uncertainties in the SM values used as reference and may therefore lead to an
underestimate of the ?-value.

Results for expected significances and limits are obtained using the Asimov data set technique [59]. The
Asimov data sets are defined by setting the signal yields to the values predicted by the SM, while setting
the nuisance parameters to the values obtained from the fit to data with the signal yields left free-floating in
the fit.

The correlation coe�cients presented in this note are constructed to be symmetric around the observed
best-fit values of the parameters of interest using the second derivatives of the negative log-likelihood
ratio. Hence, the correlation matrices shown are not fully representative of the observed uncertainties
that may be asymmetric. While the reported information is su�cient to reinterpret the measurements in
terms of other parameterisations of the parameters of interest, this provides only an approximation to the
information contained in the full likelihood function. For this reason, results for a number of commonly
used parameterisations are also provided in Sections 4 to 6.

4 Combined measurements of signal strength, production cross sections

and branching ratios

4.1 Global signal strength

The global signal strength ` is determined following the procedures used for the measurements performed
at

p
B = 7 and 8 TeV [9]. For a specific production mode 8 and decay final state 5 , the signal yield is

expressed in terms of a single modifier `8 5 , as the production cross section f8 and the branching fraction
⌫ 5 cannot be separately measured without further assumptions. The modifiers are defined as the ratios of
the measured Higgs boson yields and their SM expectations, denoted by the superscript ‘SM’,

`8 5 =
f8

f
SM
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⇥
⌫ 5

⌫
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5

. (2)

The SM expectation by definition corresponds to `8 5 = 1. The uncertainties on the SM predictions
are included as nuisance parameters in the measurement of the signal strength modifiers, following the
methodology introduced in Section 3, where the procedures to decompose the uncertainties are also
described.

In the model used in this section, all the `8 5 are set to a global signal strength `, describing a common
scaling of the expected Higgs boson yield in all categories. Its measured value in the region |H� | < 2.5 of
the Higgs boson rapidity H� is

4 The ?-value is defined as the probability to obtain a value of the test statistic that is at least as high as the observed value under
the hypothesis that is being tested.
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Results are obtained in a simultaneous fit to the data, with the cross sections of each production mechanism
as parameters of interest. Higgs boson decay branching fractions are set to their SM values, within
the uncertainties specified in Ref. [37]. The results are shown in Figure 2 and Table 2. The level of
compatibility between the measurement and the SM prediction corresponds to a ?-value of ?SM = 63%,
computed using the procedure outlined in Section 3 with five degrees of freedom.
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Figure 2: Cross sections for ggF, VBF, ,�, /�, and CC� + C� production modes. The cross sections are normalised
to their SM predictions, measured assuming SM values for the decay branching fractions. The black error bars, blue
boxes and yellow boxes show the total, systematic, and statistical uncertainties in the measurements, respectively. The
gray bands indicate the theory uncertainties on the SM cross-section predictions. The level of compatibility between
the measurement and the SM prediction corresponds to a ?-value of ?SM = 63%, computed using the procedure
outlined in the text with five degrees of freedom.

The correlations between the measured cross sections, shown in Figure 3, are further reduced relative
to previous analyses [23]. A modest correlation of �6% between the ggF and VBF processes remains,
however, because of contributions from ggF production in the VBF-enriched selections. Compared to the
previous results [61], the anti-correlation between ,� and /� measurements increased by a factor of two.
This is mainly due to the inclusion of the � ! gg channel updated with the full Run 2 data set, that is
only sensitive inclusively to the +� production. This increase in anti-correlation also explains the larger
di�erence in the observed ,� and /� cross section values compared to the previous result.
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The level of compatibility with the Standard Model is quantified using the test statistic
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where "SM are the Standard Model values of the parameters of interest. A ?-value4
?SM is computed in

the asymptotic approximation as ?SM = 1 � �j2
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interest. For the cross-section and branching fraction measurements reported in this note, this definition
does not account for the uncertainties in the SM values used as reference and may therefore lead to an
underestimate of the ?-value.

Results for expected significances and limits are obtained using the Asimov data set technique [59]. The
Asimov data sets are defined by setting the signal yields to the values predicted by the SM, while setting
the nuisance parameters to the values obtained from the fit to data with the signal yields left free-floating in
the fit.

The correlation coe�cients presented in this note are constructed to be symmetric around the observed
best-fit values of the parameters of interest using the second derivatives of the negative log-likelihood
ratio. Hence, the correlation matrices shown are not fully representative of the observed uncertainties
that may be asymmetric. While the reported information is su�cient to reinterpret the measurements in
terms of other parameterisations of the parameters of interest, this provides only an approximation to the
information contained in the full likelihood function. For this reason, results for a number of commonly
used parameterisations are also provided in Sections 4 to 6.

4 Combined measurements of signal strength, production cross sections

and branching ratios

4.1 Global signal strength

The global signal strength ` is determined following the procedures used for the measurements performed
at
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B = 7 and 8 TeV [9]. For a specific production mode 8 and decay final state 5 , the signal yield is

expressed in terms of a single modifier `8 5 , as the production cross section f8 and the branching fraction
⌫ 5 cannot be separately measured without further assumptions. The modifiers are defined as the ratios of
the measured Higgs boson yields and their SM expectations, denoted by the superscript ‘SM’,

`8 5 =
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⇥
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The SM expectation by definition corresponds to `8 5 = 1. The uncertainties on the SM predictions
are included as nuisance parameters in the measurement of the signal strength modifiers, following the
methodology introduced in Section 3, where the procedures to decompose the uncertainties are also
described.

In the model used in this section, all the `8 5 are set to a global signal strength `, describing a common
scaling of the expected Higgs boson yield in all categories. Its measured value in the region |H� | < 2.5 of
the Higgs boson rapidity H� is

4 The ?-value is defined as the probability to obtain a value of the test statistic that is at least as high as the observed value under
the hypothesis that is being tested.
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High-luminosity Large Hadron Collider

2

HL-LHC federates the efforts and R&D of a large international community towards its ambitious
objectives and contributes to establishing CERN as a focal point of global research cooperation and leadership
in frontier knowledge and technologies. HL-LHC relies on strong participation from international partners who
make important in-kind contributions. These partners include Non-Member States laboratories in the USA,
Japan, China, Canada and Russia as well as leading institutions and universities from the Member States: INFN
(Genova and Milano-LASA, IT); CIEMAT (Madrid, ES); STFC (UK) and other British universities and
institutions; Uppsala University (FREIA Laboratory, SE); and several other partner institutes (see Table 1-2).
These participations with in-kind contributions, as well as the participation of other institutes who provide
skilled personnel, are key ingredients for the execution of the construction phase. The US LHC Accelerator
R&D Program (LARPhas been essential for the development of some of the key technologies for the HL-LHC,
such as the large-aperture niobium–tin (Nb3Sn) quadrupoles and the crab cavities. The governance, initially
modelled for a design study phase, was tailored in 2016 to support the construction phase.

1.2 Project overview

The present LHC baseline programme, as defined at the end of 2019 (the consequences of the coronavirus
pandemic are included in the present version, with shift of beginning of Run 3, as much as it is known today)
is shown schematically in Figure 1-1. During Run 1 the LHC was operated with 50 ns bunch spacing. After
the consolidation of the electrical splices between the superconducting magnets (and many other consolidation
measures) in LS1, the LHC was operated in Run 2 at 13 TeV centre-of-mass energy. The bunch spacing was
reduced to 25 ns, the design value, and the luminosity was progressively increased, attaining the nominal design
luminosity of 1 × 1034 cmí2 sí1 on 26 June 2016. A peak luminosity of 2 × 1034 cmí2 sí1 was achieved in 2018
thanks to the small emittances of the beam delivered by the injectors and to a smaller than design E* value of
30 cm (cf. 55 cm nominal value). This luminosity is nearly the ultimate value of the original LHC design
report, but it has been obtained with around the nominal bunch population (ca. 1.2 × 1011 p/bunch) rather than
the ultimate value of 1.7 × 1011 p/b. This high-luminosity and the excellent availability of the machine and
injectors have yielded a record annual integrated luminosity of 65 fb-1 in 2018. In the Run 3 period from 2022
to 2024 the LHC aims to further increase the integrated luminosity total: the present goal is to reach 350 fb-1

by the end of Run 3, well above the initial LHC goal of about 300 fb-1. In 2018 it was experimentally confirmed
that the peak luminosity is limited at the value of around 2 × 1034 cmí2 sí1 by the heat deposition from
luminosity debris and the lack of sufficient cooling of the inner triplet magnets.

Figure 1-1: LHC baseline plan for the next decade and beyond showing the collision energy (upper line) and
luminosity (lower line). LS2 sees LHC consolidation and the HL-LHC underground excavation, as well as the
upgrade the LHC injectors and Phase 1 upgrade of the LHC detectors. After LS3, the machine will be in the
high-luminosity configuration. Covid-19 restrictions have led to the shift of the start of Run 3 to February 2022
while the start of LS3 is maintained at end of 2024.

VH Higgs measurements will become systematic limited

will collect a factor of 20 more data
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Table 12: Breakdown of the contributions to the uncertainty in `
11

+ �
for the +�, ,� and /� signal strength

measurements. The sum in quadrature of the systematic uncertainties attached to the categories di�ers from the total
systematic uncertainty due to correlations.

Source of uncertainty
f`

+� ,� /�

Total 0.177 0.260 0.240
Statistical 0.115 0.182 0.171
Systematic 0.134 0.186 0.168

Statistical uncertainties

Data statistical 0.108 0.171 0.157
CC̄ 4` control region 0.014 0.003 0.026
Floating normalisations 0.034 0.061 0.045

Experimental uncertainties

Jets 0.043 0.050 0.057
⇢

miss
T 0.015 0.045 0.013

Leptons 0.004 0.015 0.005

1-tagging
1-jets 0.045 0.025 0.064
2-jets 0.035 0.068 0.010
light-flavour jets 0.009 0.004 0.014

Pile-up 0.003 0.002 0.007
Luminosity 0.016 0.016 0.016

Theoretical and modelling uncertainties

Signal 0.072 0.060 0.107

/ + jets 0.032 0.013 0.059
, + jets 0.040 0.079 0.009
CC 0.021 0.046 0.029
Single top quark 0.019 0.048 0.015
Diboson 0.033 0.033 0.039
Multi-jet 0.005 0.017 0.005

MC statistical 0.031 0.055 0.038

9.1.1 D�et-mass cross-check

From the fit to <11, for all channels combined, the value of the signal strength is

`
11

+ �
= 1.17+0.25

�0.23 = 1.17 ± 0.16(stat.)+0.19
�0.16(syst.).

Using the ‘bootstrap’ method [121], the dÚet-mass and nominal multivariate analysis results are found
to be statistically compatible at the level of 1.1 standard deviations. The observed excess rejects the
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Figure 2: For each of the STXS regions, (a) the predicted signal event yield for +�, + ! leptons, � ! 11̄ events of
each reconstructed-analysis region (H-axis) for each STXS signal region (G-axis); (b) the predicted fraction of signal
events passing all selection criteria (in percent) in every reconstructed-event category (H-axis) from each STXS signal
region (G-axis). Entries with event yield below 0.1 or signal fractions below 0.1% are not shown.

aims to separate the +/ , / ! 11̄ diboson process from the +� signal and other background processes, is
used to validate the +� analysis. In each set, BDTs are trained in eight regions, obtained by merging some
of the 14 analysis regions. In particular, the 150 GeV < ?

+

T < 250 GeV and ?
+

T > 250 GeV analysis
regions in each lepton channel and jet category are merged for the training, as no increase in sensitivity
was found when undertaking separate trainings in the two regions. The outputs of the BDTs, evaluated in
each signal region, are used as final discriminating variables.

The BDT input variables used in the three lepton channels are detailed in Table 5. The separation of two

13
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Measurement categories:         nℓ , njets , pV
T

The Higgs candidate = 2 (b-)jets
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Figure 2: For each of the STXS regions, (a) the predicted signal event yield for +�, + ! leptons, � ! 11̄ events of
each reconstructed-analysis region (H-axis) for each STXS signal region (G-axis); (b) the predicted fraction of signal
events passing all selection criteria (in percent) in every reconstructed-event category (H-axis) from each STXS signal
region (G-axis). Entries with event yield below 0.1 or signal fractions below 0.1% are not shown.

aims to separate the +/ , / ! 11̄ diboson process from the +� signal and other background processes, is
used to validate the +� analysis. In each set, BDTs are trained in eight regions, obtained by merging some
of the 14 analysis regions. In particular, the 150 GeV < ?

+

T < 250 GeV and ?
+

T > 250 GeV analysis
regions in each lepton channel and jet category are merged for the training, as no increase in sensitivity
was found when undertaking separate trainings in the two regions. The outputs of the BDTs, evaluated in
each signal region, are used as final discriminating variables.

The BDT input variables used in the three lepton channels are detailed in Table 5. The separation of two
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The VH( ) channel selections→ bb̄
ATLAS, arXiv:2007.02873

Measurement categories:         nℓ , njets , pV
T

ZH+jet [inclusive]         
WH+jet [exclusive]       

nℓ = 2 , njets ≥ 3
nℓ = 1 , njets ≡ 3

Important:   most eventsnjets > 2
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fa|A(xa) fb|B(xb)

�̂ab

X

xaPA xbPB

PA
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PB

B

f

�AB =
X

ab

Z 1

0
dxa

Z 1

0
dxb fa|A(xa) fb|B(xb) �̂ab(xa, xb)

�
1+O(⇤QCD/Q)

�
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parton distribution functions (PDFs)  
 

non-perturbative, data-driven hard scattering

perturbation theory

hadronisation corrections, …

non-perturbative effects

d ̂σab→VH+.. = d ̂σLO
ab→VH+.. + αs d ̂σNLO

ab→VH+.. + α2
s d ̂σNNLO

ab→VH+.. + . . .
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Perturbative corrections: VH+jet
d ̂σab→VH+.. = d ̂σLO

ab→VH+.. + αs d ̂σNLO
ab→VH+.. + α2

s d ̂σNNLO
ab→VH+.. + . . .

The Drell-Yan type corrections

 

(a) DY type: Born

t

(b) RI type

t q

(c) ggF type: loop induced gluon fusion with top or light-quarks

Figure 1: Representative diagrams for the Drell-Yan and heavy-quark loop induced con-

tributions to VH + jet production that enter the cross section at specific order in ↵s: (a)

at order ↵s for the Drell-Yan process, denoted as DY-type; (b) at order ↵2
s for the top-loop

induced processes, denoted as RI -type; and (c) at order ↵
3
s for the one-loop gluon–gluon

initiated process gg ! HZg, denoted as ggF-type. Details on the individual contributions

given in the main text.

of the neutral-current process, additional loop-induced contributions related to the gluon-

fusion process gg ! HZg must be considered. Those are proportional to ↵
3
s and illustrated

in figure 1c. In the following those are denoted as ggF-type.

The various ingredients necessary for the computation of the W+H + jet mode have

been briefly outlined in ref. [30]. Similar ingredients are included in the computation of

observables associated to the W�H + jet and ZH + jet production modes and presented

here for the first time.

In the following, the relevant details for the calculation of the DY-type and heavy quark

loop induced contributions are provided in sections 2.1 and 2.2 respectively while section 2.3

presents a summary of the cross section contributions for the di↵erent production modes,

up to ↵
3
s .

– 5 –

g H

V*

q̄

q

Integrate this numerically (and convolute with PDFs)

At LO: d ̂σLO
qq̄ ∼ ∫ dϕX̂ |Mqq̄→ ̂VH+.. |

2
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up to ↵
3
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– 5 –

g H

V*

q̄

q

Integrate this numerically (and convolute with PDFs)

To go to NNLO QCD, need:

1.  All of the various [squared] amplitudes (RR, RV, VV)

2.  A method to numerically integrate (4d) these things

At LO: d ̂σLO
qq̄ ∼ ∫ dϕX̂ |Mqq̄→ ̂VH+.. |

2
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�NNLO =

Z

�n+2

d�RR
NNLO

+

Z

�n+1

d�RV
NNLO

+

Z

�n+0

d�V V
NNLO
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X
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Non-trivial cancellation of IRC divergences

Perturbative corrections: VH+jet
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ab→VH+.. + αs d ̂σNLO
ab→VH+.. + α2

s d ̂σNNLO
ab→VH+.. + . . .
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Non-trivial cancellation of IRC divergences
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Perturbative corrections: VH+jet
d ̂σab→VH+.. = d ̂σLO

ab→VH+.. + αs d ̂σNLO
ab→VH+.. + α2

s d ̂σNNLO
ab→VH+.. + . . .

One must also consider ‘heavy-quark’ loop processes

(a) DY type: Born

t

(b) RI type

t q

(c) ggF type: loop induced gluon fusion with top or light-quarks

Figure 1: Representative diagrams for the Drell-Yan and heavy-quark loop induced con-

tributions to VH + jet production that enter the cross section at specific order in ↵s: (a)

at order ↵s for the Drell-Yan process, denoted as DY-type; (b) at order ↵2
s for the top-loop

induced processes, denoted as RI -type; and (c) at order ↵
3
s for the one-loop gluon–gluon

initiated process gg ! HZg, denoted as ggF-type. Details on the individual contributions

given in the main text.

of the neutral-current process, additional loop-induced contributions related to the gluon-

fusion process gg ! HZg must be considered. Those are proportional to ↵
3
s and illustrated

in figure 1c. In the following those are denoted as ggF-type.

The various ingredients necessary for the computation of the W+H + jet mode have

been briefly outlined in ref. [30]. Similar ingredients are included in the computation of

observables associated to the W�H + jet and ZH + jet production modes and presented

here for the first time.

In the following, the relevant details for the calculation of the DY-type and heavy quark

loop induced contributions are provided in sections 2.1 and 2.2 respectively while section 2.3

presents a summary of the cross section contributions for the di↵erent production modes,

up to ↵
3
s .

– 5 –
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These contributions ‘easy’ (no divergences)  
We take these from OpenLoops2  

Buccioni et al., https://openloops.hepforge.org/process_library.php

(a) DY type: Born

t

(b) RI type

t q

(c) ggF type: loop induced gluon fusion with top or light-quarks

Figure 1: Representative diagrams for the Drell-Yan and heavy-quark loop induced con-

tributions to VH + jet production that enter the cross section at specific order in ↵s: (a)

at order ↵s for the Drell-Yan process, denoted as DY-type; (b) at order ↵2
s for the top-loop

induced processes, denoted as RI -type; and (c) at order ↵
3
s for the one-loop gluon–gluon

initiated process gg ! HZg, denoted as ggF-type. Details on the individual contributions

given in the main text.

of the neutral-current process, additional loop-induced contributions related to the gluon-

fusion process gg ! HZg must be considered. Those are proportional to ↵
3
s and illustrated

in figure 1c. In the following those are denoted as ggF-type.

The various ingredients necessary for the computation of the W+H + jet mode have

been briefly outlined in ref. [30]. Similar ingredients are included in the computation of

observables associated to the W�H + jet and ZH + jet production modes and presented

here for the first time.

In the following, the relevant details for the calculation of the DY-type and heavy quark

loop induced contributions are provided in sections 2.1 and 2.2 respectively while section 2.3

presents a summary of the cross section contributions for the di↵erent production modes,

up to ↵
3
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Perturbative corrections: VH+jet
d ̂σab→VH+.. = d ̂σLO

ab→VH+.. + αs d ̂σNLO
ab→VH+.. + α2

s d ̂σNNLO
ab→VH+.. + . . .

All CC and NC processes to   computed with NNLOJET𝒪(α3
s )

(Gehrmann et al. 2005-2013)

$
$
$
$
X.$Chen,$J.$Cruz$Mar)nez,$J.$Currie,$AG,$T.$Gehrmann,$E.W.N.$Glover,$$
$$$$$$$$$$$$$$$$$$$$A.Huss,$$M.$Jacquier,$T.$Morgan,$J.$Niehues,$J.$Pires$
•  Common$infrastructure$for$the$implementa)on$of$NNLO$

correc)ons$using$antenna$subtrac)on$for$:$$

•  +$….$

21$

NNLOJET$

Aude$Gehrmann8De$Ridder$$$Par)cle$Physics$Colloquium,$Karlsruhe,$07.07.2016$

NNLOJET

_ ___ ____ ____ ____________

/ |/ / |/ / / / __ \__ / / __/_ __/

/ / / /__/ /_/ / // / _/ / /

/_/|_/_/|_/____/\____/\___/___/ /_/

X. Chen, J. Cruz-Martinez, J. Currie, A. Gehrmann–De Ridder, T. Gehrmann,
E.W.N. Glover, AH, M. Jaquier, T. Morgan, J. Niehues, J. Pires

Common code base for NNLO corrections using Antenna Subtraction
I pp ! Z/�⇤ ! `+`� + 0, 1 jets
I pp ! H ! �� + 0, 1, 2 jets
I pp ! dijets
I ep ! 2 jets (talk by J. Niehues)
I . . .

I Fully differential parton-level event generator
I Work in progress: Interface to APPLgrid, fastNLO

6/23

pp ! dijets

pp ! H !! �� + 0, 1, 2 jets

pp ! Z/�⇤ ! l+l� + 0, 1 jets

ep ! 2(+1) jets

Theory collaboration between Aachen, Bonn, CERN, Durham, Lisbon, Zurich

       E.W.N. Glover         A. Gehrmann-De Ridder  A. Huss I. MaierRG

A (parton level) Monte Carlo generator, antenna subtraction formalism 
 
  arXiv:1907.05836,   arXiv:2009.14209, 2110.12992pp → V(H → bb̄) pp → VH + jet
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Results:  +1jet [exclusive]WH

Corrections negative, and   
Reduction of theory uncertainty by factor of two

−15 %
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Figure 4: The transverse momentum distribution of the W boson produced in exclusive

WH+ jet production for (a) W+ (b) W�.

(a) (b)

Figure 5: The transverse momentum distribution of the Higgs boson produced in exclusive

WH+ jet production for (a) W+ (b) W�.

– 19 –
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Results:  +1jet [inclusive]ZH

Low pT: factor of two improvement  
High pT: uncertainty from top-loops 
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Figure 8: The transverse momentum of (a) the Z-boson and (b) the Higgs boson.

distributions in ref. [42].

5.3 The inclusive neutral-current process

In this section, we present di↵erential predictions related to the associated production

of a Higgs boson, a neutral Z boson and at least one hadronic jet in the final state,

i.e 1-jet inclusive production (njet � 1). We focus here on three categories of inclusive

observables: (a) the transverse momenta of the Higgs boson and the Z boson (figure 8), (b)

the leading-jet related observables (figure 9) and (c) those specific observables participating

explicitly in the ZH signal extraction (figure 10) in an experimental context [31]. Each

figure has a common structure with the top panel showing the absolute distributions at

each perturbative order in ↵s while the bottom panel displays the ratio to NLO. The

ingredients (and labelling) of the cross section results at the k-th order in ↵s are in-line

with the expressions presented in section 2.3. In particular, it is worth recalling that the

gluon-gluon fusion contribution is included here in both the NLO and NNLO cross section

expressions, as defined in eq. (2.3b).

A main goal of this section is to study the impact of the inclusion of the di↵erent

contributions entering at O(↵3
s ) in di↵erent kinematical regions associated with the partic-

ular inclusive observable under consideration. To best achieve this goal, and better identify

which higher order corrections have the highest phenomenological impact, we also show the

results obtained using purely the DY–type contributions at NLO level denoted by NLODY.

– 22 –

(a) DY type: Born

t

(b) RI type

t q

(c) ggF type: loop induced gluon fusion with top or light-quarks

Figure 1: Representative diagrams for the Drell-Yan and heavy-quark loop induced con-

tributions to VH + jet production that enter the cross section at specific order in ↵s: (a)

at order ↵s for the Drell-Yan process, denoted as DY-type; (b) at order ↵2
s for the top-loop

induced processes, denoted as RI -type; and (c) at order ↵
3
s for the one-loop gluon–gluon

initiated process gg ! HZg, denoted as ggF-type. Details on the individual contributions

given in the main text.

of the neutral-current process, additional loop-induced contributions related to the gluon-

fusion process gg ! HZg must be considered. Those are proportional to ↵
3
s and illustrated

in figure 1c. In the following those are denoted as ggF-type.

The various ingredients necessary for the computation of the W+H + jet mode have

been briefly outlined in ref. [30]. Similar ingredients are included in the computation of

observables associated to the W�H + jet and ZH + jet production modes and presented

here for the first time.

In the following, the relevant details for the calculation of the DY-type and heavy quark

loop induced contributions are provided in sections 2.1 and 2.2 respectively while section 2.3

presents a summary of the cross section contributions for the di↵erent production modes,

up to ↵
3
s .
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Summary / Outlook

Run 3 + High Lumi LHC  
Will enable high stats. measurements 
 
Systematics will become bottleneck

Table 12: Breakdown of the contributions to the uncertainty in `
11

+ �
for the +�, ,� and /� signal strength

measurements. The sum in quadrature of the systematic uncertainties attached to the categories di�ers from the total
systematic uncertainty due to correlations.

Source of uncertainty
f`

+� ,� /�

Total 0.177 0.260 0.240
Statistical 0.115 0.182 0.171
Systematic 0.134 0.186 0.168

Statistical uncertainties

Data statistical 0.108 0.171 0.157
CC̄ 4` control region 0.014 0.003 0.026
Floating normalisations 0.034 0.061 0.045

Experimental uncertainties

Jets 0.043 0.050 0.057
⇢

miss
T 0.015 0.045 0.013

Leptons 0.004 0.015 0.005

1-tagging
1-jets 0.045 0.025 0.064
2-jets 0.035 0.068 0.010
light-flavour jets 0.009 0.004 0.014

Pile-up 0.003 0.002 0.007
Luminosity 0.016 0.016 0.016

Theoretical and modelling uncertainties

Signal 0.072 0.060 0.107

/ + jets 0.032 0.013 0.059
, + jets 0.040 0.079 0.009
CC 0.021 0.046 0.029
Single top quark 0.019 0.048 0.015
Diboson 0.033 0.033 0.039
Multi-jet 0.005 0.017 0.005

MC statistical 0.031 0.055 0.038

9.1.1 D�et-mass cross-check

From the fit to <11, for all channels combined, the value of the signal strength is

`
11

+ �
= 1.17+0.25

�0.23 = 1.17 ± 0.16(stat.)+0.19
�0.16(syst.).

Using the ‘bootstrap’ method [121], the dÚet-mass and nominal multivariate analysis results are found
to be statistically compatible at the level of 1.1 standard deviations. The observed excess rejects the

28

Table 12: Breakdown of the contributions to the uncertainty in `
11

+ �
for the +�, ,� and /� signal strength

measurements. The sum in quadrature of the systematic uncertainties attached to the categories di�ers from the total
systematic uncertainty due to correlations.

Source of uncertainty
f`

+� ,� /�

Total 0.177 0.260 0.240
Statistical 0.115 0.182 0.171
Systematic 0.134 0.186 0.168

Statistical uncertainties

Data statistical 0.108 0.171 0.157
CC̄ 4` control region 0.014 0.003 0.026
Floating normalisations 0.034 0.061 0.045

Experimental uncertainties

Jets 0.043 0.050 0.057
⇢

miss
T 0.015 0.045 0.013

Leptons 0.004 0.015 0.005

1-tagging
1-jets 0.045 0.025 0.064
2-jets 0.035 0.068 0.010
light-flavour jets 0.009 0.004 0.014

Pile-up 0.003 0.002 0.007
Luminosity 0.016 0.016 0.016

Theoretical and modelling uncertainties

Signal 0.072 0.060 0.107

/ + jets 0.032 0.013 0.059
, + jets 0.040 0.079 0.009
CC 0.021 0.046 0.029
Single top quark 0.019 0.048 0.015
Diboson 0.033 0.033 0.039
Multi-jet 0.005 0.017 0.005

MC statistical 0.031 0.055 0.038

9.1.1 D�et-mass cross-check

From the fit to <11, for all channels combined, the value of the signal strength is

`
11

+ �
= 1.17+0.25

�0.23 = 1.17 ± 0.16(stat.)+0.19
�0.16(syst.).

Using the ‘bootstrap’ method [121], the dÚet-mass and nominal multivariate analysis results are found
to be statistically compatible at the level of 1.1 standard deviations. The observed excess rejects the

28

ATLAS, arXiv:2007.02873



 20

Summary / Outlook

Run 3 + High Lumi LHC  
Will enable high stats. measurements 
 
Systematics will become bottleneck

Table 12: Breakdown of the contributions to the uncertainty in `
11

+ �
for the +�, ,� and /� signal strength

measurements. The sum in quadrature of the systematic uncertainties attached to the categories di�ers from the total
systematic uncertainty due to correlations.

Source of uncertainty
f`

+� ,� /�

Total 0.177 0.260 0.240
Statistical 0.115 0.182 0.171
Systematic 0.134 0.186 0.168

Statistical uncertainties

Data statistical 0.108 0.171 0.157
CC̄ 4` control region 0.014 0.003 0.026
Floating normalisations 0.034 0.061 0.045

Experimental uncertainties

Jets 0.043 0.050 0.057
⇢

miss
T 0.015 0.045 0.013

Leptons 0.004 0.015 0.005

1-tagging
1-jets 0.045 0.025 0.064
2-jets 0.035 0.068 0.010
light-flavour jets 0.009 0.004 0.014

Pile-up 0.003 0.002 0.007
Luminosity 0.016 0.016 0.016

Theoretical and modelling uncertainties

Signal 0.072 0.060 0.107

/ + jets 0.032 0.013 0.059
, + jets 0.040 0.079 0.009
CC 0.021 0.046 0.029
Single top quark 0.019 0.048 0.015
Diboson 0.033 0.033 0.039
Multi-jet 0.005 0.017 0.005

MC statistical 0.031 0.055 0.038

9.1.1 D�et-mass cross-check

From the fit to <11, for all channels combined, the value of the signal strength is

`
11

+ �
= 1.17+0.25

�0.23 = 1.17 ± 0.16(stat.)+0.19
�0.16(syst.).

Using the ‘bootstrap’ method [121], the dÚet-mass and nominal multivariate analysis results are found
to be statistically compatible at the level of 1.1 standard deviations. The observed excess rejects the

28

Table 12: Breakdown of the contributions to the uncertainty in `
11

+ �
for the +�, ,� and /� signal strength

measurements. The sum in quadrature of the systematic uncertainties attached to the categories di�ers from the total
systematic uncertainty due to correlations.

Source of uncertainty
f`

+� ,� /�

Total 0.177 0.260 0.240
Statistical 0.115 0.182 0.171
Systematic 0.134 0.186 0.168

Statistical uncertainties

Data statistical 0.108 0.171 0.157
CC̄ 4` control region 0.014 0.003 0.026
Floating normalisations 0.034 0.061 0.045

Experimental uncertainties

Jets 0.043 0.050 0.057
⇢

miss
T 0.015 0.045 0.013

Leptons 0.004 0.015 0.005

1-tagging
1-jets 0.045 0.025 0.064
2-jets 0.035 0.068 0.010
light-flavour jets 0.009 0.004 0.014

Pile-up 0.003 0.002 0.007
Luminosity 0.016 0.016 0.016

Theoretical and modelling uncertainties

Signal 0.072 0.060 0.107

/ + jets 0.032 0.013 0.059
, + jets 0.040 0.079 0.009
CC 0.021 0.046 0.029
Single top quark 0.019 0.048 0.015
Diboson 0.033 0.033 0.039
Multi-jet 0.005 0.017 0.005

MC statistical 0.031 0.055 0.038

9.1.1 D�et-mass cross-check

From the fit to <11, for all channels combined, the value of the signal strength is

`
11

+ �
= 1.17+0.25

�0.23 = 1.17 ± 0.16(stat.)+0.19
�0.16(syst.).

Using the ‘bootstrap’ method [121], the dÚet-mass and nominal multivariate analysis results are found
to be statistically compatible at the level of 1.1 standard deviations. The observed excess rejects the

28

ATLAS, arXiv:2007.02873

Main messages
1. Including   categories ( , , ) is critical for exp.

 
 
 
 

njet 2 ≡ 3 ≥ 3



 21

Summary / Outlook

Run 3 + High Lumi LHC  
Will enable high stats. measurements 
 
Systematics will become bottleneck

Main messages
1. Including   categories ( , , ) is critical for exp.

2. Huge progress on theoretical side for VH+( )
• NNLO QCD for WH+jet and ZH+jet  

RG, Gehrmann-De Ridder, Glover, Huss, Majer arXiv:2110.12292  

• Factor of two reduction in theory uncertainty

njet 2 ≡ 3 ≥ 3

njet > 1

Table 12: Breakdown of the contributions to the uncertainty in `
11

+ �
for the +�, ,� and /� signal strength

measurements. The sum in quadrature of the systematic uncertainties attached to the categories di�ers from the total
systematic uncertainty due to correlations.

Source of uncertainty
f`

+� ,� /�

Total 0.177 0.260 0.240
Statistical 0.115 0.182 0.171
Systematic 0.134 0.186 0.168

Statistical uncertainties

Data statistical 0.108 0.171 0.157
CC̄ 4` control region 0.014 0.003 0.026
Floating normalisations 0.034 0.061 0.045

Experimental uncertainties

Jets 0.043 0.050 0.057
⇢

miss
T 0.015 0.045 0.013

Leptons 0.004 0.015 0.005

1-tagging
1-jets 0.045 0.025 0.064
2-jets 0.035 0.068 0.010
light-flavour jets 0.009 0.004 0.014

Pile-up 0.003 0.002 0.007
Luminosity 0.016 0.016 0.016

Theoretical and modelling uncertainties

Signal 0.072 0.060 0.107

/ + jets 0.032 0.013 0.059
, + jets 0.040 0.079 0.009
CC 0.021 0.046 0.029
Single top quark 0.019 0.048 0.015
Diboson 0.033 0.033 0.039
Multi-jet 0.005 0.017 0.005

MC statistical 0.031 0.055 0.038

9.1.1 D�et-mass cross-check

From the fit to <11, for all channels combined, the value of the signal strength is

`
11

+ �
= 1.17+0.25

�0.23 = 1.17 ± 0.16(stat.)+0.19
�0.16(syst.).

Using the ‘bootstrap’ method [121], the dÚet-mass and nominal multivariate analysis results are found
to be statistically compatible at the level of 1.1 standard deviations. The observed excess rejects the

28

Table 12: Breakdown of the contributions to the uncertainty in `
11

+ �
for the +�, ,� and /� signal strength

measurements. The sum in quadrature of the systematic uncertainties attached to the categories di�ers from the total
systematic uncertainty due to correlations.

Source of uncertainty
f`

+� ,� /�

Total 0.177 0.260 0.240
Statistical 0.115 0.182 0.171
Systematic 0.134 0.186 0.168

Statistical uncertainties

Data statistical 0.108 0.171 0.157
CC̄ 4` control region 0.014 0.003 0.026
Floating normalisations 0.034 0.061 0.045

Experimental uncertainties

Jets 0.043 0.050 0.057
⇢

miss
T 0.015 0.045 0.013

Leptons 0.004 0.015 0.005

1-tagging
1-jets 0.045 0.025 0.064
2-jets 0.035 0.068 0.010
light-flavour jets 0.009 0.004 0.014

Pile-up 0.003 0.002 0.007
Luminosity 0.016 0.016 0.016

Theoretical and modelling uncertainties

Signal 0.072 0.060 0.107

/ + jets 0.032 0.013 0.059
, + jets 0.040 0.079 0.009
CC 0.021 0.046 0.029
Single top quark 0.019 0.048 0.015
Diboson 0.033 0.033 0.039
Multi-jet 0.005 0.017 0.005

MC statistical 0.031 0.055 0.038

9.1.1 D�et-mass cross-check

From the fit to <11, for all channels combined, the value of the signal strength is

`
11

+ �
= 1.17+0.25

�0.23 = 1.17 ± 0.16(stat.)+0.19
�0.16(syst.).

Using the ‘bootstrap’ method [121], the dÚet-mass and nominal multivariate analysis results are found
to be statistically compatible at the level of 1.1 standard deviations. The observed excess rejects the

28

ATLAS, arXiv:2007.02873



 22

Summary / Outlook

Run 3 + High Lumi LHC  
Will enable high stats. measurements 
 
Systematics will become bottleneck

Main messages
1. Including   categories (0, , ) is critical for exp.

2. Huge progress on theoretical side for  
• NNLO QCD for WH+jet and ZH+jet  

RG, Gehrmann-De Ridder, Glover, Huss, Majer arXiv:2110.12292  

• Factor of two reduction in theory uncertainty

njet ≡ 1 ≥ 1

njet > 1

Table 12: Breakdown of the contributions to the uncertainty in `
11

+ �
for the +�, ,� and /� signal strength

measurements. The sum in quadrature of the systematic uncertainties attached to the categories di�ers from the total
systematic uncertainty due to correlations.

Source of uncertainty
f`

+� ,� /�

Total 0.177 0.260 0.240
Statistical 0.115 0.182 0.171
Systematic 0.134 0.186 0.168

Statistical uncertainties

Data statistical 0.108 0.171 0.157
CC̄ 4` control region 0.014 0.003 0.026
Floating normalisations 0.034 0.061 0.045

Experimental uncertainties

Jets 0.043 0.050 0.057
⇢

miss
T 0.015 0.045 0.013

Leptons 0.004 0.015 0.005

1-tagging
1-jets 0.045 0.025 0.064
2-jets 0.035 0.068 0.010
light-flavour jets 0.009 0.004 0.014

Pile-up 0.003 0.002 0.007
Luminosity 0.016 0.016 0.016

Theoretical and modelling uncertainties

Signal 0.072 0.060 0.107

/ + jets 0.032 0.013 0.059
, + jets 0.040 0.079 0.009
CC 0.021 0.046 0.029
Single top quark 0.019 0.048 0.015
Diboson 0.033 0.033 0.039
Multi-jet 0.005 0.017 0.005

MC statistical 0.031 0.055 0.038

9.1.1 D�et-mass cross-check

From the fit to <11, for all channels combined, the value of the signal strength is

`
11

+ �
= 1.17+0.25

�0.23 = 1.17 ± 0.16(stat.)+0.19
�0.16(syst.).

Using the ‘bootstrap’ method [121], the dÚet-mass and nominal multivariate analysis results are found
to be statistically compatible at the level of 1.1 standard deviations. The observed excess rejects the

28

Table 12: Breakdown of the contributions to the uncertainty in `
11

+ �
for the +�, ,� and /� signal strength

measurements. The sum in quadrature of the systematic uncertainties attached to the categories di�ers from the total
systematic uncertainty due to correlations.

Source of uncertainty
f`

+� ,� /�

Total 0.177 0.260 0.240
Statistical 0.115 0.182 0.171
Systematic 0.134 0.186 0.168

Statistical uncertainties

Data statistical 0.108 0.171 0.157
CC̄ 4` control region 0.014 0.003 0.026
Floating normalisations 0.034 0.061 0.045

Experimental uncertainties

Jets 0.043 0.050 0.057
⇢

miss
T 0.015 0.045 0.013

Leptons 0.004 0.015 0.005

1-tagging
1-jets 0.045 0.025 0.064
2-jets 0.035 0.068 0.010
light-flavour jets 0.009 0.004 0.014

Pile-up 0.003 0.002 0.007
Luminosity 0.016 0.016 0.016

Theoretical and modelling uncertainties

Signal 0.072 0.060 0.107

/ + jets 0.032 0.013 0.059
, + jets 0.040 0.079 0.009
CC 0.021 0.046 0.029
Single top quark 0.019 0.048 0.015
Diboson 0.033 0.033 0.039
Multi-jet 0.005 0.017 0.005

MC statistical 0.031 0.055 0.038

9.1.1 D�et-mass cross-check

From the fit to <11, for all channels combined, the value of the signal strength is

`
11

+ �
= 1.17+0.25

�0.23 = 1.17 ± 0.16(stat.)+0.19
�0.16(syst.).

Using the ‘bootstrap’ method [121], the dÚet-mass and nominal multivariate analysis results are found
to be statistically compatible at the level of 1.1 standard deviations. The observed excess rejects the

28

ATLAS, arXiv:2007.02873

Questions and comments welcome!



 23

Whiteboard



 24

Extra distributions

0.8
0.9
1.0
1.1
1.2

20 40 60 80 100 120 140 160 180 200

NNLOJET p p → Z H + ≥ 1 jet √s‾ = 13 TeV
Ra

ti
o

to
NL

O

pT,j1 [GeV]

10-3

10-2

10-1

NNLOJET p p → Z H + ≥ 1 jet √s‾ = 13 TeV
dσ

/d
p T

,j
1
[f

b/
Ge

V]

LO
NLODY

NLO
NNLO

NNLOJET p p → Z H + ≥ 1 jet √s‾ = 13 TeV

LO
NLODY

NLO
NNLO

(a) (b)

Figure 9: Leading jet observables: (a) transverse momentum and (b) rapidity.

5.3.1 The Z boson and Higgs boson transverse momenta distributions

As discussed in section 5.1, the qualitative behaviour of both (Z boson and Higgs boson)

spectra presented in the first panels of figures 8a and 8b shows that the distributions have a

peak value close to p
V

T > 50 GeV and then falls o↵ sharply for increasing values of pT. The

K-factors show that up to pT ⇠ 140 GeV, the NNLO corrections are small and positive

(at the percent level) and the NNLO uncertainty band lies within the NLO uncertainty.

At higher transverse momenta, the size of the NNLO corrections increases and the scale

uncertainties also increase. This reflects the impact of the gluon-gluon fusion contributions,

(labelled as ggF type, see section 2), which are becoming phenomenologically relevant for

these large values of pT and induce sizeable changes in the transverse momenta spectra. As

these contributions first appear at leading order at O(↵3
s ), this behaviour is not unexpected.

Their impact is clearly seen by comparing the results denoted as NLO (where both DY

and ggF type contributions included) with those labelled as NLODY.

5.3.2 Jet observables in ZH +jet production

Focussing first on the leading jet pT spectrum displayed in figure 9a, we observe that the

NNLO corrections are (a) mostly independent of pT,j and at the percent level, (b) clearly

lead to a stabilization of the perturbative predictions with scale uncertainties that are

contained within the NLO uncertainty band, and (c) have residual scale uncertainties of

about ±8% compared to NLO, over the whole kinematical range.

The leading jet rapidity distribution is shown in figure 9b. We see that the size of

NNLO corrections and corresponding scale uncertainty band are considerably larger than
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Figure 10: ZH+J observables for ZH signal : (a) MHj1 : the invariant mass distribution

of the Higgs boson–jet system, (b) ��ZH: the azimuthal angle separation Z and H boson,

(c) �⌘ZH: the pseudo-rapidity separation between the Z and H boson, (d) cos(✓CS): the

Collins-Soper angle.
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Figure 2: Transverse momentum distribution of (a) the gauge boson and (b) the Higgs

boson for the W�H+ jet process.

We observe that, for both charged- and neutral-current cases shown in figures 2a and

3a the gauge boson distributions exhibit a maximum slightly above pT ⇠ 50 GeV, which

is induced by the minimum transverse momentum cut on the lepton (and E?,miss for the

charged-current case) of 25 GeV. The requirement of an additional resolved jet relaxes the

otherwise strict constraint pVT > 50 GeV for a back-to-back VH configuration at Born level

without a jet. Nonetheless, the dominant kinematic configuration is still associated with

an approximate back-to-back configuration between H and V , as suggested by the peak

location around 50 GeV, displayed in the first panels of these figures.

An observation that further supports this conclusion is the qualitative similarity of

the Higgs boson transverse momentum distribution shown in figures 2b and 3b for neutral

and charged boson production, respectively as compared to the transverse momentum

spectrum of the gauge boson, depicted in figures 2a and 3a. While no selection cuts are

directly enforced on the Higgs boson, restrictions imposed by fiducial cuts on the gauge

boson indirectly translate to the Higgs boson, in particular, with a maximum that aligns

well with that seen in the respective gauge boson distribution. As a result, higher-order

corrections to the two observables display quantitatively similar features for both charged
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Exclusive jet selection, Stewart, Tackmann: arXiv:1107.2117

Standard scale variation, can have accidental cancellations.
Basically cancellation of those induced by  pcut

T

Uncertainty prescription


