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LHCb experiment

LHCDb goal is to study Matter/Antimatter asymetries

Curent system is based on a Trigger-less architecture
o All data are sent to computer farm

o Real time event builder without pre-filtering

o More accurate algorithms can target the most interesting events
Interface between Front End and servers is key

o Current board PCle40 has 100Gbit/s server interface

o 2030 upgrade is aiming 10 times higher

o First step is 4 times faster for 2026
o 400 Gbits/s link with CPU
o Input bandwidth minimum 480 Gbits/s, more if possible

This new board is named PCle400




FPGA Chosen : Intel AgileX |-Series

’R-Tile F-Tile
06| | Hyparfiec, | 10

Notion of Tiles for Transceivers

- Usually, FPGAs have a very high speed links on few links
(~ 28, 56, 112 Gbits/s), whereas we need many links at a

rather « low » speed (~10 Gbits/s) 3x F-tile, 1x R-tile
(72 XCVRs)

- F-Tiles - for Front End : 48 NRZ links or (exclusive) 36 PAM4
- R-Tiles - for CPU link : PCle Gen5 x 16

Number of Logic Elements
- Hasn’tincreased as much as in the past

(2.7MLEs Max Currently)




Architecture :

Same principle as PCle40
PCle board Gen5

- 48 x 10 =480 Gb/s - Can be increased up to 2016 Gbits/s if PAM4 used

- 400 Gb/s connection with CPU by PCle Gen5 (acquisition + slow control)
- Slow control through PCle Gen5

- Clock distribution over copper or through optics if needed

10G LpGBT, up to 28G NRZ or 56G PAM4

16 PQle Gen5
l Pz
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Foreseen development

CPPM has started general studies

- Power supplies
o Core Power estimations
o Voltage rail sequencing
o Power delivery network
o Power integrity simulations
- Accurate time distribution
o PLL comparisons and choice
- 28/56 Gbits/s transmissions
o Simulations
o Implementation on Intel dev kit

Aim for a prototype in 2023

- Compatible with release of |-Series Agilex FPGA in Late 2021



Agilex core Power estimations

Agilex F-Series Development kit measurements

Agilex F Series 1.4MLEs (AGFB014) — Not exactly our target (I-Series 2.7MLES)

Enpirion Core Power supply can go to 100/120A
External PLLs can vary from 0 to 700MHz

Monitoring (Current, Voltage & Temp) done externally by Max 10 FPGA
POWER MONITOR

Intel HMI provided for
o PLL configuration
o Voltage/Current/power monitoring
o Temperature monitoring

How to make the FPGA consume power ?

Depends on Occupancy/Frequency/Toggle rate
Use of random Pattern generators (50 % Toggle
rate) to fill up the FPGA

FM6 VCC

10000mA  RMS £5695 mA

- X

Configuration

Speed Adjustment:

Medium -

Data Record Reset Graphic

Board :32.8 °C 09Vv: 304 °C

Core A73.6 °C 33V: 371 °C
Core C:73.1 °C 1.8v: 36.3°C
P-Tile : 60.3 °C vID 39.3 °C

Power Rail Voltage Current Power Temperature
I Fms vee 850.342 mV  65625.000 mA 55803.680 mw ]|

0.9V 899.902 mV  1265.625 mA  1138.939 mW

3.3V 3297.852mV 2535156 mA  8360.569 mW

18V 1799.072 mV 3121094 mA  5615.073 mW

@ Connected to the target

E-Tile : 57.5 °C

Board/MAX Version: A/l



Agilex core Power estimations

Agilex F-Series Development kit measurements
- Core Current vs frequency and occupancy

ICC compared to Frequency and occupancy
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Agilex core Power estimations

Agilex F-Series Development kit measurements
- Extrapolation to target FPGA (from 1.4MLEs to 2.7MLES)

ICC compared to Frequency and occupancy
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Agilex core Power estimations

Slmulatlon Method :

Final firmware not available: use of random Pattern generators to simulate power consumption
- Compilation on Intel Quartus pro using Power Analyzer Tool
- Use of post fit simulation to simulate toggle rate data in QuestaSim
- Export of vcd file to Quartus Power Analyzer
- Estimation of power based on real toggle rate and temperature

Compilation/simulation time compared to occupancy
in Random Pattern Generators at 650MHz
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=== Simulation Time (hh:mm:ss)
09:36:00 Compilation Time (hh:mm:ss)

07:12:00
04:48:00
02:24:00

00:00:00
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Agilex core Power estimations

Simulation Method :

- Incremental scripts, Up to 16 % occupancy at 3 frequencies
- Temperature measured on devkit is an additionnal input to improve power analysis

Total VCC Current compared to occupancy rate
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Agilex core Power estimations

Simulation vs Measurement extrapolations
Simulation are not accurate if FPGA junction tempereture isn’t an input

As Power increases temperature increases

Icc (A)
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Comparison Between VCC Current estimation based on Simulation or Measurement at
650MHz

—f— Simulation

---------- Regression on simula-
tions

Measurements

Regression on meas

. = Both methods confirm 160A max
/ = Simulations are pessimistic
- The difference is under 10 % for highest
occupancy
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Occupancy Rate of AGI027



Agilex Power Tree

Agilex FPGA requires :
- 11 Regulators / 24 rails

- Power On Sequencer (3 groups)
- Low ripple voltage / High accuracy (0,5%)

High Power regulators characteristics :
- Digital Power Management (PMBus, Voltage/

Current/Temperature Telemetry)
- Analog Devices (ex Linear) umodules chosen
o Low Surface
o [Easy to simulate & implement
o Expensive but easy to find

Agilex
PMBus SmartVID
regulation

Max10 12C
Power Controller

-

Or TPS53681 + 4xCSD95490
Or MP2975 +4xMP86957

0.8V Regulator 160A PMBus
2XLTM4700

0.8V Regulator 30A
PMBus
LTM4700 output 1

B

VCC, vCCP

VCC_HSSI_GXF

VCCL_SDM/VCCH

Legend

\ R-Tile Power Rail Group 1

Digital Power Management
System (PMBus + Telemetry)

F-Tile Power Rail

Group 2

I

Group 3

Not Smart

Filter VCCPLLDIG_SDM
0.9V Regulator 80A | VCCH_SDM, VCCL_HPS,
oo ‘ VCC_HSSI_GXR
T Filter ] VCCPLLDIG_HPS
VCCED_GXR
VCCE_PLL_REF_GXR,
Voltage reference VCCE_DTS_GXR
1.0V Regulator 15A
LTM4677 output 1 RECERIRECIRE 20
VCCERT1_FHT_GXF
VCCERT2_FHT_GXF
1.0V Regulator 15A
LTM4677 output 2 VECERT_GXR
1.0V Regulator 1A VCCFUSECORE_GXF
LTM8051 output 1 (VCCFUSEWR_GXF)
VCCNIV_IO_GXR,
: ) VCCH_FUSE_GXR
1.5V Regulator 1A 8
| Moo Loutute
i 1.8V Regulator 12A
S S— LTM4677 output 1 fechl
{ T VCCADC, VCCPLL_SDM,
VCCPLL_HPS
— Filter H VCCEHT_FGT_GXF
Ly R:algl;“‘s” AR VCCN_PIO, VCCR_CORE,
LTM4700 output 2 VEENLIFIe R
— Filter B VCCA_PLL
1.8V Regulator 6A VCCN_SDM, VCCN_HPS,
LTM4677 output 1 VCCBAT
15V t0 2.4V
Regulator 0.4A VCCFUSEWR_SDM
LTM8051 output 3




Conclusion

A lot of uncertainty for component procurement

- Many critical components are already ordered
- Producing prototypes in 2023 will be challenging

Challenges to come
- High component density

- Power Integrity

- Thermal studies

- Signal integrity (56Gbits/s signals)

- Will become a multi laboratory project



Backup



Increasing the individual link speed

Above 25 Gbits/s FPGAs use PAM4 instead of NRZ RESEARCH FPGA HEP
NRZ @
o Multi-level signaling PAM4 O
R 100 | | ! T
40 | -
e o ?
20 T
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|| || 0 1 0 1
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o More speed with constant bandwidth

Bit rate [Gb/s]
o

o Data rate commonly found: 28 or 56 Gbits/s ? *
o - : 4 -
Feasibility of serializer in HEP .
o Research papers show that 40 Gbits is 2 ;-
theorically possible with 65nM technologies
o Future developments could be in 28 nM 1 | — R
14 28 45 65 90 130180250

Tech node [nm]



Evolution of high speed links at CERN (1/2)

R&D on experimental technologies

o WG6 : high speed links
https://espace.cern.ch/ep-rdet-wg6-links/Shared%20Documents/WP6_Report v1.03_19102018.pdf

Data Rate

56G
PAMA4

4). WDM \‘
|
|
|
|
10G O )

1015 10'¢ /cm? Radiation
100 1000 MRad Hardness


https://espace.cern.ch/ep-rdet-wg6-links/Shared%20Documents/WP6_Report_v1.03_19102018.pdf

Evolution of high speed links at CERN (2/2)

Data aggregation

——

>100m?
Pixel FE
chip
>100m?
—J .
FE
ASIC i
— Aggregator O <<100m?
asic | | P87 >
FE
ASIC

Description

Very high data rate aggregator/transmitter

Optoelectronics drivers
Low-mass electrical cable transmission (active cable) C
Optica

m m FPGA-based system testing and emulation

Silicon Photonics System & Chip Design

ASICs

OPTO-18&2
Silicon Photonics Radiation Hardness

- Next-generation VCSEL-based optical link ‘

Silicon Photonics packaging

OPTO
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