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Big Data in HEP (LHC as an example)
ATLAS/CMS 200 events/s passing triggers
ATLAS/CMS 2PB/year of data
Tremendous amount of highly complex data

Zà μμ

Zà μμ event from 2012 data
with 25 reconstructed vertices



Big Data possibly leads to the Large Model

Detector design

Detector Simula1on
+

+……+
New physics search

Elements:
Transformer：self-a/en0on
Genera0ve model
End-to-end (Hit)

AI HEP detector 
simula3on/new 
physics search 
system

Following the idea of the Genera.ve model,  2 - photon
separa.on in CEPC based on end-to-end (hit) will need several
Million parameters

Genera,ve model for physics analysis



Quantum AI： the exponential demand of the computing power

ØThe increasing computing power from classical computer doesn’t match with the 
exponential demand from the development of AI.

ØPotentially Quantum computer can resolve this challenge. 

Parameters

year

1600 billion

175 billion

0.3 billion



Machine Learning (ML) & QML 
Maria Schuld arXiv:2101.11020

ü Both ML and QML map the informa2on to high-dimensional spaces 
ü QML maps to quantum Hilbert space. 

https://arxiv.org/abs/2101.11020


What Quantum Machine Learning does
Maria Schuld arXiv:2101.11020

Encode input data to a quantum state
“process” (transform) the quantum state, and 
access the quantum state via measurements

https://arxiv.org/abs/2101.11020


QSVM

ü For the input data, each variable of a event
is assigned with one qubit (e.g. 6 variables with 
6 qubits) 

ü Process with the designed circuits (rotation) to 
obtain “|𝜙 𝑥! >	= U"($!)|0

⨂' >” and “< 𝜙(𝑥()|”
ü The similarity of event i and j can be obtained by 𝑘 𝑥( , 𝑥!

• 50 events → 50 X 50 matrix elements

With space to op$mize:



IBM quantum computer

9
Credited to Thomas Prior for TIME

• Slide bullet text

 Taking quantum compu/ng out of the 
lab:

 NY Compu/ng Data Centre.

It provides over 20 computers.

 Scales the processor's availability.

It provides over 20 comput



1
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China Domestic Quantum Computing Hardware 



Ø Using ZH analysis dataset (100 events, 6 variables), the QSVM Kernel 
results on the Quantum Hardware (6 qubits) are promising

ØIt is the first attempt using Chinese domestic quantum hardware 
resource to implement QML 

QSVM Kernel with IBM and OriginQ hardware for CEPC ZH (H → 𝜸𝜸) 
analysis

International Journal of Modern 
Physics A, 2024, 2450007 

https://www.worldscientific.com/doi/epdf/10.1142/S0217751X24500076
https://www.worldscientific.com/doi/epdf/10.1142/S0217751X24500076


Employing Quantum SVM Kernel method with quantum simulators for ZH
(H → 𝜸𝜸) analysis

AUC vs number of events

● QSVM Kernel method and 
noiseless simulators enable us 
to work with a larger number of 
events. 



Noise modelling in the IBM Nairobi 
ü Noise in quantum computers: Quantum 

computers are suscep2ble to noise.
ü An electromagne$c signal coming from a WiFi
ü A disturbance in the Earth's magne$c field 

ü The model used automa2cally generates a 
simplified noise model for a real device. 

ü It takes into account the following:
ü The gate error probability of each basis gate
ü The gate length of each basis gate
ü 𝑇/and𝑇0 relaxa$on $me constant
ü The readout error probability 

ü The es2mated noise in the IBM Nairobi 
computer is 0.017.



The Quantum Transformer 

ØSimplified version of the transformer
ü Multi-head Attention based on PyTorch
ü Three different linear transformations:
• 𝑊!,𝑊", and,𝑊#

P−MHA(𝑄,𝐾, 𝑉) = SoftMax
𝑄𝐾!

𝑑"
⋅ 𝑉

ü Where Q, K, and V are linear projections of the input.

Ø Going to the quantum version, one could 
replace the linear transformation with a 
quantum one. 



The Quantum Transformer 

 Implementing quantum layer instead Quantum Neural Network

The trainable parameters are added using the Anzatz with a 
feature-map that acts as an encoder. 



The Quantum Transformer 
We are using PennyLane, which was developed 

by Xanadu.

Running on CPUs: about 76% accuracy on 
validation dataset both in Quantum transformer 
and classical transformer in 20k dataset (10k 
train, 10k val).

Time-consuming: about 80 mins for a 10k 
dataset with one epoch and one block(Quantum 
layer). 



Application of Quantum Approximate Optimization Algorithm (QAOA) on Jet 
Clustering in CEPC

QAOA: a hybrid quantum-classical algorithm
1, cost Hamiltonian: 𝑯

̂
𝑪 = − 𝟏

𝟐
∑

(𝒊,𝒋)∈𝑬
𝒘𝒊𝒋(𝑰 − 𝒁𝒊𝒁𝒋),  mixer Hamiltonian: 𝑯

̂
𝑴 = ∑

𝒋∈𝑽
𝑿𝒋,

      ini2al the quantum circuit in the state:|𝒔⟩ = |+⟩⊗𝒏 = 𝟏
𝟐𝒏

∑
𝒙∈(𝟎,𝟏)𝒏

|𝒙⟩,

      𝑰: iden2ty operator,  𝒁𝒊(𝑿𝒋): Pauli-Z(-X) operator ac2ng on the i(j)-th qubit,
     n: the number of qubits

2, output state by the circuit: |𝝍𝑷(𝜸, 𝜷)⟩ = 𝒆3𝒊𝜷𝑷𝑯
̂
𝑴𝒆3𝒊𝜸𝑷𝑯

̂
𝑪 . . . 𝒆3𝒊𝜷𝟏𝑯

̂
𝑴𝒆3𝒊𝜸𝟏𝑯

̂
𝑪|𝒔⟩  

     and calculate 𝑭𝑷(𝜸, 𝜷) = ⟨𝝍𝑷(𝜸, 𝜷)|𝑯
̂
𝑪|𝝍𝑷(𝜸, 𝜷)⟩. 

3, A classical op2miza2on algorithm is employed to (𝜸∗, 𝜷∗) = 𝒂𝒓𝒈𝒎𝒂𝒙
𝜸,𝜷

𝑭𝑷(𝜸, 𝜷). 
4, The state |𝝍𝑷(𝜸∗, 𝜷∗)⟩ encodes the solu2on to the op2miza2on problem.

Performance,  criterion is 𝜶 = 𝜶𝟏 +𝜶𝟐

𝐻 → 𝑠𝑠 with 30 final state par0cles
compare quantum simulator, ee_kt, and k-Means algorithms.

𝐻 → 𝑠𝑠 with 6 final state par0cles
compare quantum hardware, simulator, and ee_kt



Conclusion

Ø The rapid developments of the large model in AI industry demand the 
corresponding increase of the computing powers. 

ØQuantum computer implemented on QAI could provide the potential 
matching the need:
üSuperposition could help 

ØWe did the study of the implementing QSVM in CEPC physics analysis with 
domestic quantum computer resources. 
üComparable performances as SVM have been seen 

ØThe QTransformer has been developed and implemented in phsics analysis 
in CEPC as well. 
üWill try the generative model with QTransformer in CEPC physics analysis. 

ØLook forward to having some collaborations with colleagues in France. 


