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Motivations

1) Test a cosmological + galaxy formation model 
by considering Lyman-α at large scales (Gpc) 

2) Improve the theoretical predictions, in particular at 
low scales (few Mpc)



Construction of Mock Ly-α spectra for large surveys

Existence of a tight correlation between density 
and temperature  

“Fluctuating Gunn-Peterson Approximation” 

(FGPA, Katz, Weinberg & Hernquist 1998; Croft et al. 1998) 

(Katz, Weinberg & Hernquist 1996; Hui & Gnedin 1997)  

Mock Ly-α : log-normal density field + FGPA

Log-normal 
density field

Gaussian initial conditions

DM density field from N-body 
simulation

Lyα Optical depth τ               DM overdensity Δ  



Construction of Mock Ly-α spectra for large surveys

Mock Ly-α : log-normal density field + FGPA

Log-normal 
density field

Gaussian initial conditions

DM density field from N-body 
simulation

Problems of this approach:

 - Model Gpc3 volume while retaining good resolution on the gas Jeans scale
 - The choice of the smoothing scale for DM produces ambiguity in the predictions
 - The FGPA assumes a deterministic relation between ρ and F=e-τ
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 γ-1 : index of the gas temperature-density relation

 A : normalization constant 
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Hydro simulations

Horizon-AGN Illustris EAGLE

      Dubois et al. 2014          Vogelsberger et al. 2014       Schaye et al. 2015 

Ramses                        
142 Mpc                       

8.3x107 M◉          

1 kpc
AMR 

6.6x109 cells 
2x106 M◉ 

     
                 

 

AREPO                        
106.5 Mpc                       
6.3x106 M◉ 

0.7 kpc 
moving mesh 
5.3x109 cells 
1.3x106 M◉ 

                     

Gadget-2                        
100 Mpc                       

9.7x106 M◉         

0.7 kpc 
SPH 

3.4x109 gas parts.
1.8x106 M◉   

       
 

                        
Lbox                       
Mdm          
εdm

Mg,* 

                 
 
see also MassiveBlackII (DiMatteo 2016),  Magneticum Pathfinder 
simulations (Dolag et al.), Sherwood simulations (Bolton et al. 2016),…



LyMAS: Lyα Mass Association Scheme
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Grid of density transmitted 
Flux (10243 voxels)
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Extracting Lyα spectra



Extracting Lyα spectra

Slice

z

1-d smoothed at the BOSS resolution

<τs> ~ 0.23



Extracting Dark matter skewers

Grid of density field 1+δ (10243 pixels)

x

y

z

1. Adaptive interpolation of the DM particle 
distribution on a high resolution grid. 
(Colombi, Chodorowski & Teyssier 2007)

2. Smoothing with a Gaussian window in 
Fourier space

3. Extraction of the skewers from a grid of lines 
of sight aligned along the z axis 



Extracting Dark matter skewers

x

y

z

Slice
PDF

3-d smoothed at different scales



Extracting Dark matter skewers

(Peirani et al. in prep)



Extracting Dark matter skewers

(Peirani et al. in prep)
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Deterministic mapping

Grid of transmitted flux Fs Grid of DM density contrast 
1+ δs

Construction of an “optimal” deterministic relation: Fs = f(1+δs)  (Gallerani+ 2011)

Fs Δ
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Deterministic mapping

1. Construction of a deterministic relation: ( )ss fF δ+= 1

ss Fln−=τOptical depth:

σDM=0.3 Mpc/h
σDM=1.0 Mpc/h



Deterministic mapping

Grid of predicted transmitted flux Fs  
10243 pixels

Grid of density contrast 1+ δs  
10243 pixels
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z
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( )ss fF δ+= 1



Deterministic mapping
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Deterministic mapping
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Predicting conditional Flux distributions

Grid of transmitted flux Fs  
10243 pixels

x

y

z

Grid of density contrast 1+ δs  
10243 pixels
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( )ssFP δ+1



Predicting conditional Flux distributions

Fs

P
(F

s|δ
s)

( )ssFP δ+1
ss Fln−=τOptical depth:

( )ssP δτ +1
Ex:



Predicting conditional Flux distributions

Redshift-space



Probabilistic mapping

Grid of predicted transmitted flux Fs  
10243 pixels

Grid of DM density contrast 1+ δs  
10243 pixels
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Probabilistic mapping
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Coherent mapping

1. From each DM skewer Generate 1-d Gaussian field with specific power spectrum

x

y

z

• derived from                     statistics (Peirani 
et al. 2014) 

( )ssFP δ+1

• Derived from Wiener filtering + DM velocity 
field (Peirani et al. in prep)

2. One iteration:
- Pk rescaling: multiply each Fourier components by the ratio [PF(k)/PPS(k)]2

- Flux rescaling



Coherent mapping



Coherent mapping



Coherent mapping



Coherent mapping

4. Iteration on 1d-Pk:
( multiply each Fourier components by the ratio [PF(k)/PPS(k)]2 )



Coherent mapping

4. Iteration on Fs:



Coherent mapping

4. Iteration on Fs:



Mapping

Hydro Spectra Fs

LyMAS coherent

Deterministic 
mapping

LyMAS 
probabilistics

1d Pk 

PDF(Fs)

1d Pk 

PDF(Fs)
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Correlation function 
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What’s next?

z=2.51) Improved mocks (Peirani et al. 2020 in prep)

F1

F2

dr

dz Z

dr = 2dztot



What’s next?

z=2.51) Improved mocks (Peirani et al. 2020 in prep)

tot dr = 2dz
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Application to large cosmological DM simulations

300 Mpc/h - 20483 particles - 
WMAP7 cosmology    σDM=0.3 
Mpc/h 

1.0 Gpc/h - 29483 particles - 
WMAP7 cosmology    σDM=1.0 
Mpc/h   

Gadget2 (Springel 2005)
z=2.5



Application to large cosmological DM simulations

z=2.5



Application to large cosmological DM simulations

z=2.5



Application to large cosmological DM simulations

s (Mpc/h) s (Mpc/h) 

ξ(
s)

 

Correlation function:



Cross correlation quasar Lyα in BOSS survey

Font-Ribera et al. (2013) 

(SDSS DR9)

π 

σ 

“Modelling the Lya forest cross correlation with LyMAS” 
 Lochhass, Weinberg, Peirani, Dubois, Colombi, Blaizot, Font-Ribera, Pichon & Devriendt, 2016

LyMAS mocks: WMAP7 – 1 Gpc/h –  

20483 particles – AGN and noAGN



Cross correlation quasar Lyα in BOSS survey

Cross-Correlations with LyMAS 15

Figure 14. The cross-correlation as predicted by LyMAS (described by Lorentz profile fits, and adding the mean transmission correc-
tion) for halo masses of M12 = 0.5 (black solid), M12 = 2.0 (blue dashed) and M12 = 8.0 (cyan dot-dashed). Red circles and green
triangles are the cross-correlation measured by FR12 and FR13 for DLAs and quasars, respectively. Panels show di↵erent transverse
separation bins as indicated, increasing top to bottom, left to right.

tion (7) for the Lorentzian width, the power-law form of
equation (6) to predict amplitude as a function of halo mass
(with parameters listed in Table A1), and the best-fit o↵set
� as a function of halo mass (determined by interpolating
the o↵sets given in Table A2). When inferring errors on the
halo mass M12 and RMS velocity error we incorporate only
the observational measurement uncertainties, not the uncer-
tainties in the parameters describing our fits to the LyMAS
simulation, which would have a small relative e↵ect.

It is evident from Fig. 16 that including the RMS red-
shift error as a parameter dramatically improves the fit to
the FR13 measurements, eliminating the systematic mis-
match between large and small � bins seen in Figs. 14
and 15. The best-fit RMS error is 399 ± 21 km s�1, corre-
sponding to ⇡ = 3.8 h

�1 Mpc for our WMAP7 cosmological
parameters. This RMS error appears plausible relative to
comparisons of di↵erent redshift estimators as described in
the BOSS DR9 quasar catalog paper of Paris et al. (2012).
The global best-fit halo mass is M12 = 1.51+0.11

�0.10. As dis-
cussed in §3.2, this should be interpreted as a bias-weighted

mean host halo mass of quasars, i.e., it is the mass M̄ for
which

b(M̄) =

R1
0

dM b(M)p(M)dn/dMR1
0

dM p(M)dn/dM
(13)

where p(M) is the probability that a halo of mass M hosts a
BOSS quasar at any given time and dn/dM is the halo mass
function. With the T10 halo bias relation at z = 2.5, our halo
mass range corresponds to b(M̄) = 3.18±0.06. Evaluated at
the central redshift of the observational measurement, z =
2.3, the same halo mass corresponds to b(M̄) = 2.92± 0.06.

One can see from Fig. 16 that the LyMAS predictions
including RMS velocity errors are a good but not perfect
fit to the FR13 measurements, given the extremely small
statistical errors of the latter. The overall �2 is 290 for 162
data points, with two fitting parameters. Fig. A2 also shows
residuals between the LyMAS numerical results and our
Lorentzian fits to those results, but those residuals are small
compared to the di↵erences between the model predictions
and the data. We have checked that adding these residu-

c� 0000 RAS, MNRAS 000, 000–000

1.0 Gpc/h - 20483 
particles - WMAP7 
cosmology     

σDM=1.0 Mpc/h   
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Numerical modeling improvements  

- QSO continuum

1.   Algorithms 

- Redshift evolution 

- Non constant spectral resolution 

- Noises 

- Etc… 

- N-body simulations : ≥ 2 Gpc/h  (BAO study) 
- Light cones 

- Etc… 

2.   Simulations and more realistic catalogs of spectra  



Mock catalogs of galaxies

“MoLUSC: a MOck Local Universe Survey Constructor” 
  2008, ApJ, 678, 569 
 T. Sousbie, H. Courtois, G. Bryan & J. Devriendt                                                                                                                            



Mock catalogs of galaxies

MoLUCS reloaded 3
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Figure 1. First line: distribution of galaxies within a thin slice (left) and predicted nG field (right). Second line: associated
predicted DM density field (left) and mass-weighted DM velocity field (right). The 3 fields have been derived using a truncated
Gaussian with σ = 1 Mpc/h and 2003 pixels.
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( )ssFP δ+1

P(nG | 1 + ds ) 

Calibrations from the 
Horizon-AGN at z=0

(with S. Colombi, Y. 
Dubois, J. Devriendt, T. 
Nishimichi, G. Lavaux)



Mock catalogs of galaxies

4 S. Peirani et al.
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Figure 2. Correlation between the η = nG/nG and smoothed DM surdensity δ, for different smoothing lengths. We also plot
the deterministic < P (η|δ) > relation obtained in the case of σ = 1.0 Mpc/h. It seems that there are large scatters for σ = 0.25
Mpc/h and σ = 0.25 Mpc/h.
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Figure 5. This plots shows predicted nG fields from stochastic method P (nG|ρ) (upper right panel) and deterministic ones
< P (nG|ρ) > and < P (nG|ρ, υ) >. We use here a truncated Gaussian with 1003 pixels and σ = 1.0 Mpc/h.
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Figure 6. The correlation function ξ = ⟨nG1(x)nG2(x)⟩/⟨nG⟩2 − 1 as a function of the separation x. The left panel indicates
that the stochastic P (nG|ρ) and the deterministic < P (nG|ρ) > samplings give the same results as demonstrated by Scherrer
& Weinberg (1998). The figure indicates also that there is a gap between the “true” correlation function and those predicted
by the 2 sampling at higher x (> 10Mpc/h). Right panel: the predicted correlations functions using different smoothing scales.
It seems that reconstructions using low smoothing (σ = 0.25 and 0.5Mpc/h) lead to bigger discrepancies.
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Figure 7. ξ = ⟨nG1(x)nG2(x)⟩/⟨nG⟩2−1 as a function of the separation x. Here we compare predictions using < P (nG|ρ, υ) >.
One can see that adding information of Velocity field improve significantly the results: the relative difference is less than 10%
(right panel).
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Available mocks

z=2.51) WMAP1 (Marenostrum) 
300 Mpc/h (4096^2 spectra)  
1 Gpc/h (4096^2 spectra)

2) WMAP7 (Horizon-AGN) 
1 Gpc/h (4096^2) from Gadget2 (2048^3 parts. and σDM=0.5 Mpc/h)  

+ 5 hydro simulations (100 Mpc/h): 512^2 spectra each

from Gadget2 (1024^3 parts. 
and σDM=0.3 and 1 Mpc/h) 

3) WMAP7 (Horizon-AGN) 
1 Gpc/h (4096^2 spectra) using improved LyMAS (summer 2020)



z=2.5

MAMMOTH + LyMAS

“MApping the Most Massive Overdensity Through Hydrogen (MAMMOTH): I − 
Cai, Fan, Bian, Peirani et al. 2016, ApJ 833, 135



Web : www2.iap.fr/users/lymas/lymas.htm

z=2.5



■ Horizon-MareNsotrum simulation 
 (PI J. Devriendt, R. Teyssier, G. Yepes)  

■ Lbox=50 Mpc/h 
■ 10243 DM particles MDM,res=8x106 Msun 

■ Finest cell resolution dx=1 kpc (-1 level of refin.) 
■ Gas cooling & UV background heating 
■ Low efficiency star formation 
■ Stellar winds + SNII + SNIa 
■ O, Fe, C, N, Si, Mg, H metals w/ solar composition 
■ AGN feedback radio/quasar 

■ Outputs 
■ Simulation outputs 
■ Lightcones (1°x1°) performed on-the-fly 

■ Dark Matter (position, velocity) 
■ Gas (position, density, velocity, pressure, chemistry) 
■ Stars (position, mass, velocity, age, chemistry) 
■ Black holes (position, mass, velocity, accretion rate) 

■ z=1.5 using 1.3 Mhours using 2048 cores

MareNostrum (2006)



Horizon-AGN

■ Horizon-AGN simulation 
■ Lbox=100 Mpc/h 
■ 10243 DM particles MDM,res=8x107 Msun 

■ Finest cell resolution dx=1 kpc (-1 level of refin.) 
■ Gas cooling & UV background heating 
■ Low efficiency star formation 
■ Stellar winds + SNII + SNIa 
■ O, Fe, C, N, Si, Mg, H 
■ AGN feedback radio/quasar 

■ Outputs 
■ Simulation outputs 
■ Lightcones (1°x1°) performed on-the-fly 

■ Dark Matter (position, velocity) 
■ Gas (position, density, velocity, pressure, chemistry) 
■ Stars (position, mass, velocity, age, chemistry) 
■ Black holes (position, mass, velocity, accretion rate) 

■ z=0.05 using 10 Mhours using 4096 cores Dubois et al. (2014)



■ Language : 
■ Fortran 90 
■ MPI parallel 

■ Method : adaptive grid refinement 
■ Equations : 

■ Hydrodynamics 
■ Gravity 
■ Atomic/Metal cooling + UV-heating 
■ (Magneto-hydrodynamics) 
■ (Radiative transfer) 

■ Sub-grid physics : 
■ Star formation 
■ Supernovae & Stellar Winds 
■ Active Galactic Nuclei (AGN) 

■ Cosmology

See Teyssier, 2002

RAMSES: an adaptive Mesh Refinement (AMR) code



Coherent mapping

1. Construction of “percentile spectra”:

Cumulative PDF

1+δs ~ 0.5

Fs ~ 0.9

( )ssFP δ+1€ 

Per (FS , δS ) = P(FSʹ δ S
)dFSʹ0

FS∫



Coherent mapping

2. Construction of “Gaussianized” percentile spectra (Weinberg 1992):

Cumulative PDF of 
Gaussian function
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Coherent mapping

3. Derive the 1d power spectrum of the “Gaussianized percentile spectra”:

x

y

z



Coherent mapping

1. For each DM skewer, create a realization of G.Per(x) of the 1-d gaussian field
2. Get a realization of Per(F) by “degaussianization”
3. Get the flux field by drawing the flux at each pixel from the location of in P(Fs|1+δs) 
implied by the value of Per(F)

4. One iteration:
- Pk rescaling: multiply each Fourier components by the ratio [PF(k)/PPS(k)]2

- Flux rescaling



Application to large cosmological DM simulations

z=2.5

s (Mpc/h) s (Mpc/h) s (Mpc/h) 

Correlation function:

z
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F
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s = dr2 + dz2



Application to large cosmological DM simulations
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Application to large cosmological DM simulations

z=2.5
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Cross correlation quasar Lyα in BOSS survey

Cross-Correlations with LyMAS 5

Figure 2. The cross-correlation between dark matter halos and Ly-↵ forest flux calculated from true gas spectra (black solid) and
from LyMAS applied to the matter distribution with 0.3 h

�1 Mpc 3-d dark matter smoothing (blue dashed), 0.5 h
�1 Mpc smoothing

(cyan dot-dashed), or 1.0 Mpc h
�1 Mpc smoothing (green solid) in the (100 h

�1 Mpc)3 simulation. Rows show transverse separation
bins � = 1 � 4, 4 � 7, and 7 � 10 h

�1 Mpc, and columns show dark matter halo mass bins M12 = 1.68 � 3.35 and 3.35 � 6.70.
Similar agreement holds in other mass and separation bins. Error bars are computed from the standard deviation of the mean among
16 subvolumes.

conclusions would change if we used the AGN simulation
instead.

We next examine the e↵ect on the cross-correlation of
using larger volume simulations. The left column of Fig. 5
shows the correlation predicted by applying LyMAS to sim-
ulation volumes of (100 h

�1 Mpc)3, (300 h
�1 Mpc)3, and

(1 h
�1 Gpc)3 with 3-d dark matter smoothing lengths of

rs = 0.3, 0.3, and 0.5 h
�1 Mpc, respectively. Only the M12

= 1.68�3.35 halo mass bin is shown. Based on Fig. 2, we are
confident that di↵erences in the calculated correlation are
di↵erences in the simulation volumes rather than smooth-
ing scale e↵ects. In each of the three transverse separation
bins shown in the figure (� = 1 � 4, 7 � 10, and 15 � 20
h
�1 Mpc), there are significant di↵erences in the strength of

the correlation, most easily seen at ⇠(⇡ = 0,�). This di↵er-
ence is quite large in the larger transverse separation bins,
where the separation is a significant fraction of the smaller
simulation volumes. While these di↵erences could be partly
due to random statistical fluctuations between the boxes, the

weaker correlation at large � in the smaller boxes is likely
a systematic e↵ect of the absence of Fourier modes larger
than the box size.

The right column of Fig. 5 compares the correlation cal-
culated by applying LyMAS to two di↵erent (300 h

�1 Mpc)3

dark matter distributions (solid and dashed) that di↵er only
in the statistical fluctuations of the initial conditions of the
dark matter density. There is a significant di↵erence in the
strength of the cross-correlation between the two distribu-
tions, which means that (300 h

�1 Mpc)3 is not a large
enough volume to overcome substantial statistical fluctu-
ations in the density distribution. For this reason, we use a
(1 h

�1 Gpc)3 box for all following analysis of the cross-
correlation. Fig. 5 also makes the cautionary point that
di↵erences between simulation volumes can sometimes be
much larger than that estimated by our subvolume method,
though we show below that the subvolume error estimate ap-
pears reasonable for the (1 h�1 Gpc)3 box at � > 7 h�1 Mpc.

As a further examination of DM smoothing length and
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Horizon-AGN – Horizon-noAGN (2014)

Horizon-AGN  Horizon-noAGN  

Gas density

Gas temperature
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■ Lbox=100 Mpc/h 
■ 10243 DM particles MDM,res=8x107 Msun 

■ Finest cell resolution dx=1 kpc (-1 level of refin.) 
■ Gas cooling & UV background heating 

■ Low efficiency star formation 
■ Stellar winds + SNII + SNIa 
■ O, Fe, C, N, Si, Mg, H 
■ AGN feedback radio/quasar



AGN vs noAGN



AGN vs noAGN

(Viel et al. 2013)



Application to large cosmological DM simulations
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