
Halo gas thermodynamics  
from the CMB  

Implications for large-scale structure & galaxy formation

with Stefania Amodeo, Simone Ferraro, Nick Battaglia, ACT, Kendrick Smith, Mariana Vargas-Magaña

Emmanuel Schaan  Chamberlain fellowEmmanuel Schaan   Chamberlain fellow

arxiv:2009.05557, arxiv:2009.05558

https://arxiv.org/abs/2009.05557
https://arxiv.org/abs/2009.05558


Feedback pushes gas outside virial radius 
Too faint to detect around low mass halos, at 
high z 
→ Localization is uncertain 

Baryons ~15% total matter 
→ Largest (30%) uncertainty on the small-
scale matter power spectrum

Large-scale mass distribution 7

Figure 4. Baryon density of the non-radiative simulation (no
star formation, feedback or cooling) at z = 0. The same slice as
in Fig. 3 is displayed.

Illustris can also be used to probe the metal content in
gas and stars. Star particles are stochastically formed when
gas reaches densities above a threshold value ⇢sfr. A star
particle is modelled as a single-age stellar population, for
which the mass and metal return will be computed at every
time-step. This material is then distributed over neighbour-
ing gas cells (see Section 2.2 and 2.3 in Vogelsberger et al.
2013). In Fig. 13, we show the evolution of the metals in
gas and stars normalized to the total metal mass at z = 0.
Additionally, the figure shows which fraction of the metals
in gas is residing in haloes, filaments or voids. We find that
at z = 0, 36 % of the metals are locked up in stars and 64 %
of the metals are in gas. Considering only the gaseous com-
ponent, half the metals are within haloes and 28 % reside in
the filaments. The remaining 22 % are located in voids. The
average metallicity of the stars is 1.49 solar metallicities at
z = 0, while the halo gas has about 0.37 solar metallicities
on average. The average metallicity in filaments and voids
is roughly 0.1 times the solar value.

3.3 Baryonic temperature–density relation

An alternative way to look at the distribution of baryons is
to analyse them according to their density and temperature.
This is more directly relevant to observations, as density and
temperature are the important variables for emission and
absorption mechanisms. In Fig. 14, we show the contribu-
tion of gas to the total baryonic mass in a temperature versus
baryon density histogram. For this plot we directly use the
Voronoi cell densities of the gas instead of the averaged den-
sities we used in Section 3.2. We divide the baryons accord-
ing to the same classification as has been used in Davé et al.
(2001): di↵use gas having ⇢ < 1000⇢crit⌦b and T < 105 K,
condensed gas with ⇢ > 1000⇢crit⌦b and T < 105 K, warm–
hot gas with temperatures in the range 105

< T < 107 K

and hot gas with temperatures above 107 K. We refer to the
warm–hot gas also as WHIM.

We find that 21.6 % of the baryons are in the form of
di↵use gas, located mainly in the intergalactic medium. The
tight relation between temperature and density is due to the
interplay of cooling through adiabatic expansion and pho-
toionization heating (see also the discussion in Section 3.3
of Vogelsberger et al., 2012). The condensed gas amounts to
11.2 %. Most of the condensed gas is in a horizontal stripe
around 104 K. As photoionization heating becomes less dom-
inant but cooling time-scales shorten at higher densities, gas
cools e↵ectively down to this temperature. Since there is no
metal and molecular line cooling, 104 K represents an e↵ec-
tive cooling floor for the gas in this phase. The upward ris-
ing slope which extends from the ‘condensed’ region into the
‘WHIM’ region is due to an e↵ective equation of state used
for gas exceeding the density threshold for star formation
(Springel & Hernquist 2003). The warm–hot medium makes
up for 53.9 % of the baryons, while 6.5 % of the baryons are
in hot gas.

The mass in these two categories corresponds to warm–
hot shock-heated gas in haloes and filaments and material
which has been ejected due to feedback from haloes (in-
spection of Fig. 10 shows that the ejected material is in the
temperature range defining the WHIM region). If all the
23.6 % of the ejected material (see Table 2) had remained
in haloes, this would have changed the warm–hot mass frac-
tion to 30 % and increased the condensed fraction to 34.8 %
(plus 6.6 % in stars).

The redshift evolution of the gas phases is given in
Fig. 15, where we see that at high redshift, most of the gas
has been in the form of a rather cold and di↵use medium.
Starting at a redshift of z = 4, and more pronounced after
redshift z = 2, the WHIM phase is gaining more and more
mass, and by redshift zero, ends up containing most of the
baryons.

4 DISCUSSION

Comparing the values of Table 1 with Table 2, we see a
very good agreement at z = 0 between the subfind halo
catalogue and the haloes defined by a dark matter density
cut. This suggests that our method of measuring the mass
using the average dark matter density in a cell of our grid
works reasonably well. However, we see deviations of 5–7 %
for the mass in haloes at redshifts higher than 1. The reason
for these deviations is that at higher redshifts the haloes are
less massive, and thus some fall below the resolution limit
of our grid.

Using the temperature-baryon density classification in
Section 3.3, we find that 53.9 % of the baryons reside in
the WHIM region. This is higher than the 30–40 % found
in the work of Davé et al. (2001), or the work of Cen &
Ostriker (2006), who reported between 40 and 50 % in the
WHIM phase. This discrepancy is most likely due to the use
of di↵erent feedback models. The importance of the feedback
model is further underlined by the di↵erences between the
full physics and the non-radiative runs, which produce a
nearly identical dark matter distribution but very di↵erent
baryon distributions (see Fig. 7). In the full physics run only
half the baryons are within haloes compared to the non-
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Figure 3. Dark matter and baryon density in a thin slice at z = 0. The slice covers the whole (106.5 Mpc)2 extent of the simulation
and has a thickness of 104 kpc (1 cell).

Table 2. Dark matter mass, baryonic mass and volume fraction in haloes, filaments and voids at z=0. The categories have been defined
through dark matter density ranges. We also added a category ‘ejected material’ which corresponds to baryons inside the ‘voids’ region
which have a temperature T> 6 ⇥ 104 K. The spatial regions to which these dark matter density regions correspond to are shown in
Fig. 8.

dark matter density % of total % of total % of total % of total
component region (⇢crit) dark matter mass baryonic mass mass volume

haloes > 15 49.2 % 23.2 % 44.9 % 0.16 %
filaments 0.06 - 15 44.5 % 46.4 % 44.8 % 21.6 %
voids 0 - 0.06 6.4 % 30.4 % 10.4 % 78.2 %

ejected material
0 - 0.06 2.6 % 23.6 % 6.1 % 30.4 %

inside voids

baryons, this ‘ejected material’ region is responsible for most
of the baryons in dark matter voids. In Fig. 9, the spatial
region corresponding to the ejected material is plotted; note
that it fills about 40 % of the voids. We should note though,
that the ejected mass most likely heats some of the baryons
already present in the voids. Therefore, we have probably
overestimated the ejected mass in voids. However, through
following the redshift evolution of the mass in voids we can
give an estimate of the associate uncertainty, as we discuss
below. We note that our findings for the volume fractions
are generally in good agreement with simulations by Cau-
tun et al. (2014).

3.2.3 Redshift evolution of matter and metals in haloes,
filaments and voids

By applying the same dark matter density cuts at di↵erent
redshifts, we can study the time evolution of the values re-
ported in Table 2. This is done in Fig. 12, where we show
how the baryons and dark matter divide into haloes, fila-
ments and voids as a function of time. In Fig. 12 (a) we see
that, starting at redshift z = 2, feedback begins to e�ciently
remove gas from haloes. At first, this only slows down halo

growth, but after a redshift of z = 1, it reduces the amount
of baryons in haloes. In Fig. 12 (b) we see that the dark mat-
ter haloes, una↵ected by feedback, continue to grow at the
expense of the filaments. At high redshifts, the dark matter
was distributed homogeneously with a density of ⌦dm⇢crit,
and thus falls into the ‘filament’ category. The underdense
regions of the voids were only created as matter from less
dense regions was pulled into denser regions. Thus the frac-
tion of dark matter in voids is increasing from z = 6 to 2.
After z = 2, the amount of dark matter in voids is slowly de-
creasing due to accretion on to filaments. The baryons show
a similar behaviour from z = 6 to 2. However, starting at
a redshift of z = 2 ejected material is also transported into
the voids, thus increasing their baryonic content. We see in
Fig. 12 (a) that the mass increase of the ‘ejected material’
is higher than the mass increase of the ‘voids’. The most
likely explanation is that the ejected mass heats gas already
present in the voids, which means that we overestimate the
mass of the ejected material with our density and tempera-
ture cut. If we assume that in the absence of feedback the
baryons would show the same relative decrease from z = 2
to 0 as the dark matter, we would need to correct the value
of the ejected material down to 20 %.
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Figure 3. Dark matter and baryon density in a thin slice at z = 0. The slice covers the whole (106.5 Mpc)2 extent of the simulation
and has a thickness of 104 kpc (1 cell).
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through dark matter density ranges. We also added a category ‘ejected material’ which corresponds to baryons inside the ‘voids’ region
which have a temperature T> 6 ⇥ 104 K. The spatial regions to which these dark matter density regions correspond to are shown in
Fig. 8.
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was distributed homogeneously with a density of ⌦dm⇢crit,
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dense regions was pulled into denser regions. Thus the frac-
tion of dark matter in voids is increasing from z = 6 to 2.
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creasing due to accretion on to filaments. The baryons show
a similar behaviour from z = 6 to 2. However, starting at
a redshift of z = 2 ejected material is also transported into
the voids, thus increasing their baryonic content. We see in
Fig. 12 (a) that the mass increase of the ‘ejected material’
is higher than the mass increase of the ‘voids’. The most
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present in the voids, which means that we overestimate the
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Figure 3. The ratio of tomographic shear power spectra of di↵er-
ent hydrodynamical simulations with respect to their counterpart
DMO simulations for the lowest auto-correlation tomography bin
with the cosmology set at the Planck 2015 result (Table 2). The
thick lines represent the cases for Eagle/MB2/Illustris/Horizon-
AGN simulations, while the thin lines indicate the 9 di↵erent
baryonic scenarios in OWLS simulation suit.

drodynamical and DMO simulations are less severe. Sem-
boloni et al. (2011) showed that a scale cut of `max ⇡ 500
would be needed to avoid w0 bias for a Euclid-like survey if
the baryonic scenario of our Universe is like OWLS-AGN.
When applying the traditional way of mitigating baryonic
uncertainty by omitting small scale information, we would
need to discard a considerable amount of data before we can
rely on DMO-based theoretical model to achieve an unbiased
cosmological inference.

One subtle feature shown in Fig. 3 is that there is a
small but noticeable large-scale excess of power (< 0.4%)
in the Horizon-AGN simulation. This is because the power
spectrum ratio between hydrodynamical and DMO runs of
Horizon-AGN has < 0.1% excess at large scales (see Fig. 1),
even though they share the same initial conditions. The true
cause of this subtle excess is not clear. After exploring, Chis-
ari et al. (2018) concluded that this may originate from the
box being too small to reach the linear regime at large scales.
However, the other simulations studied here are similar in
size and do not exhibit this feature.

3.3 Covariance Matrix

We generate the analytical covariance matrix of tomographic
shear power spectra using CosmoLike (Eifler et al. 2014;
Krause & Eifler 2017). Briefly, our covariance matrix con-
tains both Gaussian and non-Gaussian parts. The Gaussian
covariance matrix contains contributions from cosmic vari-
ance and shape noise, derived under the assumption that
the 4pt-function of the shear field can be expressed in terms
of 2pt-functions (Hu & Jain 2004; Takada & Bridle 2007).

The non-Gaussian part is given by the convergence trispec-
trum derived using the halo model (Cooray & Sheth 2002),
which contains one-, two-, three-, and four-halo terms and
a halo sample variance term characterizing the scatter of
halo number density due to large-scale density fluctuations
(Cooray & Hu 2001; Takada & Jain 2009; Sato et al. 2009).
The exact equations of our implementation can be found in
the appendix of Krause & Eifler (2017).

We assume 18,000 deg2 as the survey area in our co-
variance matrix and adopt the same redshift distribution
and source galaxy number density (26/arcmin2) as depicted
in Fig. 2. The shape noise is set to be �✏ = 0.26 in each
ellipticity component.

3.4 Likelihood Formalism

Given a data vector D (at some fiducial cosmology and with
baryonic e↵ects from Eagle/MB2/Illustris/Horizon-AGN),
one can infer the corresponding posterior probability dis-
tribution of cosmological parameters pco and potential nui-
sance parameters pnu via Bayes’ theorem:

P(pco, pnu |D) / L(D |pco, pnu)Pr (pco, pnu) , (5)

where Pr (pco, pnu) denotes the prior probability distribution
and L(D |pco, pnu) is the likelihood. In this work, we assume
a Gaussian likelihood function for the observables,

L(D |pco, pnu) / exp
✓
�1

2

h
(D � M)t C�1 (D � M)

i
|                            {z                            }

�2(pco,pnu)

◆
. (6)

We further assume that the covariance C is constant in pa-
rameter space for simplicity (but see Eifler et al. 2009; Morri-
son & Schneider 2013 for likelihood analysis with cosmology-
dependent covariance matrix). As described in §3.1, the
model vector M may be derived based on Halofit which
is a pure function of cosmology M = M(pco), or it can be
a function of some nuisance parameters M = M(pco, pnu) as
well, with factors that are known to a↵ect D absorbed in
pnu. For example, in HMcode, we have A and ⌘0 acting as
nuisance parameters to account for the baryonic e↵ects (see
§3.1 for details). The final posterior distribution on cosmo-
logical parameters then can be derived by marginalizing over
all other nuisance parameters in the model

P(pco |D) /
π

dpnu P(pco, pnu |D) . (7)

We use the python emcee package (Foreman-Mackey
et al. 2013), which relies on the algorithm of Goodman
et al. (2010) to sample the parameter space spanned by pco
({⌦m, �8, ⌦b, ns, w0, wa, h0}) as well as pnu (if needed de-
pending on the model). Altogether, we have conducted ⇠250
likelihood simulations to present the results for this paper.
The MCMC (Markov Chain Monte Carlo) chains contain
⇠ 200000 to 400000 MCMC steps (after discarding 100000
steps as burn-in phase), depending on the dimension of the
parameter space which ranges from 7⇠16. For simplicity, we
assume flat priors for all of our parameters, with their mini-
mum and maximum values summarized in Table 2. For like-
lihood simulations with informative priors based on Planck,
we refer readers to E15. Informative priors help to better
constrain ns, ⌦b, and h, to which cosmic shear is not very
sensitive.
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5.3.1 Simulations

We use results from two simulation suites: Illustris (Vogels-
berger et al. 2014; Nelson et al. 2015) and TNG300 (Pillepich
et al. 2018; Springel et al. 2018; Nelson et al. 2018; Naiman
et al. 2018; Marinacci et al. 2018; Nelson et al. 2019). For
both simulation suites, we use the highest resolution ver-
sions. The Illustris-1 simulation traces structure and galaxy
formation in a cubic volume of 75 h−1Mpc

3
and achieves

a mass resolution of 6.3 × 106 M and 1.3 × 106 M for
dark matter and baryons, respectively. The TNG300-1 sim-
ulation has a volume of 205 h−1Mpc

3
and a mass resolu-

tion of 5.9 × 107 M and 1.1 × 107 M . Both Illustris-1
and TNG300-1 also have dark matter only versions with the
same initial conditions but no baryonic physics. We will use
these in comparison with their hydrodynamic couterparts
to test the impact of baryonic physics. From both simula-
tion suites, we use the z = 0.55 snapshots and the subhalo
catalogues derived with subfind. Finally, the cosmological
parameters of Illustris are derived from the WMAP9 anal-
ysis (Hinshaw et al. 2013), i.e. S8 = 0.77, while TNG300
uses cosmological parameters compatible with the Planck15
analysis (Planck Collaboration et al. 2016), i.e. S8 = 0.83.

To compute ∆Σ, we again use halotools and a down-
sampled version of the full particle distribution. However,
the baryonic runs of the simulations already contain massive
black hole particles which we want to avoid to downsample
further. Thus, instead of a random down-sampling, we use
the following algorithm: For each particle with mass mp we
calculate f = mp/mt, where mt is some target mass. If
f 1, i.e. mp mt, the particle will automatically be in
the down-sampled catalogue. If f < 1, the particle will be
in the down-sampled catalogue with a probability of f and
assigned a mass ofmp/f = mt. When computing∆Σ, we use
target masses of mt = 109 h−1M and mt = 1010 h−1M
for Illustris and TNG300, respectively.

5.3.2 Matching haloes

In each of the two simulation suites, we first cross-match
dark matter field haloes in the full-physics run to the dark
matter-only run. We ignore subhaloes because such a match-
ing is much more challenging and because satellite galax-
ies have a negligible contribution to the overall lensing
signal. For Illustris-1, a halo matching between the dark
matter and the full physics run already exists in the on-
line database. For TNG300-1 we match field haloes by re-
quiring a field halo in the dark matter-only run within
0.15h−1Mpc (Mvir/10

13 h−1M )1/3, where Mvir is the virial
mass of the halo in the baryonic run. This matching ra-
dius corresponds to roughly half the virial radius. In a few
cases this leads to clearly spurious matches with low-mass
haloes in the dark matter-only run. We therefore require
that the mass difference between the haloes in the matched
pairs is less than 1.0 dex. Overall, for both simulations, we
can match upwards of ∼ 95% of all haloes.

5.3.3 Results

In the next step, we select all field haloes in the full physics
run of the simulation that host galaxies of a given stellar
mass and have a match in the dark matter-only run. We
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Figure 6. The impact of baryons on the expected lensing signal
as probed by TNG300 (solid lines) or Illustris (dashed lines). We
show the ratio of the ESD in the full physics run to the dark
matter-only run for matched field haloes. The colours indicate
the stellar mass of the hosted galaxy in the full physics run, as
indicated by the colour bar on the right. The effect of baryonic
physics is significantly less pronounced in TNG300 as compared
to Illustris. We again include the ratio of observed to predicted
lensing signal from the left-hand panel of Fig. 3.

use the delta sigma routine of halotools to compute the
expected galaxy-galaxy lensing signal. In all cases, we use
the down-sampled particle catalogue and project the parti-
cle and galaxy distribution onto the three spatial axes sep-
arately. The total lensing signal is then taken to be the av-
erage of the three projections. We show the ratio of the
lensing signal in the full physics run to the signal around
matched haloes in the dark matter-only run in Fig. 6. In
general, both simulations predict a change in the galaxy-
galaxy lensing signal due to baryonic physics. On large
scales, (rp > 3 h−1Mpc), both simulations predict a negli-
gible impact. Instead, the effects of baryonic feedback start
to become more important on smaller scales.

For Illustris, this happens already at scales of around
3h−1Mpc, whereas for TNG this happens at 1h−1Mpc. Gen-
erally, the impact of baryonic physics is significantly larger
in Illustris, reaching up to 15%, than in TNG, where it
reaches up to 10%. We attribute this difference primarily
to the different treatments of AGN feedback (Weinberger
et al. 2017; Springel et al. 2018). The implementation in
TNG300 produces galaxy and intercluster medium (ICM)
properties that are in much better agreement with observa-
tional constraints (Weinberger et al. 2018). Interestingly, we
also find that the scale-dependence and relative importance
of baryonic feedback for galaxy-galaxy lensing is only a weak
function of the stellar mass of the host galaxy. For Illustris,
the relative importance decreases slightly with stellar mass,
whereas in TNG300 it has a maximum for stellar masses
around 1011 M .

Overall, the impact of baryonic physics goes in the right
direction of decreasing the lensing signal on small scales,
while not affecting larger scales. However, given that this
decrease is at most 10% in the case of TNG300, it seems chal-
lenging to resolve the entire lensing discrepancy by baryonic
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High S/N with CMB S4 & DESI

56 Science Case
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Figure 21. CMB-S4 constraints on the cumulative electron-density (left) and thermal-energy (right)
profiles will distinguish between feedback models. Top row: Stacking N = 2.5 ⇥ 105 BOSS and SDSS
LRG halos of average mass M200c = 1013 M� at z = 0.2. The left panel is extracted from the kSZ signal and
the right panel from the tSZ signal. The lines come from density and pressure profiles around such halos
measured in six cosmological hydrodynamics simulations: BAHAMAS [395] (fiducial blue, “high-AGN”
orange, “low-AGN” green); Battaglia et al. [396, 397] (red); EAGLE [398] (magenta); and IllustrisTNG-300
[399, 400, 401] (brown). The data points average the predictions, and show error bars determined via stacked
aperture photometry applied to component-separated maps from CMB-S4 LAT and Planck data (or SO and
Planck data). The dashed vertical lines denotes r200c. The insets give the CMB-S4 forecast signal-to-noise
ratio. The error bars are highly correlated due to the photometry method, but the models can nonetheless
be distinguished at high significance. Bottom row: The same, inferred by stacking N = 2.5⇥105 DESI LRG
halos of average mass M200c = 1013 M� at z = 1. We emphasize that ionized gas properties in the low-mass,
high-redshift regime shown in the bottom row cannot be easily measured with any other astrophysical probe.
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LRG halos of average mass M200c = 1013 M� at z = 0.2. The left panel is extracted from the kSZ signal and
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[399, 400, 401] (brown). The data points average the predictions, and show error bars determined via stacked
aperture photometry applied to component-separated maps from CMB-S4 LAT and Planck data (or SO and
Planck data). The dashed vertical lines denotes r200c. The insets give the CMB-S4 forecast signal-to-noise
ratio. The error bars are highly correlated due to the photometry method, but the models can nonetheless
be distinguished at high significance. Bottom row: The same, inferred by stacking N = 2.5⇥105 DESI LRG
halos of average mass M200c = 1013 M� at z = 1. We emphasize that ionized gas properties in the low-mass,
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CMASS kSZ

Imaging the gas! (no filtering applied) 
Highest significance kSZ measurement: 6-8σ 
Large-scale CMB noise in common, small-scale detector noise 
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The gas profile is more extended than the dark matter profile 

No-kSZ rejected at 6-8σ, but NFW rejected at >90σ!
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FIG. 6. The mean CMASS kSZ signal in all compen-
sated aperture photometry filters of size ✓, as defined in
Equation 11. These were obtained by stacking the single-
frequency temperature maps at 150 GHz and 90 GHz. The
best joint fit kSZ profiles at 90 GHz and 150 GHz data from
[1] is shown at these frequencies in solid lines. The kSZ sig-
nal is detected at 7.9 � (i.e. SNRmodel =

p
��2 = 7.9),

the highest significance to date. For comparison, the ex-
pected dark matter (NFW) profiles of the CMASS halos (con-
volved with the beams and CAP filters) are shown in dashed
lines. The data show that the electron profile is more ex-
tended than the dark matter profile at very high significance
(
p

�2
NFW � �2

best fit = 96). The vertical lines show the halo
virial radius (1.6’ at z=0.55) added in quadrature with the
beam standard deviations (� = FWHM/

p
8 ln 2 = 0.550 at

150 GHz and 0.89’ at 90 GHz).

Several caveats are in order. To form a meaningful ra-
tio, we want yCAP and ⌧CAP to be measured on maps
with the same beam. We therefore reconvolved the 150
GHz and 90 GHz to the wider beam of the TileC maps
with deprojected CIB, from which yCAP was measured.
If the CAP filters were simply disk averages, this estimate
would be the mean electron temperature, weighted by the

FIG. 7. The mean CMASS tSZ signal in all compensated
aperture photometry filters, measured from the TileC y map
with deprojected dust, as defined in Equation 10. The solid
line shows the best fit tSZ profile, from [1]. The y profiles were
converted to µK at 150 GHz with ftSZ(⌫ = 150GHz)TCMB =
�2.59 ⇥ 106µK, to allow the reader to compare the tSZ and
kSZ signal amplitudes. The tSZ signal is detected at 11 �
(i.e. SNRmodel =

p
��2 = 11). The vertical line shows the

halo virial radius (1.6’ at z=0.55) added in quadrature with
the beam standard deviation (� = FWHM/

p
8 ln 2 = 1.50 at

150 GHz and 0.89’ at 90 GHz).

electron number density. Instead, the CAP filters are the
di↵erence between the integral in a disk and an adjacent
ring of equal area. As a result, this estimate is equal
to the mean electron temperature only if the tempera-
ture is uniform over the whole CAP filter. Furthermore,
being the ratio of two noisy quantities, this estimate is
biased high by the noise on the denominator ⌧CAP. In
practice though, we have checked that this is less than a
5% fractional bias, and is therefore negligible compared
to the statistical error. Nevertheless, it provides a useful
order of magnitude for the electron temperature in the
CMASS galaxy groups. To gain more intuition, we com-
pare the measured electron temperature to the expected

5

better than a percent, and therefore any spatial varia-
tion is negligible. Finally, di↵erences due to the inverse-
variance weighting (instead of uniform weighting) in the
stack should be an even smaller e↵ect.

Unlike for kSZ, foreground contamination is a major
concern for tSZ, especially the thermal dust emission
from the BOSS galaxies, and other galaxies correlated
with them. We handle this in two independent ways.
With the first method, a thermal dust emission profile
from BOSS galaxies is obtained by stacking on Herschel
data. This measurement and the corresponding model-
ing is presented in [1]. A second method, which shall
constitute our fiducial analysis, involves using the CIB-
deprojected TileC component separated maps of [41].
This map has unit response to tSZ on all scales, and nulls
any thermal dust emission with a fixed frequency depen-
dence. However, it has a higher noise, in part because it
does not include the latest AdvACT data included in the
90 GHz and 150 GHz coadds, and in part because of the
foreground deprojection. It has a Gaussian beam with
FWHM = 2.40.

Finally, we perform a number of null tests, comparing
the stacks on the 90 GHz and 150 GHz coadds, and sev-
eral of the TileC component separated maps, with and
without deprojection. These null tests are shown in Ap-
pendix D.

In all cases, we mask the Milky Way using the Planck
60% Galactic mask2 and the point sources detected at
> 5� in the maps, corresponding to roughly 15 mJy (vari-
able with the map position).

IV. ANALYSIS

A. Filtering

For both kSZ and tSZ, we use compensated aperture
photometry (CAP) filters with varying aperture radius
✓d, centered around each galaxy. The output of the CAP
filter on a temperature map �T is defined by:

T (✓d) =

Z
d
2
✓ �T (✓) W✓d(✓) . (8)

where the filter W✓d is chosen as:

W✓d(✓) =

8
><

>:

1 for ✓ < ✓d ,

�1 for ✓d  ✓ 
p

2✓d ,

0 otherwise.

(9)

This corresponds to measuring the integrated tempera-
ture fluctuation in a disk with radius ✓d and subtracting
the same signal measured in an adjacent ring of the same

2 https://irsa.ipac.caltech.edu/data/Planck/release_2/
ancillary-data/

area around the disk, as illustrated in Fig. 5. Since our
CMB maps have units of µK, the CAP output units are
µK·arcmin2.

Since the CAP filter is compensated (i.e. W integrates
over area to zero), it has the desirable property that fluc-
tuations with wavelength longer than the filter size will
cancel in the subtraction. This significantly reduces the
noise from degree-scale CMB fluctuations, and the cor-
relation between the various CAP filter sizes. This basi-
cally corresponds to high-pass filtering the temperature
map before stacking. However, it allows to have a di↵er-
ent high-pass filter for each CAP filter radius.

If the tSZ and kSZ profiles were known, a matched
filter would be the minimum variance unbiased linear es-
timator of the profile’s amplitude. However, the profile is
not known, and measuring it is the goal of our study. For
this reason, we adopt the simple CAP filter, and vary its
size ✓d between 1 and 6 arcmin, corresponding to approx-
imately 1 � 4 virial radii. These are the physical scales
relevant to study feedback and baryonic e↵ects.

In [23]: ts.RApArcmin 
Out[23]: array([1.   , 1.625, 2.25 , 2.875, 3.5  , 4.125, 4.75 , 5.375, 6.   ])

cutout sides are dx, dy = 17.25 , 17.25 arcmin 
cutout pixel dimensions are (69, 69) 
hence a cutout resolution of 0.25 , 0.25 arcmin per pixel 
(requested 0.25 arcmin per pixel)

✓d = 60
✓d = 3.50

✓d = 10

17.250 and 69 pixels on the side, 0.250 per pixel

FIG. 5. Cutout pixellation and CAP filters (smallest, inter-
mediate and largest).

B. Stacking

For a given CAP filter radius ✓d, we wish to combine
the measured temperatures Ti(✓d) around each galaxy i.
Because the detector and atmospheric noise in our maps
is inhomogeneous, the noise �i on the CAP filter depends
on the galaxy i. The noise �i receives contribution from
the detector and atmospheric noise, but also the primary
CMB and all other foregrounds.

Let us first assume that the CAP filter noise is in-
dependent from one galaxy to the other. For tSZ, the
minimum-variance unbiased linear estimator of the sig-
nal is simply the inverse-variance weighted mean:

T̂tSZ(✓d) =

P
i Ti(✓d)/�

2
iP

i 1/�
2
i

. (10)

For kSZ, the minimum-variance unbiased linear estimator
is the velocity weighted, inverse-variance weighted mean:

Gas does not follow DM
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“Lensing is low” tension 13

FIG. 5. CMASS galaxy-galaxy lensing signal. Data from [26]
(green circles) are compared to HOD model predictions from
[94] (MDR1, red line) and our model that include a baryons
correction (blue line) to the MDR1. This correction uses the
best fit density profile from kSZ measurements (Section III B
and Figure 3). The gold band illustrates the uncertainty in
the model from the stellar component and the vertical grey
lines show the radial range in which we have kSZ observations;
outside this radial range we are extrapolating. The baryon
correction that we estimated to the MDR1 model reduces the
difference between the galaxy-galaxy measurements and HOD
model predictions by half (50%), but does not reconcile it.
The dashed red line illustrates the maximum correction to the
MDR1 model, which is to remove all baryons without altering
the dark matter profile. This extreme model still does not
reconcile this model and observations below 500 kpc/h.

Here l is the line-of-sight direction on which we project,
and the profile we fit is spherically symmetric so there
is no preferred axis. The �⌃b(R) profile is calculated
using Equation 20 once ⌃(R) is calculated. We normalize
�⌃b(R) such that the baryon contribution to �⌃tot equals
fb�⌃DM at Rmax:

�⌃b(R) ! �⌃b(R)⇥ fb�⌃DM(Rmax)

�⌃b(Rmax)
. (22)

Here Rmax is the maximum angular radial bin for which we
have a kSZ measurement. To summarize, we assumed that
all the baryons are present within the maximum radius
that we measured and beyond this radius the baryons
trace the dark matter. We note that this model does not
include the effect of the dark matter profile rearranging
itself in response to the new baryon profile, often referred
to as a “back-reaction” to the baryons (e.g. [27, 28]). We
expect this to be a second-order correction to the model
(supported by simulations e.g. [28]), smaller than the
baryonic effect we included.

Figure 5 shows the original galaxy-galaxy lensing mea-
surement from [26] with green points and error bars, along
with the original MDR1 HOD model from [94] shown as
a red line. Our new estimate for the MDR1 halo model

with a baryon correction coming from our kSZ profile
measurements is shown in blue and the corresponding
blue band illustrates the 2� uncertainty obtained by sam-
pling the best fit GNFW MCMC chains. The dashed red
line illustrates what the [94] HOD model would predict
if one were to remove all the baryons. This “no-baryons”
curve sets a lower limit to the MDR1 HOD model of the
galaxy-galaxy lensing signal, in the absence of a modifica-
tion to the dark matter profile. The yellow band shows
the 2� upper limit from the stellar component of �⌃tot

following the calculations from [95] and the vertical grey
lines show the radial range of kSZ measurements from
[18]. Our estimates for the inner radii beyond the grey
boundary are extrapolations of the model. At these radii
the uncertainty from the stellar component is dominant.

Our empirical model for the baryon correction to the
MDR1 halo model does reduce the difference between
the galaxy-galaxy lensing measurement of the CMASS
sample [26] and the predicted signal from the [94] MDR1
HOD model, which is calibrated to the clustering of the
CMASS sample. At its largest our baryon correction
accounts for half the difference (50%). However, the
lensing measurements still fall below our model on all
scales. Even assuming an extreme baryon correction
model where all the baryons are removed from MDR1
HOD model, without altering the dark matter profile,
the measured lensing signal is still below the model on
scales of 500 kpc/h and less. The impact of baryons is
one of many effects considered in [26], the others being
measurement systematics, sample selection, assembly bias,
and extensions to our concordance cosmological model. It
is likely that a combination of these effects is responsible
for the low lensing signal (e.g. [96]), since baryonic effects
cannot explain the entire difference.

V. COMPARISON TO SIMULATIONS

Our measured kSZ and tSZ profiles from ACT+CMASS
[18] offer a new opportunity to test current cosmological
simulations [14, 42, 43] and the sub-grid physics models
they include to capture physical processes like feedback
from stellar sources and AGN. Since these measurements
are new, current simulations are not calibrated to match
them, and thus the simulations permit a genuine predic-
tion for these tSZ and kSZ CGM profiles.

We use predicted density and pressure profiles from
Illustris TNG [28] and the [46] simulations, and a NFW
density profile [20], shown in the top panel of Figure 6. For
the TNG simulations, we use the simulation snapshot data
that matches the mean redshift of the CMASS sample
most closely. We further model the CMASS sample by
selecting halos from Illustris TNG that were “red” in
color, according to Illustris TNG, and we weight each
halo’s contribution by its mass, for both the stellar and
halo mass distribution to match the observed sample’s
stellar (TNG S) and halo mass (TNG H) distributions,
respectively. These two halo selections are meant to

Amodeo Battaglia Schaan Ferraro & ACT 20

kSZ determines the baryonic contribution! 
Baryons only partially alleviate the tension
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This value is in agreement with observations (see e.g. the characteristic break at ⇠ 0.1⇥ r200

visible in the observed X-ray profiles from XMM-Newton and Chandra [28, 29]). In Sec. 4.2, we
furthermore show that Eq. (2.15) leads to profiles in good agreement with stacked galaxy group
and cluster data from Ref. [30]. The effects of other values for ✓co on the cosmological density
field are discussed in Appendix B. Here we focus on the ejection radius instead (parametrised
by ✓ej), which affects the density profiles beyond the virial radius and is therefore highly
relevant for large-scale statistics of the universe.

Finally, the slope of the gas profile (�) consists of another free model parameter. The
slope is allowed to have both positive and negative values but is bound from above, i.e., �  3.
This means that the gas profile can be shallower than the NFW profile but never steeper.
From observations it is well known that � depends on halo mass, i.e., it is shallower for galaxy
groups compared to clusters [30]. We therefore assume an explicit halo mass dependence of
the form

�(M200) = 3�
✓

Mc

M200

◆
µ

(2.16)

with two free parameters Mc and µ. The function �(M200) approaches 3 at scales above
Mc and decreases towards smaller halo masses. In Sec. 4 we show that this functional form
provides a good match to data from X-ray observations.

2.5 Collisionless matter profile

The collisionless matter component (⇢clm) is dominated by dark matter but it also contains
all satellite galaxies and unbound stars within the halo. Based on results from gravity-only
simulations, we expect the collisionless matter component to assemble building a NFW profile
(as modelled in Sec. 2.2). However, the presence of a central galaxy and a gas component has
a gravitational effect on the collisionless matter which is commonly referred to as adiabatic
relaxation (i.e. adiabatic contraction or expansion).

Early work on adiabatic relaxation assumed shells of collisionless matter to either con-
tract or expand following angular momentum conservation, i.e., riMi = rfMf , where Mi and
Mf are the initial (dark-matter-only) and final (dark-matter-baryon) enclosed mass [31, 32].
More recently, it has been shown that the effect of relaxation is more accurately captured by
the relation

rf

ri
� 1 = a

✓
Mi

Mf

◆
n

� 1

�
, (2.17)

where a and n are free model parameters. Ref. [33] found best agreement with simulations
for the values of a = 0.3 and n = 2. Ref. [34], on the other hand, found best results for
a = 0.68 and n = 1. In the present work, we use the former as a default implementation for
collisionless contraction and expansion, but we have checked that both models give nearly
identical results in terms of clustering statistics (see also discussion in Appendix B). For the
mass terms Mi and Mf , we furthermore use

Mi ⌘ Mnfw(ri),

Mf ⌘ fclmMnfw(ri) +Mcga(rf ) +Mgas(rf ),
(2.18)

where fclm = ⌦dm/⌦m + fsga (with fsga = fstar � fcga). It is possible to iteratively solve
Eq. (2.17) for ⇣ ⌘ rf/ri thereby obtaining the updated mass and density profiles of the
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Linking the halo baryon fraction with P (k) 19

Figure 17. As Figure 16, but with a logarithmic vertical axis. Each panel shows the relative change in total matter power due to
galaxy formation on a different scale, from k = 0.2hMpc−1 in the top left panel through k = 1hMpc−1 in the bottom right panel. The
dashed line shows the best-fit model, fit to the simulations with 400 h−1 Mpc boxes on all scales k < 1.1hMpc−1 simultaneously (see
equation (5) and Table 3), with the grey region showing where the absolute deviation from the fit is ! 1%.

lated. The statistical uncertainty in the individual power
spectra largely drops out when taking the ratio of power
spectra with identical initial conditions, though systematic
uncertainties like cosmic variance remain. Since all residual
uncertainties in the power ratio are difficult to estimate, we
take a conservative stance and only use 400 h−1 Mpc boxes
(for which cosmic variance is assumed to play a negligible
role) in fitting our model, with an uncertainty of 10−3 at any
k. For (cosmo)OWLS boxes, for which no 2-fluid dark mat-
ter runs were performed, we apply a correction factor to the
DMONLY power spectra on all scales such that the power
measured on the largest scales is approximately identical to
that of the hydrodynamical runs. Since this correction is
approximate, we use the maximum of 10−3 and the original
large-scale offset (typically 2× 10−3) as the uncertainty on
the relative power. The same was done for the other sim-
ulations shown, though the only significant correction was
for Horizon-AGN. Note the vertical error bars shown in Fig-
ure 16 do not include systematics due to small box size even
for simulations where they would be significant (i.e. most
simulations not included in the fit). The uncertainties in the

baryon fractions are calculated directly as the standard error
on the mean.

At every individual value of k, the power decrement as
a function of the baryon fraction of ∼ 1014 M# haloes is
fit surprisingly well by a simple two-parameter exponential,
as seen in Figure 16.10 This is also the basis of our full
(empirical) fitting function, given by:

Pbar

PDMO

= 1− 2a + 2b(cf̃bar)
b−a

k−a + (cf̃bar)b−ak−b
exp

(

df̃bar + e
)

. (5)

Here the additional parameters a, b and c facilitate a fit
to the relative power spectra at fixed baryon fraction. The
effect of galaxy formation on the power spectrum up to
k = 1hMpc−1 is approximated as two power laws in k with
a smooth transition between them at a scale that depends
linearly on the baryon fraction, which was empirically de-
termined to give accurate results. Beyond k = 1hMpc−1,

10 Note that for k = 0.5hMpc−1, our model, by construction,
reduces to exactly such an exponential. The model shown in this
figure is the full model with parameters as given in Table 3, but
is virtually identical to the best-fit two-parameter exponential.
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df̃bar + e
)

. (5)

Here the additional parameters a, b and c facilitate a fit
to the relative power spectra at fixed baryon fraction. The
effect of galaxy formation on the power spectrum up to
k = 1hMpc−1 is approximated as two power laws in k with
a smooth transition between them at a scale that depends
linearly on the baryon fraction, which was empirically de-
termined to give accurate results. Beyond k = 1hMpc−1,

10 Note that for k = 0.5hMpc−1, our model, by construction,
reduces to exactly such an exponential. The model shown in this
figure is the full model with parameters as given in Table 3, but
is virtually identical to the best-fit two-parameter exponential.

c© 2019 RAS, MNRAS 000, 1–25
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ACT + Planck (microwave) Hubble (optical)

Figure: Emmanuel Schaan. ACT+Planck microwave images: Schaan et al 2020. HST ACS I band image: Masters et al 2011.  
ACT photo: John Ward. Planck photo: ESA/AOES Medialab. HST photo: NASA.
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tSZ / kSZ = gas temperature

10

FIG. 2. Average, inferred electron temperature profile of
CMASS galaxies halos weighted by density obtained from the
joint kSZ+tSZ fit to the OBB model using the MCMC chains.
The black line is the median profile, the blue band indicates the
2� range of the models obtained from the MCMC chains. For
comparison, the grey dashed line indicates the expected virial
temperature for an isothermal sphere of mass equal to the the
mean mass of our CMASS sample (M200 = 3.3 ⇥ 1013M�),
Tvir = 1.7 ⇥ 107 K. The x-axis is converted to arcmins to
ease the comparison to the density and pressure profiles. The
average temperatures of the CMASS galaxies are closer to
107K than they are to 106K.

analyzing the cross-correlation function between SDSS
galaxy groups at a lower redshift (z < 0.2) and Planck
y-maps. They found evidence of both components in the
most massive halos, M � 1013.5h�1

M�, with a predom-
inance of the two-halo term at >⇠ 2 Mpc, and evidence
of two-halo term alone for lower mass systems. Also us-
ing Planck y-maps, the two-halo regime has now been
constrained through the measurement of hbPei, the halo
bias-weighted mean electron pressure, with galaxy sam-
ples from the Dark Energy Survey [90], a compilation
of the 2MASS photometric redshift survey, WISE, and
SuperCOSMOS [91], and the DR14 SDSS release [92, 93].
Unlike previous work based on Planck, the ACT data
used here has a smaller beam, enabling us to study the
pressure profiles in small group-sized halos, including both
the one-halo and two-halo terms, at z ⇠ 0.6.

The goodness of the fit does not substantially change
if we reduce the number of free parameters by fixing the
intermediate slope to our best-fit value ↵t = 0.8. We
get in this case �

2 = 40.1 (PTE=0.60) and the same
2� distribution of the models obtained from the MCMC
chains. The constraints on the amplitude get remarkably
tighter, from 70% to 20% (P0 = 1.3+0.3

�0.2), and those on
the outer slope improve from 33%to 10% (�t = 2.0± 0.2),
while the constraints on At2h and on the parameters of
the dust model remain essentially the same.

The tSZ radial profile that we obtain from fitting the
GNFW model is consistent within 2� with the tSZ profile
obtained for the OBB model. We get �

2 = 27.9 for 16
data points (PTE=0.03). This is a reasonable match

considering that these are fits of different parametric
models, each one having some degenerate parameters,
and also taking into account our measurement errors. By
neglecting the outermost measurements which have the
largest error bars, we find a better match within 1.6�,
with �

2 = 20.4 for 14 data points (PTE=0.12).

IV. IMPLICATIONS FOR OPTICAL
WEAK-LENSING OBSERVATIONS

The parametric GNFW model for the electron density
profile we obtained from kSZ measurements serves as
a first-order, empirical model for how baryons impact
theoretical halo occupation distribution (HOD) models
for optical weak-lensing measurements from the CMASS
sample. Ref. [26] showed that their HOD model for the
galaxy-galaxy lensing signal from CMASS over-estimated
this signal compared to their measurements, concluding
that “lensing is low”. The details of their fiducial halo
model (MDR1) are described in [94] and the parameters
of their model are calibrated to provide the best fit to
CMASS galaxy clustering measurements.

Here, we do not attempt to disentangle the HOD from
the individual profiles. Our best fit GNFW profile de-
scribes the “HOD-convolved” density profile. In other
words our parametric GNFW model contains within it
the underlying properties of the CMASS sample, like
what fraction of the CMASS sample are central or satel-
lite galaxies. Thus, it is indeed the relevant quantity for
predicting the impact of baryons on galaxy weak lensing,
since the weak lensing signal is also convolved with the
same exact HOD.

With our HOD-convolved best fit we can straight-
forwardly estimate the impact of baryons on the MDR1
model [94] by simply incorporating our parametric GNFW
model for the electron density into it. The MDR1 model
assumes that baryons trace the dark matter on all scales.
We will use the MDR1 HOD model for the dark matter
contribution to the galaxy-galaxy lensing measurement
which uses a standard weak-lensing shear estimator, �⌃.
The projected mass density ⌃ is related to �⌃ through

�⌃(R) = ⌃̄(< R)� ⌃(R), (20)

where ⌃̄(< R) is the mean projected mass density within
projected radius R and ⌃(R) is the surface mass density
at R. We can split the total �⌃ into a dark matter
component (�⌃DM from MDR1) and baryon component
(�⌃b, obtained from our parametric GNFW model) such
that �⌃tot = �⌃DM +�⌃b. The �⌃DM is calculated
by scaling the full �⌃ from MDR1 by the dark matter
fraction, (⌦M � ⌦b)/⌦M. The �⌃b is calculated by pro-
jecting our best fit GNFW model for the electron density
profile,

⌃b(R) / 2

Z 1

0

⇢gas

⇣p
R2 + l2

⌘
dl. (21)
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FIG. 1. Constraints on the polytropic index, �, the amplitude of the non-thermal pressure profile, ↵Nth, the feedback efficiency
parameter, ✏, and the amplitudes of the two-halo terms of the density and pressure profiles, Ak2h and At2h, obtained by fitting
the OBB model to combined kSZ and tSZ measurements by [18]. The radial data have large correlations (see Fig. 7 in [18])
that are accounted for in the analysis. The triangle plot shows one and two dimensional projections of the posterior probability
distributions of the free parameters. The dashed grey line shows a truncated Gaussian distribution as prior for �, centered at
1.2 and with sigma 0.2, in the range 1 < � < 5/3. For the other parameters we assume uniform priors within: 0 < ↵Nth < 0.8,
�4.8 < log10 ✏ < �4.0, 0 < Ak2h < 5, 0 < At2h < 5. The top right panels show the observed kSZ and tSZ profiles (points) with
the best-fit and the 2� range (2nd-98th percentiles) of the distribution of the models obtained from the MCMC chains.

Parameter Description Prior Constraints (1�)

OBB model

� Polytropic index N (1.2,0.22) 1.33+0.01
�0.02

↵Nth Non-thermal pressure norm. [0.0, 0.8] 0.30+0.06
�0.07

✏ Feedback efficiency [10�4.8, 10�4.0] (33+2
�5)⇥ 10�6

Ak2h Two-halo density amplitude [0, 5] 0.9+0.4
�0.3

At2h Two-halo pressure amplitude [0, 5] 0.5± 0.3

TABLE I. Marginalized constraints on the OBB parameters. N (m,�2) represents a Gaussian prior with mean m and standard
deviation �.
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Hydro simulations

15

FIG. 6. Top: comparison of our best-fit gas density (left) and thermal pressure (right) profiles (blue curves and 2� bands)
with the related profiles from two cosmological simulations: [46] (magenta) and Illustris/TNG [28] (orange and green), and
a NFW profile [20] (black). We show average profiles, where each halo contribution is weighted by its mass according to the
mass probability density function of the CMASS catalog used in this work, and at the same redshift (z = 0.55). We select red
galaxies from TNG and show both stellar mass- (orange) and halo mass-weighted average profiles. The vertical grey lines enclose
the range where we measure the kSZ and the tSZ. Middle: projected density and pressure profiles, for comparison purposes.
Bottom: comparison of the profiles projected into the kSZ (left) and tSZ (right) observable space with the measurements by [18]
in the ACT f150 band (blue points and 1� error bars). The projection of the simulated and the NFW profiles account for and
for the convolution with the ACT beam and the aperture photometry filtering, as described in Section II. The black dashed
curve shows the NFW profile truncated at the virial radius. The tSZ simulated profiles also include the dust correction from our
ACT+Herschel measurements (2�).
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New territory: low halo masses, outside virial radius 
Data suggests hotter gas in the outskirts 
Informs subgrid feedback prescriptions in hydro sims
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DESI has started!

Emmanuel Schaan

5k fiber spectrograph on 4m Mayall telescope 
➞ 5% kSZ by Y1



Conclusions

Emmanuel Schaan

Highest kSZ signal-to-noise to date (6-8σ) 

Gas more extended than dark matter (formally >90σ) 

KSZ fixes the baryonic contribution to galaxy-galaxy lensing 

KSZ & tSZ: gas temperature, feedback energy, non-thermal pressure 
➞ new input for hydro simulations



ACT + Planck (microwave) Hubble (optical)

Figure: Emmanuel Schaan. ACT+Planck microwave images: Schaan et al 2020. HST ACS I band image: Masters et al 2011.  
ACT photo: John Ward. Planck photo: ESA/AOES Medialab. HST photo: NASA.
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