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ODlRAC Interware

THE INTERWARE

® A software frameworR for distributed computing

A complete solution to one (or more) user community

Builds a layer between users and resources

A framework shared by multiple experiments, both

inside HEP, astronomy, and life sciences BESTT
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ODIRAC An open source project

THE INTERWARE

e Started as an LHCDb project, became experiment-

agnostic in 2009
First users (after LHCb) end of 2009

e Developed by communities, for communities

Open source (GPL3+), hosted, python 2.7
No dedicated funding for the development of the “Vanilla” project
Publicly , active , yearly , Open

4 FTE as core developers, a dozen contributing developers

e The DIRAC consortium as representing body
CNRS, CERN, IHEP, KEK
PNNL, University of Montpellier, Imperial College



https://github.com/DIRACGrid
http://dirac.readthedocs.io/en/latest/index.html
https://groups.google.com/forum/%2523!forum/diracgrid-forum
https://indico.cern.ch/event/477578/overview
http://indico.cern.ch/category/4205/
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WorRload Management



ODIRAC

THE INTERWARE

Job scheduling

» [Pilot jobs are submitted to computing
resources by specialized Pilot
Directors

» Pilots retrieve user jobs from the
central TaskR Queue and steer their
execution on the worRer nodes
including final data uploading

» Pilot based WMS advantages:

increases efficiency of the user job
execution

allows to apply efficiently community
policies at the Task Queue level

allows to integrate heterogeneous
computing resources
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ODlRAC Computing resources

THE INTERWARE

» Computing Grids
CREAM/HTCondorCE/ARC Computing Elements
Globus ComputingElement (OSG)

» Clouds

Dynamic VM life cycle management
Openstack, OpenNebula
Amazon EC2

» Standalone computing clusters

Access through SSH tunnel
LSF, BQS, SGE, PBS/Torque, Condor

Commodity computer farms

OAR, SLURM
HPC centers
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Data Management



ODlRAC Storage access: plugins

THE INTERWARE

» Storage element abstraction with a client implementation for each
access protocol

DIPS — DIRAC data transfer protocol
FTPHTTP, WebDAV
SRM, XROOTD, RFIO, DCAP etc @

HEP centers specific protocols gl

Using gfal2 library developed at CERN - - -
S3, Swift, CDMI: cloud specific data access Local
protocols

» LiRe with CE's, each SE is seen by
the clients as a logical entity
With some specific operational properties
Archive, limited access, etc

SE’s can be configured with multiple protocols
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» Including new data access technologies
requires creating new specific plug-in



ODlRAC File Catalog Service

THE INTERWARE

» File Catalog is a service to Reep track of all the physical
file replicas in all the SE's

Stores also file properties:
Size, creation/modification time stamps, ownership, checksums

User ACLs

» DIRAC relies on a central File Catalog
Defines a single logical name space for all the managed data
Organizes files hierarchically like in common file systems

Other projects, e.g. distributed file systems, keep file data in
multiple distributed databases

More scalable

Maintaining data integrity is very difficult



ODIRAC

THE INTERWARE

Combined data APl

» Together with the data access components DFC
allows to present data to users as a single global

file system

» DataManager APl is a single client interface for
logical data operations

LFC Service

3
=

DFC Service

o
-

Transformation
Service

FileCatalog StorageBase —»@



ODlRAC File Catalog: Metadata

THE INTERWARE

» DFC is Replica and
Metadata Catalog

» User defined metadata

»  The same hierarchy for
metadata as for the
logical name space

Metadata associated
with files and directories

Allow for efficient searches

» Efficient Storage Usage
reports

Suitable for user quotas

Meta_F1||Meta_F2||Meta_F3 Meta_F4||Meta_F5 |[Meta_F6

» Example query:

» find /lhcb/mcdata LastAccess < 01-01-2012
GaussVersion=vl,v2 SE=IN2P3,CERN Name=*.raw

» Result of file search is a precise list of corresponding files
»  Unlike Google index

> 12



ODlRAC Data operations

THE INTERWARE

» StorageManagement System
Support for data staging

» RequestManagement System - massive data
operations

Data replication, removal, etc
Asynchronous execution
Automatic failure recovery

» Transformation System
Automated data driven workflows



Transformation System
ODIRAC Y

e remAne for data driven workflows

» Data driven workflows as chains of data transformations
Transformation: input data filter + recipe to create tasks

Tasks are created as soon as data with required properties is registered
into the system

Tasks: jobs, data

Workflow

I’ep|lcatI0n, etC Transformation
1 1 1

Data Filter

. > > >
» Transformations can be ,
. File | Status — — |
used for automatic data — — —
driven bulk data

operations
Scheduling RMS tasks

]
[]

Often as part of a more
general workflow




ODlRAC Production System

THE INTERWARE

» Available in DIRAC version v/rO

» Automatic transformation instantiation based on
the production definition

» Fully data-driven

» Tested for simple workRflow schemes and their
combinations

MC = Transformation with no input Data
DP = Data Processing transformation

Sequential Split Merge
o6 6
s Liaa
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ODlRAC DM interfaces

THE INTERWARE

» Command line tools

Multiple dirac-dms-... commands

» COMDIRAC

Representing the logical DIRAC file namespace as a parallel shell
dls, dcd, dpwd, dfind, ddu etc commands
dput, dget, drepl for file upload/download/replication

» REST interface

Suitable for use with application portals
Multiple application portals are interfaced to DIRAC this way



ODlRAC Web Portal applications

THE INTERWARE

8006 / ) CTA - DIRAC x

€& - C | & https://dirac.ub.edu/CTA/s:CTA/g:cta_user/?theme=Grey&url_state=0|DIRAC.ConfigurationManager.classes.ConfigurationManager::431:352:386:269:0:0,1,-... ﬂ?‘ =

% Apps | ] Apple | Yahoo! 7!' Google Maps [ YouTube | | Wikipedia (G News [ Popular (L3 Views [ Personal [ DIRAC [ cTA ([ uB [d Belle (i Fundacién BBVA

Selectors «l¥| | IE @ X X| @ Items per page: (100 v | | | | Page 1 of 13006 | b | | Displaying topics 1 - 100 of 1300554
g n_= Site JobNar LastUpdate [UTC) LastSignOfLife [UTC) SubmissionTime [UTC] own
» B T Selected Statistics :: Status (Wed Oct 16 2013 20:22:59
P = e GMT+0200 (CEST)) LCGCIEMAT.es  Sta.. 2013-10-16 14:21:54 2013-10-16 14:21:54 2013-10-16 14:21:54 trm
g [ ||| Selected Statistics = I Completed LCGCIEMAT.es  Sta.. 2013-10-16 14:02:06 2013-10-16 14:02:06 2013-10-16 13:55:38 t
% Status v [l Done
- @ B Failed LCG.CIEMAT.es Sta... 2013-10-16 14:02:04 2013-10-16 14:02:04 2013-10-16 13:55:28 th
b ey Other LCG.DESY-ZEUT... Unk.. 2013-10-16 14:01:08 2013-10-16 14:01:08 2013-10-16 12:33:16 th
Completed
U LCG.CAMK.pl Unk.. 2013-10-16 12:29:59 20 [ Proxy Upload DI
A Done
1 . LCG.DESY-ZEUT... Ast.. 2013-10-16 10:03:22 2
W Failed LCG.DE¢ =] Job Launchpad (= JIE JCIETI=IRS
" Killed I v :
4 Proxy Status: Valid =k Add Parameters ~
Running either your private key nor
| Predefined Sets of Launchpad Values M | our service. While we try to
& waiting - . ure as possible by using SSL
= Available Sets with your credentials when it
»| | @ Refresh CJ Proportional & Auto refresh : Disabled + CSV data # (] Mandelbrot for maximum security, we
anually convert and upload
Running jobs by Site e ient commands:
41 Waeks from Week 53 of 2012 to Week|| -
(I] Viewas Tet &' Reload Executable: mandelbrot
i 'ae Dirac-CTA [2013-10-16 14:38:55.302331 AE.p12
53 Dirac-CTA [2013- :38:55. ] JobName: Mandelbrot_% GROUP_NAME
4.000 ([ DIRAC
] Systems Arguments: -W 600 -H 600 -X -0.46490 -Y -0.56480 -P 0./ =
- . owse
g (3 (] Website OutputSandbox:  *.bmp E
> # ] Regist -
o = s StdError: %j.err L
=] Operations
= CPUTime: 3600
1.000 249 E)efaults d @ Reset
[+ [ SiteLocalSEMapping StdOutput: %j.out W L
g reo 2013 A Man, 3.143. ks 0,00, Average: 608, Curat: 3 @ () Shifter
LCG CYFRONET pt 46.6% W LCG MSFG.fr 23% 0 LCG.GH ] EMail - | Input Sandbox
LCG GRIF fr 12 3% - LCG Prague cz 20% m G cP —
LCG DESY-ZEUTHEN de 12 0% | LCG INFN-TORINO it 13% - £ Laumh d
LCG IN2P3.CC fr 71% ) LCG UNIV-LILLE fr 04% m ANY ﬂ j E Bf
LCG PIC es 52% B LG CAMK pl 04% | Multipi ‘owse
LEG MIPEC fr 39% W LCG OBSPM fr 04% W ODRACT S -
s Sew 25% RS ANRRTMUNC e O3% )
P—— © submit ' Reset
O [E"] Configuration Man... ﬁ Proxy Upload [E-] Accounting [E7] Job Monitor [E7] Job Monitor [=7] Job Launchpad Theme Grey~ | ricardo@ cta_user~ | CTA~ J
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ODlRAC DIRAC software

THE INTERWARE

» Python 2.7

Python 3 migration is planned
GPLv3 license
GitHub repository

External dependencies are compiled and provided as part of the DIRAC
distribution

DIRACOS package
DIRAC extensions are managed by communities

E.g. CTADIRAC
GitHub repository

» External service used

MySQL, ElasticSearch, Stomp enabled MQ’s
Software is available as

installable tar archives

v v Vv

v

v

dirac-install tool

preinstalled in CVMFS
Docker containers

20 Andrei Tsaregorodtsev  11/07/2019



ODlRAC DIRAC development framework

THE INTERWARE

» Modular architecture

Much functionality is implemented as plugins, e.g.
Job policies
Data access rules

Web applications

» Multiple community specific extensions exist already
BelleDIRAC, LHCbDIRAC, CTADIRAC, ILCDIRAC, etc

» Community specific services can run as part of a
general purpose DIRAC service

E.g. Eiscat 3D specific File Catalog as part of the EGI DIRAC service

21 Andrei Tsaregorodtsev  11/07/2019



Highlights of ongoing
ODIRAC

THE INTERWARE dEVEIOpmentS

» Support for OAuth2/0IDC based AuthN/AuthZ
frameworRs

Federated ldentity Providers, Proxy Providers

» Replacing the custom DIRAC client/server protocol
by an HTTI® based protocol

Standards based, better flexibility, and scalability
» Python 3 migration

» Rucio interface (RucioFileCatalog)

22



CDlRAC Conclusions

THE INTERWARE

» DIRAC is a complete solution for a large scientific
community to build its distributed computing

system

» DIRAC is continuously developed to Reep it up to
date with the technology advancements

» DIRAC together with some specific extension can
suit the needs of the Belle |l experiment

23
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ODlRAC Resources: Computing Grids

THE INTERWARE

» DIRAC was initially developed with the focus on
accessing conventional Grid computing resources

WLCG grid resources for the LHCb Collaboration

» It fully supports different middleware based grids

European Grid Infrastructure (EGI),WLCG, etc

DIRAC is an officially supported WMS service for the EGI
infrastructure

CREAM/HTCondorCE/ARC ComputingElement’s
Northern American Open Science Grid (OSG)

GlobusComputingElement’s

» Other types of grids can be supported

As long we have customers needing that
25



ODlRAC Resources: Clouds

THE INTERWARE

» VM scheduler g ﬁ

Dynamic VM spawning e 3

taking Task Queue state into {Fonmor] |oweue] [ vo )%
accognt . ,f'
Discarding VMs omAc s [arer
automatically when no more
needed
» The DIRAC VM scheduler Cloud ©
by means of dedicated VM o = VM
Directors is interfaced to e ()
Public:
OpenStack, OpenNebula
Amazon EC2

26



Resources: standalone

ODIRAC computing clusters

» Off-site Pilot Director DIRACWMS [ Tack
Site delegates control to the central Queue
SQFVICG . . Proxy
Site must only define a dedicated Manager
local user account

L FRYRGE Hmgpon throush a X 7

Pilot
Director

» The site can be: =
a single computer or several SSH tunnel

computers without any batch system ( Pt Proxy )
a computing cluster with a batch ~  _____________ss—peer_____

SyStem Site Gateway ]
LSF, BQS, SGE, PBS/Torque, Condor <dirac> user
o Commodity computer farms -
OAR, SLURM
o HPC centers Batch System

+
» The user payload is executed with

the owner credentials
No security compromises with respect UL H || |

to external services

27



ODIRAC LHCb Collaboration

THE INTERWARE

Running jobs by Site
30 Days from 2017-08-26 to 2017-09-25

100,000

80,000

60,000

jobs

40,000

20,000

2017-08-29 2017-09-01 2017-09-04 2017-09-07 2017-09-10 2017-09-13 2017-09-16 2017-09-19 2017-09-22 2017-09-Z

Max: 107,722, Min: 382, Average: 69,369, Current: 382

B DIRAC HLTFarm.lhcb 14 0% B DIRAC.YANDEX.ru 2.3% B LCG.RAL-HEP.uk 0.9%
0 LCG.RAL.uk 11.8% Bl LCG.NIKHEF.nl 2.1% O LCG.JINR.ru 0.9%
O LCG.CERN.cern 11.1% B LCG.SARA.NI 2.0% O LCG.RUG.nl 0.8%
B LCG.CNAF.it 9.2% B LCG.LAL fr 1.4% B LCG.Krakow pl 0.7%
Bl LCG.NCB).pl 5.6% B LCG.Manchester.uk 1.2% B LCG.NIPNE-O7.ro 0.7%
B LCG.GRIDKA de 5.5% B LCG.LPNHE. fr 1.2% B LCG.LAPP.fr 0.7%
B LCG.UKI-LT2-IC-HEP.uk B B LCG.UKI-LTZ2-QMUL .uk 1.1% Bl LCG.Oxford uk 0.7%
B LCG.RRCKlLru 3.4% Bl LCG.PIC.es 1.1% B CLOUD.CERN.cern 0.7%
Bl LCG.IN2P3.fr 3.3% 0 LCG.USC.es 1.0% ... plus 58 more

Generated on 2017-09-25 10:51:02 UTC

» More than 100K concurrent jobs in ~120 distinct sites
Limited by available resources, not by the system capacity

» Further optimizations to increase the capacity are possible
)3 Hardware, database optimizations, service load balancing, etc



ODIRAC =SANT

THE INTERWARE

Cumulative Jobs by Site
36 Weeks from Week 52 of 2017 to Week 36 of 2018

Hosted by the
CC/IN2P3, Lyon
dirac.france-grilles.fr .
Distributed =
administrator team .
5 participating

universities

Max: 19.6, Min: 0.00, Average: 9.36, Current: 19.6

B LCG.GRIF.fr

n
©

B LCG.DATAGRID.fr 0.1 B LCG.UKIQ.uk 0.0 M LCG.AUVERGRID.fr 0.0

. . B LCG.LPNHE.fr 57 B LCG.IPNLfr 01 [ LCG.CPPM.fr 00 M LCG.CREATISfr 0.0
n ro UC |On Sl nce B LCG.LALfr 46 O LCGCIEMATes 01 @ LCG.LPSC.fr 00 M LCG.UKIL.uk 0.0
B LCGUKIACuk 09 M LCG.LPCfr 01 M LCG.UKIM.uk 0.0 M LCG.PISA it 0.0
O LCG.M3PEC.fr 08 [ ARC.CPPM.fr 01 M LCG.CNAF.it 00 M LCGOBSPMfr 0.0
O LCG.SBG.fr 04 MW LCG.SARAnI 01 M LCGHGO.gr 00 @O LCG.CNR.t 0.0
Ma 201 2 B LCG.UKILH.uk 02 B ARCRALuK 01 M LCGROMA3it 00 B LCG.CAMK.pI 0.0
B LCG.CC.fr 02 O LCGDESYZN.de 00 O LCGNIKHEFEnl 00 O LCGTRIESTEit 0.0
B LCGNIKHEFnl 01 B LCG.HGO3.gr 00 B LCGLAPP.fr 00 ... plus 28 more

Generated on 2018-09-12 19:20:08 UTC

» About 5 active communities — complex-
systems, biomed, vo.france-grilles.fr, ...

2 » >20M jobs executed this year at 90 sites



ODIRAC  DIRAC4EGIsenvice e

THE INTERWARE

» Partners DIRACH4EGI activity snapshot
Operated by EGI

Jobs by Site
HOSted b)’ CYFRON ET’ Krakow 36 Weeks from Week 52 of 2017 to Week 36 of 2018
DIRAC Project providing software, '
consultancy 1750 -

Supported via the EOSC-Hub 1500 1
H’2020 grant

S 1.250
d. . o]
Irac.egi.eu <
— 1,000 -
n
QO
O 750
» 20 Virtual Organizations
enmr.eu
250 -
vIrgo AW , A5 A 4
. Jan 2018 Feb2018  Mar2018  Apr2018  May 2018  jun2018  Jul2018  Aug2018  Sep 2018
eli-beams
Max: 1,826, Average: 819, Current: 595
eiscat.se B EGI.SARA.NI 34.6% M EGILLSGKUN.nI 09% @ EGI.LSGEMC.nI 0.1%
O EGI.NIKHEF.nl 29.7% B EGILIHEP.cn 09% W EGI.CNAF.it 0.0%
; B EGI.RAL.uk 16.4% M EGI.ULB.be 09% M EGLIN2P3.fr 0.0%
fedCIOUd.egl.eu O EGI.LSGLUMC.nl 40% @ EGILLSGAMC.nI 08% B 0.0%
B EGI.CIRMMP.it 33% @ EGILSGTUD.nI 07% W ANY 0.0%
B EGI.CYFRONET pl 26% W EGILNCHC.tw 0.6% O EGLINFN-PISA.it 0.0%
© EGI.PADOVA it 16% B EGITRIESTE.it 02% O EGI.GRISU-UNINA it 0.0%
B EGI.LSGRUG nl 13% B EGI.LSGBCBR.nI 01% B EGIHG-08.Okeanos.gr  0.0%
B EGLINGRID.pt 10% B EGLCNRIt 01% ...plus 10 more

Generated on 2018-09-12 19:23:21 UTC

» Usage
> 5 million jobs processed this year

30



