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CPU Storage

・ Up to 2023 (~15 ab-1)
・More than half of CPU usage for MC production. 
・ Finally, O(103) kHepSpec CPU, O(100 PB) storage are needed.
・ Belle II adopted distributed computing model.
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BNL..

Up to 2020
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30 Gbps

・ Largest fraction for Raw data copy .
- First two years to BNL only
- Shared with other areas after that. 

・ ~30 Gbps is needed  from KEK to the world.

・ KEK is connected to US/Europe with 100 Gbps now
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・ BelleDIRAC: An extention of DIRAC.
・ DIRAC handles jobs and files⇔Production system handles “productions “and “datasets”.
・ Distributed Data Management (DDM) to distribute/relocate data



7BelleDIRAC effort: Automated production system
Definition
・MC prod / data process
・ Type (BB, ττ, ccbar..)
・ # of events
・ software version
・ etc..

PS
-Production
-Merge
-Distribution

Production manager (human)
- Define “Production”

Fabrication system

DIRAC WMS, TransformationDIRAC DMS, RMS

Computing site

Submit job on site

Temporary storagePrimary storage

Monitor

・ Define jobs
・ Re-define failed job
・ Verify output files

output info
・Gather outputs to primary storage
・Distribute over the world
・Check status of storages

Belle
DIRAC

DIRAC

Resource

Distributed data management system

PNNL→ BNL

KEK

Niigata
Nagoya
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Sites

MC 
(W/BG, W/O BG) Skim 

User

Merge20k jobs

Type

・~2×104 jobs constantly running (though there was some gap in 2019)
・ ~ 50 sites join. Mainly grid sites. Sizable contribution local cluster sites.
・Mainly for MC now.

Data
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2 PB

Throughput Total

100 MB/s

・ Produced MC/data files are collected in “Primary SEs” 

・ 10 primary SEs (Asia:3, US:1, Europe: 6) among ~30 SEs.

・ Data replication by current DDM replica policy.

・ Deletion of unnecessary files still in manual basis
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Local

Grid

・ Set of user analysis clients (gbasf2) are developed 
- Submission of job to grid/Check status
- Download output files

Name for set of jobs

・ Still a few thousand in peak and several hundreds of jobs in average. 
- Approximately half of Belle II collaborators are registered on DIRAC
- Approximately half of them have experience to submit jobs.

・ Activity is expected to be increased as data is accumulated.  

・ Some works to improve client tools by Mississippi group and 
development of scout job framework by Nagoya are on going.

2k jobs
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・ Collect series of plots in single place.

・ Plots are stored in the DIRAC DB periodically
and Web App load plots.

・ Belle II DC monitoring system consists of vanilla DIRAC (Accounting etc.. ) and some 
plugins called “B2Monitoring”.

Pilot wallclock time DownTime
(GOCDB info translated into DIRAC names) Production progress

B2PlotDisplay

Automatic issue detector (AID)
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・ ~2 JIRA tickets/day are submitted in 2018 

・ And many other operation works by some core members:
Data distribution (including beam BG), maintain DIRAC servers,
site setting etc…
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・ ~35% of expert shift block was blank in 2018 and 5 members covered 90% of shift coverage

・We consolidate expert shift training course in 2018 to increase operation man power.

Textbook part Quiz part

・ A few members newly become expert in 2019, but still situation is not improved much
- ~30 % of the block was blank. Partly because some member left computing.

・We need to recruit new expert candidates continuously.

・Working on the automated ggus/JIRA submission to make the load smaller.



14Future task list

2020/1/15 Belle II France computing workshop 14

Summarized in the following page:
https://confluence.desy.de/pages/viewpage.action?spaceKey=BI&title=Computing+TaskList

・ Distributed Data Management system based on Rucio
More scalability, automation. BNL guys are working on it.

・ BelleDIRAC migration to python3 

・ Containerization of DIRAC job
OS dependency etc.

・ Improvement of enduser client tools (gbasf2)

・ Scout jobs for users
Automated validation of user jobs before fully submitting to sites

https://confluence.desy.de/pages/viewpage.action?spaceKey=BI&title=Computing+TaskList
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・ Belle II has started, and importance of computing is growing.

・ Our DC system based on (Belle)DIRAC is basically working:
More than 25000 jobs running in the ~50 sites.
Operation and development by limited man power.

・ Need more works to live next 10 years operation
- More man power for the operation with reducing the load
- Automation of data management with Rucio-DDM
- Make physics analysis on grid easier
- ….

・ Contribution from France group is highly welcome!
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Backup
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・ Intensity frontier e+e- collider B-factory experiment with
peak luminosity of 8×1035 cm-2s-1 (40 times of KEKB). 

・ Detector is also upgraded to improve performance and to
cope with huge beam background.

・More than 900 Physicists from ~ 100 institutes in 25 countries/region

𝜎𝑦 = 940nm ൝
𝜎𝑦 = 62nm (HER)

𝜎𝑦 = 48nm (LER)
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・ Plan to accumulate 50 ab-1 (x50 times of Belle)

- Phase1: SuperKEKB commissioning w/o final focusing and w/o Belle II detector 

- Phase2: Collision data taking w/ final focusing. No VXD (2018 Apr-Jul, 500 pb-1 )

- Phase3: Collision data taking w/ full Belle II detector (2019 Mar): Just started!

50 ab-1
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First collisions!  e+e-→γ*→qq

Apr 26, 2018

B meson re-discovery

Apr 11, 2017

Belle II roll-in

VXD installation

Nov 26, 2018
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Name # of blocks (1 week)

Ono 7

Huang 5

Ruslan 5

Hirata 4

Kato 4

Michel 4

Silvio 2

Jake 2

Hayasaka 1

Matt 1

Blank 16

2019
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・ Perform sanity check of worker nodes by submitting jobs periodically.
- CPU information, software required by VO card.
- CVMFS.
- Connectivity to SEs. 
- Connectivity to the Condition DB.
・ Results are summarized in web interface.

WN basic info

Cond DB connectivity

SE connectivity
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Active monitoring (2)

・ Test connectivity of CEs from DIRAC servers which submit pilots.
- 4 types of CEs: ARC, LCG, OSG (not implemented), and local SSH sites (~ 20 sites). 
- Perform arcinfo, glite-ce-service-info, ssh connection.

・ SE health also tested by performing various operations from DIRAC slaves
(not shown in web app). 

History
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・ Collect series of plots in single place.

・ Plots are stored in the DIRAC DB periodically
and Web App load plots.

・ Trend plots show statistics for terminal statuses (Done, Failed etc) 
and active statuses (Running, Waiting etc) simultaneously.
For terminal statuses, differential numbers are shown.

・ This style is useful to grasp the tendency with single plot.

・ Log plot can be shown by clicking the plot.
(Sometimes, running occupy and hard to see Done or Failed).

Linear Log

Pilot Trend 
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B2PlotDisplay

Pilot submission statistics Pilot wallclock time (min) Replication Trend

DownTime
(GOCDB information is translated in DIRAC  convention)

Minimum time for normal pilot

MC production progress
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Computing sites
Plots in B2PlotDisplay

What happened? When started?

・ Issues are summarized in single place after analyzing monitoring information. 
This enable non-expert shifter to report issues.

・ Analyze log file to identify the issue automatically.

・ Final plan is to put all the issues in single page, but still under development.
Shifters need to check plots in B2PlotDisplay for some cases.
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・ Huge beam BG compared with Belle.
- Possible efficiency/resolution degradation

・ Essential to implement properly
- Largely depend on the acceralator condition.
Need run dependent BG simulation.

・ BG files are prepared beforehand, and “overlaid” in simulated event. 

・ They are distributed to SEs or shared places. 

・ Even in early phase3 only, total amount is several TB to assure randomness.  
- Difficult to put in local cluster sites. 
- Put part of BG files depending on the CPU resources.

・ How to distribute run dependent beam BG is under discussion.
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Computing sites
Plots in B2PlotDisplay

What happened? When started?

・ Issues are summarized in single place after analyzing monitoring information. 
This enable non-expert shifter to report issues.

・ Analyze log file to identify the issue automatically.

・ Final plan is to put all the issues in single page, but still under development.
Shifters need to check plots in B2PlotDisplay for some cases.


