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I Computing resource requirements
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- Up to 2023 (~15 ab™)
* More than half of CPU usage for MC production.

* Finally, O(103) kHepSpec CPU, O(100 PB) storage are needed.

* Belle Il adopted distributed computing model.
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I Distributed computing model 3
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I Data flow A4
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I Network requirement
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- Largest fraction for Raw data copy .
- First two years to BNL only
- Shared with other areas after that.

= ~30 Gbps is needed from KEK to the world.

- KEK is connected to US/Europe with 100 Gbps now
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I Belle Il distributed computing system
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* BelleDIRAC: An extention of DIRAC.
= DIRAC handles jobs and files<Production system handles “productions “and “datasets”.
- Distributed Data Management (DDM) to distribute/relocate data



Definition

I BelleDIRAC effort: Automated production system/

'd

= MC prod / data process 4 -Production
= Type (BB, tT, ccbar..) : PS d| -Merge
= # of events -Distribution
= software version
= etc.. .
Production manager (human)
PNNL-> BNL 2 - Define “Production”
j ® KEK
Belle — - S o
Distributed data management system | < > | Fabrication system
DIRAC output info
- Gather outputs to primary storage . Define.jobs -
- Distribute over the world Monitor | @ . Re-fjeflne fa||efj job
*Check status of storages - Verify output files
Niigata |
DIRAC | DIRAC DMS, RMS Nagoya DIRAC WMS, Transformation
N\ '
g g g g I Submit job on site
\2 , , , ,
Resource| primary storage | <

Temporary storage
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I Job execution (last two years) 3

Sites Type

Running jobs by Site o
104 Weeks from Week 52 of 2017 to Week 51 of 2019 Rimnninn inbs by

MC 2k 52 0
20k jobs al| , W/0 BG) Skim Merge

20 e e v e e e e B e e e (R e o o e o o - =

USer wsorans

25

Sep 2018 Dec 2018 Mar 2019 Jun 2019 Sep 2019 Dec 2019

Jun 2018

Max: 25.2, Min: 0.01, Average: 10.1, Current: 6.23
B ARC.DESY.de 10.7% @ DIRAC.UVic-local.ca 43% @ DIRAC.MIPT.ru 1.0% Mar 2018 Jun 2018 Sep 2018 Dec 2018 Mar 2019 Jun 2019 Sep 2013 Dec 2019
B OSG.BNL.us 9.0% @ LCG.CNAF.it 2.9% @ DIRAC.NDU.jp 0.9%
B LCG.KEK.jp 8.9% W DIRAC.RCNP.jp 24% [@ LCG.KISTLkr 0.9% . e . .
B DIRAC.UVic.ca 85% [ LCG.KMLjp 24% W LCG.CYFRONET.pl 0.9% Max: 25.2, Min: 0.01, Average: 10.1, Current: 6.23
[ ARCKIT.de 7.9% @ ARC.MPPMU.de 22% W LCG.HEPHY.at 0.7%
B ARC.SIGNET si 7.4% M LCG.CESNET.cz 19% W ARC.Melbourne.au 0.6% O MCProduction 76.5% ©E Merge 0.5% B MCProductionTest 0.0%
O LCG.Napoli.it 6.7% M LCG Frascati.it 16% M LCG.IPHC fr 0.6% B MCProductionBGx0 8.6% O LowPri 0.1% E RawProcessingTest 0.0%
B LCG KEK2 jp 51% [ LCG.NTU.tw 13% @ LCG.Torino.it 0.6% B MCSkim 76% M Test 0.0% B MCProductionTestBGx0  0.0%
LCG.DESY.de 49% M LCG.Pisa.it 10% ... plus 44 more B User 58% M DataSkim 0.0% M unknown 0.0%

O RawProcessing 10% [ MCSkimTest 0.0% ©E MergeTest 0.0%

Generated on 2019-12-28 07:32:43 UTC
Generated on 2019-12-28 07:33:28 UTC

=~2 X 10* jobs constantly running (though there was some gap in 2019)
= ~ 50 sites join. Mainly grid sites. Sizable contribution local cluster sites.
* Mainly for MC now.

2020/1/15 Belle Il France computing workshop 8



I Data transfer 9

Transfered data by Destination

Throughput by Destination 113 Weeks from Week 52 of 2016 to Week 08 of 2019
113 Weeks from Week 52 of 2016 to Week 08 of 2019 30 L ] ! ! T ) T !
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Jar?ZDl p 2017 - u201? Oct 2017 Jn 218 - _ 1 - Jul 2018 Oct 2018 Jan 2019 0.0 i n n L —
Jan 2017 Apr 2017 Jul 2017 Oct 2017 Jan 2018 Apr 2018 Jul 2018 Oct 2018 Jan 2019
Max: 264, Average: 41.4, Current: 23.5
Max: 2.78, Min: 0.00, Average: 1.12, Current: 2.78
W KEK2-TMP-SE 34.8% [ Napoli-TMP-S5E 7.9% W DESY-TMP-SE 4.1% [ KEK-DISK-TMP-SE 2.2%
O BNL-TMP-SE 209% W KMI-TMP-5E 7.7% W KISTI-TMP-SE 2.8%
O KIT-TMP-5E 9.7% [©H CNAF-TMP-S5E 7.3% [ CESNET-TMP-SE 26% B KEKZ-TMP-SE 1.0 @O Napoli-TMP-5E 0.2 W DESY-TMP-SE 0.1 [O KEK-DISK-TMP-SE 01
e p T A T T O BNL-TMP-SE 06 M KMI-TMP-SE 02 M KSTI-TMP-SE 0.1
O KT-TMP-SE 0.2 @ CNAF-TMP-SE 0.2 [O CESNET-TMP-SE 0.1

Generai ted on 2019-03-04 04:46:24 UTC

* Produced MC/data files are collected in “Primary SEs”
= 10 primary SEs (Asia:3, US:1, Europe: 6) among ~30 SEs.
* Data replication by current DDM replica policy.

202c = Deletion of unnecessary files still in manual basis 9



jobs

I Grid based analysis 10
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Running jobs by User
106 Weeks from Week 52 of 2017 to Week 01 of 2020

Mar 2018 Jun 2018

ONEEEEEOED

2020

= Set of user analysis clients (gbasf2) are developed
- Submission of job to grid/Check status

"""""""""""""""""""" - - Download output files

Local

Sep 2018 Dec 2018 Mar 2019 Jun 2019

Sep 2019 Dec 2019

Max: 2,845, Min: 4.33, Average: 584, Current: 143

rachac 9.5% M rrasheed 30% O sduell 12% W ami 0.5%
hmwakel 94% @ nayakm 26% M gzhou 10% M nathalie 0.5%
Igreeven 84% MW jbennett 25% [@ shdelamo 09% @ drahul 0.5%
sgrande 7.7% @ stored5s 20% O niharika 09% M davidrop 0.5%
bilokin 65% M klemensl | 18% M nmolina 08% M michmx 0.5%
kahn 6.0% W merola 16% @O marcgh 08% @O tmkrichy 0.5%
jtan 5.0% W gdujany 15% W shollitt 0.7% 0O gaz 0.5%
chilikin 4.8% W frankhsu 14% @ hswangtw 06% B prasant h 0.4%
jwebb 3.3% ® breadlin 1.2% M kindo 0.5% ... plus 211 more N f f . b
ame tor set or Jobs

- Still a few thousand in peak and several hundreds of jobs in average.
- Approximately half of Belle Il collaborators are registered on DIRAC
- Approximately half of them have experience to submit jobs.

- Activity is expected to be increased as data is accumulated.

- Some works to improve client tools by Mississippi group and

development of scout job framework by Nagoya are on going. 0



I Monitoring

11

* Belle Il DC monitoring system consists of vanilla DIRAC (Accounting etc.. ) and some
plugins called “B2Monitoring”.
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* Collect series of plots in single place.

- Plots are stored in the DIRAC DB periodically

Production progress

Production Progress
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I Computing operation

&
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Shift Monitor

Monitoring system

- ~2 JIRA tickets/day are submitted in 2018

- And many other operation works by some core members:
Data distribution (including beam BG), maintain DIRAC servers,

Site setting etc...

2020/1/15

Belle Il France computing workshop
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I Need more operation man power 13

- ~“35% of expert shift block was blank in 2018 and 5 members covered 90% of shift coverage

= We consolidate expert shift training course in 2018 to increase operation man power.

Textbook part Quiz part

—— DIRAC WMS —1 Site
—— — — WN WN — ¢ Understand the workflow of pilot job.
m. m}\ﬂlu < CE} + Pllot Pilot Ud stand the It brtw m il jobs dpaylnad]b . e
) Pllot Pilot
% I Pilot

—— dp\be which Jubm \hghlk hp\de\h obe-

an find the paylos mbm ctH) ing on the pilot job.
—wn—‘ WN —

Q. Write a 0bI0 and its corresponding PilotReference (found in the leftmost column in the PilotMonitor).

W

Admnistratof

m -4 YCE ——4 Pilot Pilot

———) | Magher ), . Pilot Pilot
Job ~

b. Read the Pilot log file.

o 3 Pliot pilotJobLagExample.t s a typical example of the log file of a pilot job.
job | JobManager } ' e O Skim it and get an idea about its contents. The line with "=========" explains the content in each section.
R .
JobAgent Q. What is the site name where this pilot job was executed?
job Wrapper
Job W apper
Job Weapper Q. The tarball, which centains DIRAC/BelleDIRAC code:"DIRAC-vErl7p29.tar DIRAC -
2 g P g
Job Wrapper
[Agent]|
Service / Q. How many times is JobAgent executed in this pilot job?
——— \
= - -
=) — .
Inpet sendbon . Q. And how many payload jobs were executed in this pilot job?
External Grid e e
service & iy, %
Watchdeg  Job Y Fiw
:"‘""“l Output sanbion AMGA Q. what is the software release used for the first payload job?
Outpet deta

- A few members newly become expert in 2019, but still situation is not improved much
- ~30 % of the block was blank. Partly because some member left computing.

= We need to recruit new expert candidates continuously.

- Working on the automated ggus/JIRA submission to make the load smaller.
2020/1/15 Belle Il France computing workshop 13



I Future task list 14

Summarized in the following page:
https://confluence.desy.de/pages/viewpage.action?spaceKey=Bl&title=Computing+TaskList

= Distributed Data Management system based on Rucio
More scalability, automation. BNL guys are working on it.

- BelleDIRAC migration to python3

= Containerization of DIRAC job
OS dependency etc.

* Improvement of enduser client tools (gbasf2)

= Scout jobs for users
Automated validation of user jobs before fully submitting to sites

2020/1/15 Belle Il France computing workshop 14


https://confluence.desy.de/pages/viewpage.action?spaceKey=BI&title=Computing+TaskList

I Conclusion

* Belle Il has started, and importance of computing is growing.

* Our DC system based on (Belle)DIRAC is basically working:
More than 25000 jobs running in the ~50 sites.
Operation and development by limited man power.

* Need more works to live next 10 years operation
- More man power for the operation with reducing the load
- Automation of data management with Rucio-DDM
- Make physics analysis on grid easier

* Contribution from France group is highly welcome!
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I SuperKEKB/Belle II: in a nutshell 17

Scintillator + WLSF + SiPM’s (end-caps , inner 2 ]

Csl(Tl), waveform sampling! \\\\\\\\\

— electrons (7 GeV ~ - ( - :Z . arre ]
oy, = 62nm (HER) =4 v

— Beryllium beam pipe — :
O-y - 48nm (LER) [Zcmdiameter

[Vertex Detector - —— /A
ayers +4 layets DSSD
/ = 2 = £ ositrons (4 GeV)
Central Drift Chamber % K
- : 2 He(50%):C2Hs(50%), small cells, long leve :
i . h 2 ar en -

* Intensity frontier e*e” collider B-factory experiment with
peak luminosity of 8 X 103> cms (40 times of KEKB).

* Detector is also upgraded to improve performance and to
cope with huge beam background.

* More than 900 Physicists from ~ 100 institutes in 25 countries/region

2020/1/15 Belle Il France computing workshop 17



I schedule

Calendar year 2016 2017 2018 2019
Japan FY JFY2016 JFY2017 JFY2018 JFY2019
Summer shutdow! Summer shutdown| Power saving Summer shutdown
(power saving) (power saving) after mid July 2018 (power saving)
foacs : (end Feb. — mid JI.I:| 2018) :w/fuIIBelleII
phase 1 ogaen 1phase 2 (MR), i phase 3
] ! I - -
1 w/Qcs |
MR renovation for phase 2, including ! - ‘”t’B‘;"E"I(""VX”] :
MR startup installation of QCS and Belle Il | LER thrﬁ VXD installation
| 4
- 1 Assumes phase 3 operation
DR installation & startup DR commissioning 9 months/year
1

—i

I |

* Plan to accumulate 50 ab (x50 times of Belle)

>
[
[<=]

|

-

5"

-2

Peak Luminosity [cm

B T
= 50 ab!
[ et ; e 50
= —.
I ; 0 3
b : 1°
: .:3GI-
4 ﬁ 1%
_ 10 %,
' 1 X
o : 10
0 i et i | I T R R B A | I I I | |:n
olglgs  1/1/2021 1/1/2023 1/1/2025 1/1/2027

1/1/2019

- Phasel: SuperKEKB commissioning w/o final focusing and w/o Belle Il detector

- Phase2: Collision data taking w/ final focusing. No VXD (2018 Apr-Jul, 500 pb)

- Phase3: Collision data taking w/ full Belle 1l detector (2019 Mar): Just started!

2020/1/15

Belle Il France computing workshop
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Software Framework: basf2

> Used online and offline

!/"'_"“‘\ !/'"'_"‘“\ .
- Dynamic loading of modules Module En&me Eﬁahm
] #1 #2 #3
- Data exchange via DataStore
- Relations DataStore

> Root |/O

- Belle data input (b2bii)

Module chain

N

%
Module
#4

\J

StoreArray<Track=> tracks;
for (const Track& track: tracks) {
const PIDLikelihood* pid =
track->getRelated<PIDLikelihood=>();

}

ARICHLikelihoods

DedxLikelihoods

ECLPidLikelihoods

Muids

TOPLikelihoods

- Steering via python
— meta-frameworks

——

N\

4

r
&
&

»

PIDLikelihoads

Path

2020/1/15
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21

100G UPGRADE

: SINET{B#%) : TANe/TWA JASGCNet(£') e : Internet2(33)

—

o  : IGN(BE) - - AARNET(A—Z hSUT) e : TransPAC(:KE])

@IS : KREONET(Z[E) @mmmmme : SingoREN(>>Mai—IL) s AmLightEX Pk S))/RedCLARA( 78K )/RNP( 75 /L)/REUNA(F 1)
- : CERNET(PE]) S : ESnct(#&) G - GEANT(RA)

A
™ 2076 National Instite of Informatics gl 10

® JP-EU link upgrade from 2x10G to 1x100G -Feb. 2019 (Tokyo to Amsterdam on
NetherLight + L3 Peering GEANT-SINET)
® JP-NY link replaced by LA-NY 100G link . March 2019

® New Trans-Atlantic NY-EU 100G March 2019 -  httpsi/kds.kek.jp/indico/event/28721/contribution/2/material/slides/0.pdf
. https://www.nii.ac.jp/service/upload/1_meeting2018_sinet_20181029.pdf

2020/1/15 Belle Il France computing workshop 21



I Condition Database 22

> User interface similar to DBObjPtr<BeamParameters> beams;
DataStore interface double E = beams->getEnergy();

- Global tag: Assignments of intervals of validity (loV)
to payloads —» Database

- Conditions data stored in objects in root files (payloads)
— Provided via CVMFS or downloaded from server

Belle2db-files

Load balancer

Belle2db

Global tag

NGINX
http
server

Payload A

10V 3

Lustre file system




23

Job CPU efficiency by Site

113 Weeks from Week 52 of 2016 to Week 08 of 2019 e
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- DC central system
- DIRAC main servers are hosted by KEK

- Data transfer (DDM) and major development servers are hosted by

BNL
=™ = ™ ——
KEK i i i i MySQL DB
TN T e
hardware maintained by KEK CRC

services maintained by Belle |l

== DIRAC servers for test/development purpose
AMGA @ KEK (Metadata) + i ri LFC@KEK (Replica) at PNNL = BNL (USA)

hardware maintained by KEK CRC hardware [ services maintained by KEK CRC
services maintained by Belle |

A ——— | g S = T

DB @ PNNL (= BNL)

KEK will have slave DB
hardware maintained by KEK CRC
services maintained by Bellell

YOMS @ KEK  (+ @aDESY)

-

hardware / services maintained by KEK CRC Be”e ” DIStrIbUtEd CompUhng Utlllzes

many existing utilities / services / software
FTS3@KEK (+ @PNNL - BNL) as Core Services
hardware / services maintained by KEK CRC

2020/1/15 Belle Il France computing workshop 24
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Kato
Michel
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11 Huang

9 Ruslan

9 Hirata

6 Kato

2 Michel

1 Silvio

1 Jake

27 Hayasaka

78 Matt
Blank

Belle Il France computing workshop

25

2019
tine Lt iods 1ucs

7
5
5
4
4
4
2
2
1
1

16

25



I Active monitoring

26

= Perform sanity check of worker nodes by submitting jobs periodically.

» Results are summarized in web interface.

WN basic info

CPU information, software required by VO card.
CVMEFS.
Connectivity to SEs.
Connectivity to the Condition DB.

" site worker node CPU fcore|  memory 05 Kernel * rpm cvmfs releases Ni'::_' | disk free last update
- - - - - ) ! . - . Rawv. OK (refease- . 2018/03/16
ARC.DESY.de batch0315.desy.de AMD Opteron(tm) Processor 6378 w64 4038MB/cores | Scientific Linux release 5.9 (Carbon) . |2.6.32-696.18.7.el6.x86_64 0K . 438 00-09-D1) 5.9 HS06 . | 15 GB/cores 0g:21:01
| iy weon(R) CPU ES-2630vA & | - |- e | Réw © [OK (relfegse | | 201803716 ¢
ARC.KIT.d 01-120-134 el(R) Xeaf ? 4 419M fi I . . |2.6.32-696.20.1.¢l6. R ) OH :
Ry : & : 2.30GHz *40 |2 1.9 B/cores | Scientific Linux release 6.9 (Carbon) : 2.6.32-696.20.1.€l6 x§6_64 found 238 00-09-01) J.J._C_&&& 60 GB/cores 00:21:53
.I 1] . las.unimel mo o] tm) Proce ; 6128 16 20].‘4MBE Scientific L : lease 6.9 (Carbo : 2.6.32-696.18.7.2l6. Bs 64 oK Rt Ok (relasse- : 42 GBYf 2016/03/16
: ! : 1 pteron(tm) S5O0 b4 : cores | Scientific Linux release (Carbon) : X85 438 00-09.01) ii_Hs.Qﬁ_ cores 09:23:19
Cond DB connectivity
Site : WN : get URL tect DL CDB test Check Time: :
ARC.DESY.de batch0628:desy.... Succeeded; Succeeded: 2018-02-06:05:28:05 :
CLOfdfddUD.CC1_Krako...  ip-172-31-22-244  Succeeded: Succeeded : 2018-01-12 22:55:04 :
CLOUD.CC1_Krakow.pl ip-172-31-22-134  Succeeded: Succeeded 2018-02-06:00:46:42 :
SE connectivity
Site . SE . . Port Check . List(ls) FrepareFile Upload ChkSM{UL) Download | ChkSM (DL) RM (File) | RM (Dir) Exec. Time : Pisa-TMP-SE test starts...
DIRAC.ITG.in KISTFTMP-SE  © OK Lok Ok OF ok - oK ook Lok oK 2018-03-16 03:19:43 | pore check: stormfel.pi.infn.it:8444
stormfel.pi.infn.it:8444 is accessible
DIRAC.ITG.In BNL:TMP-SE LK . 0K oK o oK 0K oK oK | OK 2018-03-16 03:18:06
: : : : : L : : E lcg-ls test:
DIRAC.IITG.in KEK:DISK=TMP-SE: 0K - 0K oK oK oK oK oK oK - 0K 2018-03-16 03:16:06 § lcg-ls -v --connect-timeout 60 --sendreceive-timeout 60 --bdii-timeout 60 --srm-timeout €0 -1 -b -D srmv2
X : N : : X : : : : X . --vo belle srm://stormfel.pi.infn.it:8444/srm/managerv22SFN=/belle/TMP/belle
DIRAC.ITGn - Napol-TMP-SE - OK - 0K 0K oK oK - 0K SOk S0 - 0K 2018-03-16 03:14:12 S TYpey Seva
Tt e TR R D R R ey R R TR SHPRR TS v:x-xrﬂ(r—x 1 i 3 uwugg;:;:eﬁegi;:eﬁe;;w
N . . | L . e - r-Xr-Xr-x elle/TMP/belle/Data
LCG Fisa. it Fisa-TMP-SE . Ox . Ok OK & Get output fik(s) oK Ok Ok ;0K 2018-03-16 03:13:37 dr-xr-xr-x 1 0 UNENOWN /belle/TMP/belle/MC
> 2 ° @ R 3 @ 2 = dr-xr-xr-x 1 1 0 UNKNOWN /belle/TMP/belle/group
LCG, Roma3, it Roma3-TMP-SE © OK . 0K oK 0k oK oK oK oK Ok 2018-03-16 03:13:03 R 1 0 THKNOMY /belle/mip/belle/test




I Active monitoring (2)

- Test connectivity of CEs from DIRAC servers which submit pilots.

- 4 types of CEs: ARC, LCG, OSG (not implemented), and local SSH sites (~ 20 sites).

- Perform arcinfo, glite-ce-service-info, ssh connection.

Site CE Test Type Test Result
ARC.SIGMET =i jost.arnes.si ARCInfoTest oK
DIRAC.SSU.kr 203.230.60.185 SSHConnedtio... oK
DIRAC.Eeihang.cn 202,112,131.140 SSHConnectio...  Password required
LOG. Pisa.it grideed.pi.infn.it  LOGServiceInf.. OK
LCG.CYFRONET.E cell.grid.oyfro..  LCGServicelnf... OK
ARC.MPPMU.d= grid-arcce2.orzg.. ARCInfoTest n Downtime
LOG. Napaoliit atlas-creamOi.n.. LCGServicelnf.. 0K

LOG. Napaoli.it t2-recas-cedln.. LCGServiceInf.. OK

LOG. Torino.it t2-ce-OLtoinfnit  LOGServiceInf... OK

LOCG. Napcliit recas-cel2.nad.. LOGServicelnf.. OK

LOG. Napaoliit atlas-cream02.n...  LCGServicelnf.. 0K
ARC.KIT.de arc-1-kit.gridka... ARCInfoTest n Downtime
ARC.KIT.d= arc-2-kit.gridka... ARCInfoTest

Create Time ~
2018-07-01 08:21:45
2018-07-01 05:16:45

2018-06-30 21:17:24

Show log 15
Showy history 7
Elapsed time plot 22
Download log 7

2018-06-29 14:45:37

201E8-DE-25 14:45:36

2018-05-29 14:45:36

2018-D6-29 14:45:36

2018-06-28 09:20:50

2018-0E-2B (9:20:50

History

27

= SE health also tested by performing various operations from DIRAC slaves
(not shown in web app).

2018/7/10

Datz Time Test Result Software Elapsed time(s) Issue Count
2018-07-01 00:17:51 Password required N/ A 1.43827 4
2018-06-30 23:17:23 Password required Nf& 130578 3
2018-06-30 22:17:37 Password required Nj& 1.77481 2
2018-06-30 21:17:23 Password required NfA 130033 1
2018-06-30 20:17:126 OK TORQUE 4.2.10 0620081 128
2018-06-3D0 19:17:36 oK TORQUE 4.2.10 0.732918 127
2018-06-30 18:18:19 oK TORQUE 4.2.10 0.805503 126
2018-06-30 17:18:11 OK TORQUE 0.849739 125
CHEP2018 27
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I B2PlotDisplay 28

Trend | DOM Trend | DOM Task Trend | Storaae Accounting | Production |

7 day

Figures with a range

- Collect series of plots in single place.

* Plots are stored in the DIRAC DB periodically
and Web App load plots.

© 8 8 8 & ¥ 8 3 8 8

ARC.MPPMU.de

Pilot Trend

OSG.BNL.us

* Trend plots show statistics for terminal statuses (Done, Failed etc)

OSG.BNL.us

Submitted ~ e—e Done
Failed *—e Aborted o
Runnin g o o Ready

e+ Scheduled
Deleted
e—s Waiting

Submitted  +— Done
o—e Aborted
s s Ready

e—e Scheduled
Deleted
s Waiting

and active statuses (Running, Waiting etc) simultaneously.
For terminal statuses, differential numbers are shown.

= This style is useful to grasp the tendency with single plot.

2
2
g

g
2
g
2
]
g

* Log plot can be shown by clicking the plot.
(Sometimes, running occupy and hard to see Done or Failed).

2018/7/10 CHEP2018 28
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I B2PlotDisplay
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minutes

Pilot wallclock time (min)

Replication Trend

ICS

tatist

Ission s

Pilot subm

DownTime for folowing Sites/SEs

Production Progress

Overview (Link for shift log)

Affected Sites/SE

Down/Total CE (only for sites)

Se/SE

71

LOG.McGRc

Link
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.wm
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Completed

4

Decommissioning CA MCGILL CLUMEQ T2 computing  GOCDB page

2018-04-01 04:02

20180111 22:30

which Is a step to decommissioning the site by end of

Hosts

°
4

mucw,>mo

2

1. Submitted |

DownTime
(GOCDB information is translated in DIRAC convention)

2017-01-06

3

19% @ Under WMS

DM

20161111

wce| 2. JOb L

MC production progress
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I Automatic Issue Detector (AID) 30

* Issues are summarized in single place after analyzing monitoring information.
This enable non-expert shifter to report issues.

= Analyze log file to identify the issue automatically.

= Final plan is to put all the issues in single page, but still under development.
Shifters need to check plots in B2PlotDisplay for some cases.

Central Services

e DIRAC Servers

Primary SEs

@ CNAF-TMP-SE
O  SE Health check by DDM : checksum, remove file, remove directory, download, upload, Is do not work ARC.MPPMU.de

o e Waiting = « Failed

Sites Computing sites

Plots in BZPIotDispIayi:“a“'

Y ARC.MPPMU.de
©  Health checker info. : "Failed pilot jobs" has been found at 01:20:00 UTC on 2018/03/09.(detai|s)/

What happened? When started?

2018/7/10 CHEP2018 30



I Beam background

- ~;'81.:5.:':':"‘ﬁ :: ﬁl:

% 1

Belle I Ny
My I f ¢
\""s Ew‘. o ;

- Huge beam BG compared with Belle.
- Possible efficiency/resolution degradation

- Essential to implement properly .
- Largely depend on the acceralator condition. N ’Z&

Need run dependent BG simulation. o, S LR

- BG files are prepared beforehand, and “overlaid” in simulated event.

- They are distributed to SEs or shared places.

= Even in early phase3 only, total amount is several TB to assure randomness.

- Difficult to put in local cluster sites.
- Put part of BG files depending on the CPU resources.

- How to distribute run dependent beam BG is under discussion.

31
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I Automatic Issue Detector (AID) 32

* Issues are summarized in single place after analyzing monitoring information.
This enable non-expert shifter to report issues.

= Analyze log file to identify the issue automatically.

= Final plan is to put all the issues in single page, but still under development.
Shifters need to check plots in B2PlotDisplay for some cases.

Central Services

e DIRAC Servers

Primary SEs

@ CNAF-TMP-SE
O  SE Health check by DDM : checksum, remove file, remove directory, download, upload, Is do not work

ARC.MPPMU.de
ne i = Failed

e waiting

Sites Computing sites
S puting Plots in B2PlotDisplay ., iy
‘9 ARC.MPPMU.de

10
©  Health checker info. : "Failed pilot jobs" has been found at 01:20:00 UTC on 2018/03/09.(detai|5)/ |

What happened? When started? Ui

2018/7/10 CHEP2018 32



