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DATA CAROUSEL R&D : WHY ?
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DATA CAROUSEL R&D : WHAT ? 

● To study the feasibility to run various ATLAS workloads from 
tape
– Facing the data storage challenge of HL-LHC, ATLAS started this 

R&D project this June 2018

● By ‘data carousel’ we mean an orchestration between 
workflow management (WFMS), data management 
(DDM/Rucio) and tape services whereby a bulk production 
campaign with its inputs resident on tape, is executed by 
staging and promptly processing a sliding window of X% 
(5%?, 10%?) of inputs onto buffer disk, such that only ~ X% 
of inputs are pinned on disk at any one time.
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DATA CAROUSEL R&D : WHO?
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DATA CAROUSEL R&D : HOW ?

(for Run3)
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DATA CAROUSEL TESTS - PHASE 1 : CONDITIONS
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DATA CAROUSEL TESTS - PHASE 1 : RESULTS (ATLAS VIEW)

@CC-IN2P3 :
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DATA CAROUSEL TESTS - PHASE 1 : COMMENTS (ATLAS VIEW)
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DATA CAROUSEL TESTS - PHASE 2 : CONDITIONS

● The P2R2 test refers to the last 2018 RAW reprocessing 
campaign. 
– Timeline : started on the 8th August 2019

– Data volume varies by site

– No warning 

– Job released by ATLAS PS2 after 90% of staged input data

– Monitoring tool
● https://bigpanda.cern.ch/datacardash/
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DATA CAROUSEL TESTS - PHASE 2 : RESULTS (ATLAS VIEW)

@CC-IN2P3 : 311K files, 0.6PB data in 21 days → AVG 
THROUGHPUT << 1GB/s << P1R2 (2.1GB/s)
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DATA CAROUSEL TESTS - PHASE 2 : RESULTS (CC-IN2P3 VIEW)

ATLAS ACTIVITY ON HPSS 

860K files, 1.7PB data in 21 days (~1GB/s) : 
quite different stats wtr ATLAS report !
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DATA CAROUSEL TESTS - PHASE 2 : COMMENTS (1/2)

● FTS issues @CERN:
– FTS Scheduler degraded 

● FTS was not able to schedule transfers between the tape buffer to the 
disk on time  → files got garbage collected → transfer requests failed → 
FTS optimizer throttled to the minimum parallel transfer requests

– Fail nearline
● Redundant transfer requests’ failures → FTS optimizer throttling

– FTS Daemons’ crashes
● Failing to recover ”already started” requests → untracked staged files

● More details :
– https://indico.cern.ch/event/843988/contributions/3543611/attachments/1904532/314

6356/FTS_Data_Carousel_PostMortem.pdf

The main consequence of this problem was 
the CC-IN2P3 poor staging stats !

https://indico.cern.ch/event/843988/contributions/3543611/attachments/1904532/3146356/FTS_Data_Carousel_PostMortem.pdf
https://indico.cern.ch/event/843988/contributions/3543611/attachments/1904532/3146356/FTS_Data_Carousel_PostMortem.pdf
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DATA CAROUSEL TESTS - PHASE 2 : COMMENTS (2/2)

● During P2R2 the performance of CC-IN2P3 storage system 
was lower than P1R2.

● But it wasn’t a site issue nor a performance issue : 
– As later understood, it was mainly due to several FTS issues 

@CERN

– Besides, the number of requests per recall pool during P2R2 
@CC-IN2P3 was even increased wrt P1R2

– And site performance varies wrt the whole of concurrent 
activities within and outside a given VO, sharing same storage 
resources →how reppresentative can be this and past tests 
for storage systems’ performance assessments ?

● Future improvements :
– Revise dCache config for ATLAS : redundant intermediate pool-

to-pool copies (but that depends on how ATLAS’ actual tape 
usage) ? Increase # max requests per recall pools ?

– Move to IBM Entreprise class tape cartridges&drives (Jaguar)
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DISCUSSION POINTS

● ATLAS SW&Computing Week
– 4 sessions dedicated to Data Carousel: Sites, FTS&Rucio, 

Storage (dCache, CTA), Discussions

– Addressing two main gaps :
● Gap 1 : between the throughput out of the tape system itself and the 

throughput delivered to users (rucio in this case)
– This is to tackle the issues along the staging chain, dCache, FTS, Rucio, 

PS2, etc, to minimize performance penalties to the original tape throughput
● Gap 2 : between the nominal tape throughput and the current 

throughput out of tape
– This is about “smart writing”, by bigger files and/or better organizing files 

among tapes, to reach higher tape reading efficiency



DATA CAROUSEL @CC-IN2P3 15

DISCUSSION POINTS
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DISCUSSION POINTS

● Improvements on hardware
– Bigger disk buffer on the frontend

– More disk pool servers

● Improvements on software
– dCache request grouping mechanisms ?

– Other HSM interface: ENDIT (dCache plugin to solve scalability issue 
of default dCache HSM interface)

● Write in the way you want to read later
– File family is good feature provided by tape system

– There are more...group by datasets ? If grouping by dataset is too 
small is container a solution?

– Discussion between dCache/Rucio: Rucio provide dataset info in the 
transfer request ?

● File size
– ADC working on increasing file size for tape writing (target at 10GB)
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DISCUSSION POINTS

● Bulk request limit
– Need knob to control bulk request limit : 3 sites requested a 

cap on the incoming staging requests from upstream 
(Rucio/FTS)

– Consideration factors ---limit from tape system itself, size of 
disk buffer, load the SRM/pool servers can handle, etc

– Three places to control the limit
● Rucio can set limit per (activity&destination endpoint) pair

– Adding another knob on limiting the total staging requests, from all activities
● FTS can set limit on max requests

– Each instance sets its own limit, need to orchestrate multiple instances
● dCache sites can control incoming requests by setting limits on:

– Total staging requests, in progress requests and default staging lifetime
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NEXT STEPS

● New test with reprocessing campaign on the 6th January 
2020 (after FTS upgrade ?)

● Accounting @CC-IN2P3 ?
– Mounts per tape

– Number of drives used per VO and R/W activity
● Concurrent activities within and outiside a VO

– Stats by dataset (dataset distribution on tape) and file request 
(# of times a given file was staged)

● For recall pool configuration and buffer dimensioning
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USEFUL LINKS

● https://indico.cern.ch/event/756338/attachments/172384
5/2784624/update-atlas-data-carousel-wlcg-wg.pdf

● https://indico.cern.ch/event/651359/contributions/320853
6/attachments/1752789/2840658/atlas-data-carousel-GD
B-nov2018.pdf

● https://indico.cern.ch/event/865577/contributions/364682
7/attachments/1951569/3240027/CC_IN2P3_DATA_CA
ROUSEL_2019.pdf

● https://indico.cern.ch/event/823341/

https://indico.cern.ch/event/756338/attachments/1723845/2784624/update-atlas-data-carousel-wlcg-wg.pdf
https://indico.cern.ch/event/756338/attachments/1723845/2784624/update-atlas-data-carousel-wlcg-wg.pdf
https://indico.cern.ch/event/651359/contributions/3208536/attachments/1752789/2840658/atlas-data-carousel-GDB-nov2018.pdf
https://indico.cern.ch/event/651359/contributions/3208536/attachments/1752789/2840658/atlas-data-carousel-GDB-nov2018.pdf
https://indico.cern.ch/event/651359/contributions/3208536/attachments/1752789/2840658/atlas-data-carousel-GDB-nov2018.pdf
https://indico.cern.ch/event/865577/contributions/3646827/attachments/1951569/3240027/CC_IN2P3_DATA_CAROUSEL_2019.pdf
https://indico.cern.ch/event/865577/contributions/3646827/attachments/1951569/3240027/CC_IN2P3_DATA_CAROUSEL_2019.pdf
https://indico.cern.ch/event/865577/contributions/3646827/attachments/1951569/3240027/CC_IN2P3_DATA_CAROUSEL_2019.pdf
https://indico.cern.ch/event/823341/
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Centre de Calcul de l’Institut National de Physique Nucléaire et de Physique des Particules

BACKUP
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STORAGE SYSTEM : TAPE (2/3)

ATLAS & 
other LHC VOs

140 servers
22
PB



DATA CAROUSEL @CC-IN2P3 22

STORAGE SYSTEM : TAPE (3/3)

ATLAS & 
other LHC VOs
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WRITING POLICY (ATLAS SETUP)

3 space tokens (mctape, datatape, archive)

 

(≥2GB)

, ~8TB per pool
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READING POLICY (ATLAS SETUP)

● Optimize read operations by sorting files by tapes and positions
● Reduce the number of mounts / dismounts of the same tape
● Limit the number of drives used for staging

400 restores / pool  (P2R2) 
800 restores / pool  (now)

  (P1R2) 

4800
9600 

Each pool can handle 800 requests max (250 for P1R2, 400 for P2R2)

(shared by all experiments and r/w activities !)

(~10TB per pool)
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READING POLICY (ATLAS SETUP)
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DATA CAROUSEL TESTS - PHASE 2 : RESULTS (ATLAS VIEW)

@CC-IN2P3 :
311K files, 0.6PB data in 21 
days → AVG THROUGHPUT 
<< 1GB/s << P1R2 (2.2GB/s)
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ATLAS TOPOLOGY & NETWORK (1/2)
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ATLAS TOPOLOGY & NETWORK (2/2)
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