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Outline
q Overview: CPU benchmarking in WLCG 

– Why benchmarking?

– Current HEP-SPEC06 (HS06) and its limitations

q New approach: benchmarking using HEP experiment workloads 

– Overview, implementation, status

– Applicability to HPCs and GPUs

q Conclusions
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Why benchmarking CPU resources in WLCG?
Two main use cases for WLCG:

– Accounting

• Experiments request “X” CPU resources to do their computing for one year

• Funding agencies and sites provision “X” CPU resources to the experiments

• Resource review boards compare the “X” used to the “X” requested

– Procurement

• Each site buys the CPU resources providing the best “X” per CHF/EUR/…

In addition:

– Job scheduling

– Software optimizations
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Current WLCG benchmark: HEP-SPEC06 (HS06)
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Ian Bird, April 2019,
Computing Resources 

Review Board

https://indico.cern.ch/event/799564/contributions/3322692
https://indico.cern.ch/event/799564/contributions/3322692
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Is HS06 still representative of the WLCG WLs?

Which benchmark shall WLCG adopt after HS06?
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Is HS06 still representative of the WLCG WLs?

Which benchmark shall WLCG adopt after HS06?
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https://www.spec.org/cpu2006/

https://www.spec.org/cpu2006/
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Follow the HEP sw evolution 

q HEP software (and computing) evolves… so do HEP CPU benchmarks!
q As time goes by, WLCG computing is becoming more and more heterogeneous

q One of the challenges is how to summarize performance using a single number
– Unfortunately, this is needed at least for accounting purposes

1980’s
MIPS (M Instr Per Sec)
VUPS (VAX units)
CERN units

1990’s – 2000’s
SI2k (SPEC INT 2000)
INTEGER benchmarks
200 MB footprint

2009
HS06 (SPEC CPU 2006 all_cpp)
INTEGER + FP benchmarks
1 GB footprint
32-bit
x86 servers
single-threaded/process on multi-core

2019
2 GB footprint (or more)
64-bit
multi-threaded, multi-process
multi-core, many-core
vectorization (SSE, … AVX512)
x86 servers, HPCs
ARM, Power9, GPUs…?
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A reminder about HS06
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q Subset of SPEC CPU® 2006 benchmark 
– SPEC's industry-standardized, 

CPU-intensive benchmark suite, stressing a system’s
processor, memory subsystem and compiler.

q HS06 is suite of 7 C++ benchmarks
– In 2009, proven high correlation with experiment workloads

<<CPP showed a good match with average

lxbatch e.g. for FP+SIMD, Loads and Stores

and Mispredicted Branches>> [*]

– Execution time of the full HS06 suite: O(4h)

[*] “A comparison of HEP code with SPEC benchmarks on multi-core worker nodes”
J. Phys.: Conf. Ser. 219 (2010) 052009 CHEP-09

[*]
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WG activities - short overview (1)
Fall 2015 (@ GDBs)

– Some experiments start reporting performance deviation respect to HS06 

– Attention goes to fast benchmarks

• LHCb DB12, Atlas KV, Root stress-test

Spring 2016  (HEPiX)

– HEPiX CPU Benchmarking WG restarts coordinated studies

Up to Spring 2017 (WLCG workshop)

– Detailed analysis of fast benchmarks

• In bare metal servers as well as VMs 

☞ Excluded DB12 for lack of robustness 

– Understand systematics on HS06

☞ E.g. 32-bits Vs 64-bits correction factor

– Increasing expectations in the future SPEC CPU benchmark
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https://indico.cern.ch/event/319754

https://indico.cern.ch/event/609911/contributions/2620190/
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WG activities - short overview (2)
June 2017

– SPEC CPU 2017 finally available

• Will it solve the HS06 “crisis”?

Up to Summer 2018 (CHEP)

– Comprehensive comparisons of HEP Workloads and HS06

☞ Confirmed discrepancies for Alice and LHCb

– SPEC CPU 2017

• Detailed studies w.r.t. HS06

☞ Extremely high correlation of the 2 benchmark suites

☞ No advantage is moving to SPEC CPU 2017
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SPEC CPU2017
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same application area as in HS06

https://www.spec.org/cpu2017/Docs/index.html#benchmarks

Larger suite, more complex code, shaped for multi-core 

and multi-threads

https://w
w

w
.spec.org/cpu2017/press/release.htm
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WG activities - short overview (3)
Summer 2018

– Proposal of building a set of HEP reference workloads (WLCG MB)

• Enable feature studies of the experiments’ workloads

• Build a HEP benchmark suite

Fall 2018

– Collect instructions from LHC experiments to run reference WLs

– Prototype the build of HEP reference benchmarks in containers

– Studies on hardware performance counters (using Trident)

☞HEP WLs have same characteristics
and differ more respect to HS06 and SPEC CPU 2017 workloads 

2019 

– Start the HEP Benchmarks project 
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Unveil the dissimilarities between HEP WL and 
the SPEC CPU benchmarks
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HEP workloads

SPEC CPU2017
SPEC CPU2006
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Benchmarking CPUs using HEP workloads
q By construction, using HEP workloads directly is guaranteed to give

– A score with high correlation to the throughput of HEP workloads 
– A CPU usage pattern that is similar to that of HEP workloads

q It is NOT a replacement of HS06 for today
– This is the future approach to be adopted when the correlation with HS06 will be definitely broken
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HEP Benchmarks: project organization
q Current contributors

– M. Alef (KIT), J. M. Barbet (CNRS-IN2P3), O. Datskova (CERN), D. Giordano (CERN), C. Grigoras
(CERN), C.’Hollowell (BNL), M. Javurkova-Pagacova (UMass), V. Khristenko (CERN), D. Lange 
(Princeton), M. Michelotto (INFN), L. Rinaldi (INFN), A. Sciabà (CERN), A. Valassi (CERN)

• Core team for common infrastructure development and overall testing
• Experiment contacts for experiment-specific software, workloads, metrics

– Contact with industry, access to new HW 
• M. Girone (CERN IT-Openlab), L. Atzori (CERN IT-Procurement)

q Track work progress via Jira Project and Twiki
– Weekly meetings and Jira Sprint reviews
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• Developers
• Exp. experts

https://its.cern.ch/jira/secure/RapidBoard.jspa?rapidView=6519&view=planning.nodetail
https://twiki.cern.ch/twiki/bin/view/HEPIX/HEP-Workloads
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Project repositories
Three repositories @ CERN Gitlab

– hep-workloads

• Common build infrastructure 

• Individual HEP workloads 

– hep-score

• “Single-number” benchmark 
aggregator from several WLs

• Steer the WLs’ run

– hep-benchmark-suite

• Automate execution of multiple benchmarks

• Publish results
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https://gitlab.cern.ch/hep-benchmarks
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HEP Workloads
q Standalone containers encapsulating all and only the dependencies needed to 

run each workload as a benchmark 

q Components of each HEP WL
– SW repository (OS and CVMFS)

– Input data (event and conditions data)
– An orchestrator script (benchmark driver)

• Sets the environment
• Runs (many copies of) the application

– Each copy may be multi-process or multi-threaded
• Parses the output to generate scores (json)

17

Container images are made up of layers
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q Individual HEP workload container images are built, tested and distributed via gitlab

q Can be executed both via Docker and Singularity

Solid Build Infrastructure
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Readiness of HEP Workloads
q Criteria:

– Reproducibility, evaluated via a “pessimistic” 

spread: 
(scoremax – scoremin)/scoremean

– Robustness

• Do not crash. Properly reports failures

– Runtime duration

– Memory utilization (< 2 GB/core)

– Image size (mainly dominated by input data)

q All workload types are covered, with more 

than one experiment code
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Optimizations
q Current focus is on shortening the 

running time without affecting the 
precision

q A single round of all HEP-WLs takes 
6h35’. 
– Will be shortened to 3h30’

• Can it be reduced more? W.I.P

q As a reference HS06 runs in ~3h, 
executing 3 rounds of all benchmarks
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HEP Score
q Orchestrate the run of a series of HEP Workloads

q Compute & Report the HEPscore value
– Default config. defines the HEPscore value

– Other config. to perform specific studies

q HEP score does not include HEP Workloads’ sw
– HEP Workloads’ sw is “isolated” in dedicated containers
– Enable the utilization of additional WLs, as long as they comply 

with the expected API 
– Can be used by other domains
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HEP-score

Compute HEPscore

Report HEPscore

Run HEP Workloads

Collect &Validate  results
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HEP Score running mode
q HEP-score triggers HEP Workloads’ runs in sequence 

– A container per WL
– 3 times per WL, in sequence, and the median WL score is retained

q Each container runs the Experiment executable with a configurable number of threads (MT) or processes (MP)

q The available cores are saturated spawning a computed number of parallel copies

q The score of each WL is the cumulative event throughput of the running copies 
– When possible the initialization and finalization phases are excluded from the computation
– Otherwise a long enough sequence of events is used

q A WL speed factor is computed as ratio of the WL score on a given machine w.r.t. the WL score obtained on a fixed 
reference machine 

q HEPscore is the geometric mean of the WLs’ speed factor
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HEP Benchmark Suite
q Control the execution of several benchmarks 

– HEP-score, SPEC CPU2017, HS06, KV, DB12, …
– NB: does NOT distribute sw under 

proprietary license (such as HS06), 
just requires that code to be pre-installed

q Simplify the sharing, tracking and comparison 
of results 
– Metadata track data-centre name, CPU model, host, 

kernel version, …

q A sort of “Push the button” & Run & Get Results
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HEP-benchmark-suite

Collect & Validate Results

Get HW Metadata

Build Full Report Publish

Configure & Run Benchmarks
HS06 SPEC CPU2017 HEP-score other

STOMP
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Centralise the benchmark data storage
q Global results “publishable” to 

a messaging system in json format

– Ideal for monitoring and offline analysis

q Adoption

– @ CERN to continuously benchmark 

available CPU models

– Used in CERN commercial cloud 

procurements (HNSciCloud) 

– Tested by other site managers (GridKa, 

RAL, INFN-Padova, …)
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Benchmarks for heterogeneous resources
q In the future WLCG resources will likely include HPCs 

with GPUs
– “How to value pledged HPC resources”?

• WLCG MB requested to investigate approaches

q First demonstrator of standalone container for GPU
benchmarking available 
– Based on CMS reco with GPUs (Patatrack)

• Pixel track reconstruction, Calorimeter reconstruction

– Essential for us, to understand how to apply the approach 
used for CPU HEP Benchmarks to the CPU+GPU system

q Other GPU applications welcome
– LHC simulation, ML production applications, …
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Find here a recent seminar on GPU adoption in HLT farms 

https://github.com/cms-patatrack
https://indico.cern.ch/event/867891/
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Early adopters
q The HEP-Benchmarking-Suite will drive the CPU benchmark of all node in the CERN data centre

– Embedded into the Openstack Ironic enrollment procedures

q HEP-Workloads are being used to 
test/improve the CERN batch infrastructure
– First large scale tests

q Successful examples of runs in HPC centres
and/or on new x86 CPU models 
– eg: AMD EPYC 7702P 64-Core Processor (128 HT)

• x 1.15 score of a Intel E5-2640v3 (16 HT threads) 
when normalized to the number of threads

q Looking for many more adopters: could be YOU!
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CHEP 2019 contribution #52

https://indico.cern.ch/event/773049/contributions/3473820/attachments/1937858/3212037/Managing_the_CERN_Batch_System_with_Kubernetes.pdf
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Ongoing work
q Validation of the running WLs and produced “scores”
q Inclusion of new CPU/GPU WLs

q Consolidation of the WLs’ report 
q Consolidation of the HEP Score and HEP Benchmark Suite implementations

q Studies
– Compare Docker Vs Singularity HEP scores

– Run at large scale on production nodes
• Compare performance of HEP benchmarks and standard jobs 

• Compare with HS06 and SPEC CPU 2017

All those areas would greatly profit of new contributors 
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Conclusions
q After 10 years, HEP-SPEC06 no longer describes well enough HEP workloads

q Our solution: build a new benchmark directly from HEP workload throughputs
– Enabling technologies: Docker/Singularity containers and cvmfs tracing mechanism
– Individual containers exist for all workloads provided by the LHC experiments

• GEN-SIM of all four experiments, DIGI and RECO of CMS and ATLAS

q The full HEP Benchmarks chain is in place
– Already used by a number of  beta testers 

q Outlook: can extend the idea and implementation to HPCs and non-x86 resources
– A container for a workload with optional GPU offload (CMS Patatrack) is being tested
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Jira Statistics
q Work progression mainly in few months of activity

q Collective work and major attention gone to HEP-Workloads  

q Main activities:

– Develop the infrastructure

– Develop the Experiment specific wrappers (drivers)

– Validation
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Number of Tickets

Tickets per component

Tickets assignments
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CMS Patatrack in container
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