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COSMOS field

u COSMOS 2015 (Laigle et al. 2016)
u 2 deg2

u About 1 million sources detected in 
zYJHK as deep as 26.5 in i+ band

u Multi-color coverage from UV to far-IR 

u Medium bands in visible

u Photometric redshift with 0.01(1+z) 
accuracy at i<22.5

COSMOS field layout

range � �z1 4 where galaxies are most actively forming
stars. As most spectral features move into the rest-frame optical
in these redshift ranges, NIR data is essential for accurate
photometric redshift and stellar mass estimates. Covering a
large area is also essential to derive robust statistical N-point
functions or count in cells, to probe a variety of galaxy
environments, to trace accurately the large-scale structure, and
to minimize the effect of cosmic variance. In addition,
providing large numbers of bright, rare objects is essential
for ground-based follow-up spectroscopy.

The COSMOS project has already pioneered the study of
galactic structures at intermediate to high redshifts as well as
the evolution of the galaxy and AGN populations, thanks to the
unique combination of a large area and precise photometric
redshifts. However, early COSMOS catalogs were primarily
optically selected (Capak et al. 2007; although a subset of the
COSMOS bands have been combined with WIRCAM data;
McCracken et al. 2010). In Ilbert et al. (2013), the first
UltraVISTA data release (McCracken et al. 2012) was used to
derive an NIR-selected photometric redshift catalog (see also
Muzzin et al. 2013). In contrast to this earlier work, we now
add the optical z++-band data to our object NIR-detection
image, which increases the catalog completeness for bluer
objects. In addition, this paper uses the deeper UltraVISTA-
DR2 data release, a superior method for homogenizing the
optical point-spread functions, much deeper IR data from the
Spitzer Large Area Survey with Hyper-Suprime-Cam
(SPLASH) project, and new optical data from the Hyper-
Suprime-Cam.

These improvements to the COSMOS catalog make it
possible to create, for the first time, highly complete mass-
selected samples to high or very high redshifts subtending an
area of 542 Mpc h2 2 near _z 1. In particular, we are able to
extend the stellar-mass–halo-mass relationship to high redshifts
and to carefully study the connection between galaxies and
their large-scale environment throughout the transitional epoch
of mass accretion. This will be addressed in future works.
Finally, this catalog will also be invaluable in the preparation of
simulated catalogs for the Euclid satellite mission and for
defining what kind of spectroscopic catalogs it will require.

The paper is organized as follows. Section 2 describes the
data set and the preparation of the images. Section 3 details the
galaxy detection and the photometric measurements. Section 4
describes the computation of the photometric redshift and the
extraction of the physical parameters. Section 5 summarizes the
main characteristics of the catalog. Section 6 presents our
summary and outlines future data sets.

We use a standard ΛCDM cosmology with Hubble constant
�H 700 km s−1 Mpc−1, total matter density 8 � 0.3m , and

dark energy density 8 �- 0.7. All magnitudes are expressed
in the AB (Oke 1974) system.

2. OBSERVATIONS AND DATA REDUCTION

2.1. Overview of Included Data

The COSMOS field (Scoville et al. 2007) offers a unique
combination of deep ( –_AB 25 26), multi-wavelength data
( N Nl0.25 m 24 m) covering a relatively large area of 2 deg2.
The main improvement compared to previous COSMOS
catalog releases is the addition of new, deeper NIR and IR
data from the UltraVISTA and SPLASH projects.

As in previous COSMOS catalog papers, all of the images
and noise maps have been resampled to the same tangent point
R.A., decl.= (150.1163213, 2.20973097). The entire catalog
covers a square of 2 deg2 centered on this tangent point. When
the images were delivered as tiles, all of the data were
assembled into a series of 48096×48096 images with an
identical pixel scale of 0 15. Figure 1 shows the footprint of all
of the observations. Figure 2 shows the transmission curves of
all of the filters25 (filter, atmosphere, and detector). COSMOS
NIR data come from several sources: WIRCam data
(McCracken et al. 2010), covering the entire field, and
UltraVISTA (McCracken et al. 2012) data, covering the central
1.5 deg2. The UltraVISTA data includes the DR2 “deep” and
“ultra-deep” stripes. Note that this implies that the depth and
completeness in our final catalog are not the same over the
whole COSMOS field because they are derived in part from
these data. The COSMOS2015 catalog26 also offers a match
with X-ray, near ultraviolet (NUV), IR, and Far-IR data,
coming, respectively, from Chandra, GALEX, MIPS/Spitzer,
PACS/Herschel, and SPIRE/Herschel. In this paper, we limit
ourselves to the inner, deep part covered by both UltraVISTA-
DR2 and the z++ band (which is flagged accordingly in our
catalog). We denote as �UD the part of the field covered by the
“ultra-deep stripes” ( �K 24.7s at 3σ in a 3″ diameter

Figure 1. Schematic of the COSMOS field showing all of the optical (dark blue
and turquoise) and NIR (green and orange) observations used. The background
image corresponds to the χ2 YKHKs–z

++ detection image (as described in
Section 3). For reference, the region covered by the COSMOS-Advanced
Camera for Surveys (ACS) HST data (Koekemoer et al. 2007) is shown in
cyan.�COSMOS defines the 2 deg2 COSMOS square (dark blue).�Uvista (orange
area) is the region covered by the UltraVISTA-DR2 observations. We define
�UD as the light green area, corresponding to the ultra-deep stripes in the
UltraVISTA-DR2 observations. �Deep is the difference between �UVista and
�UD. In our analysis of the performance of the catalog, we limit ourselves to the
intersection between �UD with �COSMOS and �Deep with �COSMOS, after
removing the masked objects in the optical bands ( !�OPT, not shown on this
figure). The effective areas are given in Table 7.

25 www.astro.caltech.edu/∼capak/filters/index.html
26 ftp://ftp.iap.fr:/pub/from_users/hjmcc/COSMOS2015
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COSMOS field

u COSMOS 2015 (Laigle et al. 2016)
u 2 deg2

u About 1 million sources detected in 
zYJHK as deep as 26.5 in i+ band

u Multi-color coverage from UV to far-IR 

u Medium bands in visible

u Photometric redshift with 0.01(1+z) 
accuracy at i<22.5

Photo-z accuracy

Redshift

FMOS-COSMOS survey at � �z1.4 1.8 (Silverman
et al. 2015). These 178 FMOS at Subaru spectroscopic
redshifts were selected from the Ilbert et al. (2009) catalog,
which implies that the fraction of catastrophic failures (1.12%)
will be underestimated. We find T � 0.022 and I � 1.12%.

A faint sample of quiescent galaxies at � �z1.9 2.5
Krogager et al. (2014). This sample contains 11 faint quiescent
galaxies obtained with the WFC3-grism observations from the
3D-HST survey. We find T � 0.069, with no catastrophic
failures.

zCosmos faint sample at � �z1.5 2.5 (S. Lilly et al. 2016,
in preparation). This sample includes 767 galaxies color-
selected to lie in the range 1 1z1.5 2.5 observed with
VIMOS at theVLT. This redshift range is the least constrained
in photometric redshift and the median magnitude �iAB is as faint
as 23.8 (3σ, 3″). Nevertheless, we find T � 0.032
and I � 7.95%.

MOSDEF survey (Kriek et al. 2015). This sample includes
80 galaxies observed with MOSFIRE at Keck I. We find
T � 0.042 and I � 10.0%.

A sample of galaxies obtained with X-Shooter at VLT (M.
Stockmann et al. 2016, in preparation, Zabl 2015). This sample
contains eight massive quenched galaxies around _z 2 (M.
Stockmann et al. 2016, in preparation) and six narrow-band
selected emission line galaxies at _z 2.2 (Zabl 2015): five of
the galaxies have been selected based on [O II]MM3726, 3729
emission in the VISTA NB118 data (Milvang-Jensen
et al. 2013) using previous COSMOS photometric redshift,
and one of them through Lyα emission from the sample of
Nilsson et al. (2009). We find T � 0.061 and I � 7.14%.

VUDS at � �z0.1 4 (Le Fevre & Tasca 2015). The
VIMOS Ultra-Deep Survey targeted �z 2.4 galaxies using
color–color and photometric redshift selections. The VUDS
sample includes extremely faint galaxies with a median
magnitude of _�i 24.6AB (3σ, 3″) with a total exposure times
of 40 hr per spectra. This sample contains a larger number of
catastrophic failures, mostly because of the misidentification
between the Lyman and Balmer break features. This is because
some of the objects do not have associated NIR data. Such data
are extremely important at �z 1.5. We find T � 0.028
and I � 13.13%.

Note that the X-ray detected sources from XMM-COSMOS
(Cappelluti et al. 2007; Hasinger et al. 2007; Brusa et al. 2010)
and Chandra COSMOS (Elvis et al. 2009; Civano et al. 2012)
are flagged and are not used here. For those sources, the
photometric redshift are computed with a specific tuning and
are presented in Salvato et al. (2011).

4.4. Photometric Redshift Accuracy Based on the Probability
Distribution Function

We also assess the photometric redshift accuracy using the
1σ uncertainty derived from the photometric redshift prob-
ability distribution function (PDFz). The advantage of this
method is that we can investigate the photometric redshift
accuracy in any redshift-magnitude range. However, it requires
an accurate estimate of the PDFz.

In Figure 13, we show the cumulative distribution of the
ratio ∣ ∣ T�z z 1p s . The T1 error given by LEPHARE is defined as
the value enclosing 68% of the probability distribution function
of the photometric redshift. Assuming that zs is the true
redshift, 68% of the time it should fall within the T1 error. This
comparison shows that the T1 uncertainties enclose less than

the 68% of the expected value. This is confirmed when we split
the spectroscopic sample per magnitude and redshift bin. It
appears that our errors on photometric redshift are under-
estimated by a factor which depends on the magnitude. We
consequently chose to correct these errors by applying the
following magnitude-dependent correction: errors are multi-
plied by a factor of 1.2 for bright objects ( ��i 20) and by a
factor of ( )q ��i0.1 0.8 for faint objects ( ��i 20). This
issue was already present in previous COSMOS photometric

Figure 13. Cumulative distribution of ∣ ∣ T�z z 1phot spec . Of the spectroscopic
redshifts 58% have their photometric redshift within the 1σ error; this implies
that photometric errors are slightly underestimated. This plot is made with the
high-confidence spectroscopic redshift catalog.

Figure 14. Bottom and top panels: 1σ photometric redshift error as a function
of redshift for different magnitude bins on �Deep and on �UD.
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SED & Emission lines modelling
u Stellar continuum

u Bruzual & Charlot ‘03 templates

u Two SFHs: exponentially declining or 
delayed

u Dust extinction: Arnouts+ ’13 and Calzetti+ 
‘00

u Continuum and EL emission from star-
forming regions (Shaerer & de Barros ‘09) 
u Use number Lyman continuum photons

u Lines- ratios for other EL tabulated (3 
metallicities)

u Differential extinction between continuum 
and nebular regions, need data 
calibration 

Use of LePhare code (Arnouts et al., Ilbert et al.)



Calibration of the method

u Need to calibrate the method, 
particularly nebular extinction

u Use of reference samples of 
measured emission lines: zCOSMOS
& 3D-HST

Saito, de la Torre, Ilbert et al., in prep.



Calibration of the method
u Calibration of nebular to stellar extinction ratio f:

u Redshift dependence of f: less nebular attenuation 
wrt stellar at high redshift (e.g. Erb et al. ‘06, Reddy 
et al. ‘10, Kashino et al. ‘13, Price et la. ‘14, Panella
et al. ‘15)

Saito, de la Torre, Ilbert et al., in prep.

The Astrophysical Journal Letters, 777:L8 (6pp), 2013 November 1 Kashino et al.

(a) (b)

Figure 2. (a) 〈Eneb(B − V )〉 vs. 〈Estar(B − V )〉. Filled squares indicate the results from our co-added spectra with a best-fit relation (thick red line). The vertical
bars show the 1σ errors while the horizontal bars indicate the bin size in Estar(B − V ). The shaded area shows the errors on the fit. (b) AHα vs. M∗: yellow circles
represent the values of kHαEstar(B − V )/0.83 for FMOS galaxies with a best-fit line (thin solid line). The contours in gray scale show the distribution of ∼191,600
SDSS galaxies with the best-fit (thick gray line).
(A color version of this figure is available in the online journal.)

a sample of low-redshift starburst galaxies (see also Moustakas
& Kennicutt 2006). However, it is not established whether
this conversion factor is applicable for star-forming galaxies
at higher redshift. While some studies at high-z support the va-
lidity of this relation (Förster Schreiber et al. 2009; Wuyts et al.
2011; Mancini et al. 2011), Reddy et al. (2010) argue that such
excess reddening for nebular emission may not be needed for
UV-selected galaxies at z ∼ 2 (see also Onodera et al. 2010,
for a similar conclusion). Values of the f factor larger than 0.44
are also favored in a recent Herschel work (M. Pannella et al.,
in preparation). Rather than being dependent on redshift, this
factor may be related to specific SFR (see Equations (15) and
(16) of Wild et al. 2011).

For this exercise, we resort to using stacked spectra, as de-
scribed in Section 3.2. We specifically measure 〈Eneb(B − V )〉
in three bins of Estar(B − V ). The measured Balmer line fluxes
require a correction for the underlying stellar absorption, which
we assume to be EWHβ

abs = 2.0 Å, EWHα
abs = 1.8 Å (Nakamura

et al. 2004). The stellar absorption impacts the Hβ luminosity
at the !10% level while this is less for Hα (!2%). As shown in
Figure 2(a), the nebular extinction 〈Eneb(B − V )〉 ranges from
0.1 to 0.7 that corresponds to 0.7 ! AHα ! 2. Furthermore,
there is a clear correspondence between the nebular and stellar
extinction that can be fit with a linear relation characterized by
f = 0.83 ± 0.10, a factor that is dissimilar to the canonical
value of 0.44 and is consistent within the errors with an extrap-
olation of the relation from Wild et al. (2011).

In Figure 2(b), we compare the level of extinction of FMOS
and low-redshift galaxies, i.e., AHα (at a given stellar mass) as
derived from the individual values of Estar(B − V ) for each
galaxy and modified by our new factor f = 0.83. Star-forming
galaxies at z ∼ 0.1 from SDSS DR9 are indicated with stellar
masses provided by MPA-JHU and the best-fit relation of Garn
& Best (2010). While showing very good agreement between
the two samples at the low-mass end (M∗ ! 6 × 1010 M'), the
FMOS sample is elevated from the best-fit relation of SDSS
galaxies at higher masses. This is in slight disagreement with
results from Sobral et al. (2012) at z = 1.47, who implemented a
hybrid approach using [O II]/Hα calibrated against the Balmer
decrement of low-redshift galaxies. This inconsistency may not
be surprising since the use of the [O II]/Hα ratio as a indicator

of dust attenuation is questionable, given that the gas-phase
metallicity and the ionization parameter can also affect this
ratio. However, we cannot definitely rule out agreement with
both of these studies due to the uncertainties of our extinction
corrections. A best-fit relation to the FMOS data (small yellow
circles in Figure 2(b)) can be expressed as follows:

AHα = (0.72 ± 0.04) + (1.38 ± 0.05) log
[

M∗

1010 M'

]
. (3)

In Table 1, we list our measurements based on our line-fitting
routine and provide the derived measure of extinction in bins of
Estar(B − V ) and stellar mass.

4.2. Comparing Hα- and UV-based SFR Indicators

We now compare the SFRs derived from Hα and from
UV, assuming that both intrinsic SFRs are the same and then
determine what level of extinction (as parameterized by our
factor f) is needed to match the observed values. In Figure 3,
we plot the ratio SFRuncorr

Hα /SFRuncorr
UV for our quality (flag = 2)

sample as a function of Estar(B − V ). SFRs are derived from
L(Hα) using Equation (2) of Kennicutt (1998) or from L(UV)
using Equation (7) of Daddi et al. (2007). We see a clear
correlation between this ratio and the reddening thus we can
express the ratio of the observed SFRs in terms of both
Estar(B − V ) and a specific value of f as follows:

SFRuncorr
Hα /SFRuncorr

UV = 10−0.4Estar(B−V )(3.33/f −10.3). (4)

It is apparent that our data clearly falls well above the line
representing the case where f = 0.44. While the f = 0.83
case as determined from the Balmer decrement is more closely
aligned with the observed data than the canonical value, we
find that a best-fit of Equation (4) to the data yields a value
of f = 0.69 ± 0.02. This best-fit value of f is specific to the
present sample, the procedures adopted to estimate the SFRs
and assumed extinction law.

Based on the limitations of the current data set, we con-
clude that the value of f likely lies between 0.69 and 0.83.
For subsequent analysis, we average the results of the two ap-
proaches to arrive at a factor f = 0.76. The similarity between

4

Kashino et al. 2013



Calibration of the method
u Calibration of nebular to stellar extinction ratio f:

u Recovery of measured EL fluxes in 3DHST and zCOSMOS



Calibration of the method
u Calibration of nebular to stellar extinction ratio f:

u Use the redshift dependent nebular to stellar extinction ratio that 
best allows recovering observed fluxes in the reference samples:

𝑓 𝑧 = 0.44 + 0.2𝑧

Saito, de la Torre, Ilbert et al., in prep.

EL-COSMOS catalog 7

Figure 5. The dust attenuation factor, f , as a function of red-
shift. Our simple proposal, f (z) = 0.44 + 0.2z, comes from the
spectroscopic EL flux measurements, as discussed later (solid).
Another curve (dashed) is taken from Izquierdo-Villalba et al.
(2019), where the authors calibrate the redshift dependence from
the luminosity functions. Note that we normalize their curve such
that f (z = 0) = 0.44 to focus on the redshift evolution. The obser-
vational data points are mostly taken from Puglisi et al. (2016).
We plot the error bars along y axis when they are available, and
the ranges along x axis refer to redshift ranges for each observa-
tion.

in detail. Since it is under debate the detailed dependence of
f measurement on galaxy sample and methodology, we do
not discuss further the di↵erences. We also compare Eq. (5)
with the result in Izquierdo-Villalba et al. (2019) (dashed
line). In Izquierdo-Villalba et al. (2019), they calibrate the
redshift evolution of f such that their prediction of the EL
fluxes in their semi-analytic simulation becomes consistent
with observed luminosity functions. Note that, although f in
Izquierdo-Villalba et al. (2019) di↵ers for each single galaxy
depending on its metallicity and inclination angle etc., we
here normalize it so that f = 0.44 at z = 0, and focus on
the di↵erence in the evolution. Even though the two curves
have been derived independently, they are both consistent,
with the same trend of higher f values at higher redshifts.

3.3 Results

3.3.1 H↵ and [OII]

Figure. 6 is one of the main results in this paper. Our fiducial
model with f (z) = 0.44 + 0.2z performs well for both H↵
and [OII] within a factor of two beyond the flux limit in
all of the redshift ranges. Despite of the success, we also
confirm that our model tends to more overestimate the EL
fluxes in smaller flux ranges. Even though such a failure
could attribute to various assumptions and simplifications
in our modeling approach, let us discuss some issues which
we have identified.

As mentioned above, the standard deviations shown in
Figure 6 include naturally contributions from any kind of un-
certainties. One uncertainty, which accounts at least partly
for larger errors at smaller fluxes, is the one in the SED
fitting to the photometry. Since we do not allow negative
modeled flux, the distribution of Fmodel should be cut o↵ at
Fmodel = 0 when �Fmodel becomes su�ciently large. As a re-
sult, the mean of such a skewed distribution can be larger

than the original mean. To see its impact, we generate ran-
dom toy-model fluxes which follow a normal distribution
with its mean of Fobs and its variance of �(Fmodel), and then
measure the mean and the standard deviation of Fmodel/Fobs,
cutting at Fmodel > 0. The result is shown in Figure. 6 (cyan
square data points with a solid line). The toy-model results
are roughly consistent with the overestimation trend of our
predictions. Thus, even if our model works well on average,
large uncertainty results in a skewed distribution with the
cut at Fmodel > 0 and an apparent biased result.

In addition, we have identified that the uncertainty of
photometric redshift determination impacts on our flux pre-
diction at high redshifts of z & 2. In the bottom-left panel
of Figure 5, we have already presented that the result looks
more consistent with one, if we use the restricted sample of
galaxies whose photometric redshifts are relatively close to
spectroscopic ones. We do not confirm such a drastic impact
for the galaxies at lower redshift, z . 2. We visualize the
impact of photometric redshift more directly in Figure 7.
From this figure, it is even clearer that our prediction tends
to underestimate when we have a relatively large discrep-
ancy between two redshift estimates, |zbest � zphoto | & 0.1.
Notice that, as we mentioned before, zbest in 3D-HST does
not always correspond to a spectroscopically measured one.
Since we do not know true redshifts of the entire COSMOS
photometric galaxy sample, this is one of the fundamental
limitations of our flux modeling at z & 2.

3.3.2 [OIII]

Even though our primary focus is the prediction of the [OII]
and H↵ fluxes, let us briefly present the result for [OIII]. We
do not use the [OIII] for the dust calibration, because [OIII]
may be more sensitive to metallicity and ISM physics.

SS1: Any suitable references?

In Figure 8, we show the comparison of our prediction with
the spectroscopic measurements in zCOSMOS and 3D-HST.
We note that we fix the line ratio with [OIII]/H� = 4.1 for
this result. The result looks very similar to the [OII] case.
Our model tends to overestimate the [OIII] fluxes at smaller
fluxes, and the impact of zphoto accuracy is not negligible at
high redshift range in 3D-HST. In general, our model works
well within a factor of two.

However, it has been recently pointed out observation-
ally that the line ratio, [OIII]/H�., evolves with redshift on
average (e.g., Yabe et al. 2012). Motivated by the fact that
there could be residual information on the [OIII] EL in the
intermediate wavelength ranges of the photometry, we redo
our fitting by letting the line ratio, [OIII]/H�, be free along a
coarse grid, as we described above. This result is also shown
with black solid lines in Figure 8 where we do confirm a dras-
tic improvement in this comparison. Interestingly, however,
we find that this result tends to recover the trend of the in-
creasing line ratio at high redshift, as we show in Figure 9.
It is not surprising to obtain such a large uncertainty, since
our fitting relies only on photometric data.

MNRAS 000, 1–18 (2019)



COSMOS emission lines catalogue 

u A value-added COSMOS catalogue with predicted emission line 
fluxes (for main ELs) for more than 500 000 galaxies over 2 deg2

u Provide model SED for each galaxy (including ELs)
u EL catalogue & SEDs will be made public very soon
u Designed to prepare next-generation large (bright) ELG surveys

Saito, de la Torre, Ilbert et al., in prep.
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COSMOS emission lines catalogue 

u A value-added COSMOS catalogue with predicted emission line 
fluxes (for main ELs) for more than 500 000 galaxies over 2 deg2

u Provide model SED for each galaxy (including ELs)
u EL catalogue & SEDs will be made public very soon
u Designed to prepare next-generation large (bright) ELG surveys

First 20 SEDs

Saito, de la Torre, Ilbert et al., in prep.



𝐻# luminosity function

u Current LF measurements are uncertain, 
particularly at z>1

u But crucial for preparing next-generation 
cosmological surveys (Euclid, DESI, PFS, 
WFIRST…)

u Currently, small fields dominated by sample 
variance at high redshift (areas<0.2 deg2)

A&A 590, A3 (2016)

Fig. 1. H↵ LFs at various redshifts. The dotted lines mark the nominal flux limit of Euclid (3 ⇥ 10�16 erg cm�2 s�1) in the lower bound of
each redshift range. Observed Schechter LFs are shown as thin lines and squares in the observed luminosity range and listed in the labels. For
comparison, the LFs from Empirical Models 1, 2, and 3 are shown (in yellow, cyan, and pink, respectively) as thick lines in the same redshift range
(shown in the two extremes of each redshift bin).

evolution of the faint end slope, as attested by the evolution with
redshift of the �? and ↵ Schechter parameters.

3. Modelling the H↵ luminosity function evolution

As outlined in the previous section and shown in Figs. 1 and 2,
in the relevant redshift range for future H↵ missions, existing
H↵ LF measurements show large uncertainties and are often in-
consistent with one another. In light of these uncertainties, we
cannot recommend a unique model with only its statistical error
associated, because this would be based on a predefined evolu-
tionary and luminosity function shape. We, rather, present three
models based on di↵erent treatments of the input data (named
“Model 1”, “Model 2” and “Model 3”, hereafter). In particular
we adopt three di↵erent evolutionary forms to describe the un-
certain evolution of the H↵LF. For the shape of the luminosity
function, three functional forms were considered. The simplest
is the Schechter function. We also adopt, di↵erent methodolo-
gies, subsets of input data, and treatment of systematic errors to
explore the uncertainties and robustness of the predictions.

3.1. Model 1

In this model we used a Schechter (1976) parametrization for
the luminosity functions and an evolutionary form similar to

Geach et al. (2010),

�(L, z) dL = �?

 
L

L?

!↵
e�L/L?

dL

L?
, (1)

where

• �? is the characteristic density of H↵ emitters;
• ↵ is the faint-end slope;
• L? is the characteristic luminosity at which the H↵ luminosity

function falls by a factor of e from the extrapolated faint-end
power law. It has a value at z = 0 of L?,0;
• and e = 2.718... is the natural logarithm base.

We adopt the same evolutionary form for L? assumed in
Geach et al. (2010), and introduce an evolution in �?,

L?,z = L?,0(1 + z)� (2)

and

�?,z =

(
�?,0(1 + z)✏ z < zbreak

�?,0(1 + zbreak)2✏(1 + z)�✏ z > zbreak,
(3)

thus �?,0 is the characteristic number density today, which is
taken to scale as /(1 + z)✏ at 0 < z < z.break and /(1 + z)�✏
for z > zbreak.

A3, page 4 of 17

Pozzetti et al., 2016

Compilation of measured 𝐻# LFs



𝐻# luminosity function

u Use predicted flux from SED modelling of COSMOS galaxies
u Measure the luminosity function in redshift bins

u Forward modelling of the effect of luminosity error: 𝜙- 𝐿 = /𝜙-(𝐿)⨂𝜖(𝐿)
𝐿45 error 

distribution 

Saito, de la Torre, Ilbert et al., in prep.



𝐻# luminosity function
u 𝐻# luminosity functions

Saito, de la Torre, Ilbert et al., in prep.

12 S. Saito et al.

Figure 12. The estimated H↵ luminosity functions from the EL-COSMOS catalog in the six considered redshift intervals between
z = 0.3 and z = 2. The black solid curves show our best-fitting models including the convolution by the luminosity error distribution,
while red solid curves correspond to the associated intrinsic luminosity function models. The vertical dashed lines show the luminosity
completeness limits considered in the fit.

Emission line log�⇤,0 � ✏ zpivot log L⇤,0 � ↵ (fixed)

H↵ 2.92±0.04 1.33±0.11 0.45±0.20 1.38±0.02 41.58±0.03 1.925±0.09 -1.35
[OII] 1.90±0.04 -1.95±0.18 -2.41±0.21 0.99±0.02 40.73±0.03 2.60±0.08 -1.25

Table 1. Best-fit H↵ and [OII] luminosity function parameters and associated 68% marginal uncertainties. �⇤,0 and L⇤,0 are respectively
in units of Mpc�3 and erg s�1.

individual galaxy P(z |z0) in the subsamples, i.e.

z̄ =

Ø �Õ
z0 P(z |z0)

�
zdzØ Õ

z0 P(z |z0)dz
(13)

The best-fitting convolved model is shown with the black
curve in Figs. 12 and 14, while the underlying error-free
model is shown in red. One can see in those figures that
our models allows us to well reproduced the observed evolv-
ing luminosity function with the exception of the interval
0.6 < z < 0.9. In the latter interval, the observed luminosity
function is significantly above the best-fitting model. This
can be explained by invoking sample variance, the fact that
in this particular volume there is potentially a high overden-
sity that locally boosts the number of H↵ emitters. In fact,
such e↵ect has already been evidenced in previous analyses
in the COSMOS field in this particular redshift interval with
the discovery of an overdense structure in form of a wall at
z = 0.73 (Cassata et al. 2007; de la Torre et al. 2010; Iovino
et al. 2016). The evolutionary model parameters constraints
are presented in Figure 13 for H↵ luminosity function. Quali-

tatively similar posterior likelihood contours are found in the
case of [OII] luminosity function.

In the case of [OII], our luminosity function measure-
ments are restricted to three redshift intervals between
z = 0.3 and z = 2.5 with a gap at 0.9 < z < 2. This
makes unrealistic to constrain the entire [OII] luminosity
function evolution at 0.3 < z < 2.5 with our data alone.
We therefore add external [OII] luminosity function mea-
surements at 0.9 < z < 2 in the fit. In particular, we include
three of the most complete and accurate luminosity function
measurements. Those are z = 0.95 and 1.22 measurements
from Comparat et al. (2015) and z = 1.47 measurement from
Khostovan et al. (2015), which are shown in the lower pan-
els of Figure 14. We can see in the figure that we are able
to fit reasonably well with our model the luminosity func-
tions at all redshifts, including those coming from external
dataset. We note that in the regime of bright luminosities,
previous measurements tend to show an excess from a pure
Schechter functional form. This can be due to contamina-
tion from AGNs in those samples, or simply the contribution

MNRAS 000, 1–18 (2019)



𝐻# luminosity function
u 𝐻# luminosity functions

u Assumed 𝐻# LF evolution (Geach+ ’10):



𝐻# luminosity function
u 𝐻# luminosity functions

u Good agreement with Pozzetti et al. ‘16 models (Euclid current baseline for 
cosmological forecasts)

Saito, de la Torre, Ilbert et al., in prep.

EL-COSMOS catalog 15

Figure 15. Comparison between our best-fit H↵ luminosity function model and previous measurements from the literature, in di↵erent
redshift intervals (see insets).

Figure 16. Comparison between our best-fit [OII] luminosity function model in and previous measurements from the literature, in
di↵erent redshift intervals (see insets).

selection for comparison. In that case, we set the flux limit
to 6�(F�) = 6.3⇥10�17 erg s�1 cm�2, where �(F�) is the flux
noise averaged over 0.6 < z < 2.4 in PFS. The predicted flux-
limited counts based on Comparat et al. (2016) luminosity
function is also shown in the figure. We find that when aver-
aging over 0.6 < z < 2.4, our model predicts 8% less galaxies
than Comparat et al. (2016) model. One can see in the figure
that the EL-COSMOS corrected counts for the PFS targets
show an important dip at z ⇠ 1.6. This is associated to spe-
cific features in the PFS throughput estimate, which prop-
agate into the estimated SNR. This e↵ectively reduces the
SNR at this redshift, mostly a↵ecting the corrected counts

that have smaller SNR on average. By integrating the esti-
mated PFS (corrected) counts over 0.6 < z < 2.4 we find an
expecting number of 3886 deg�2 galaxies.

6 SUMMARY AND CONCLUSION

It is essential to model and understand emission lines from
star-forming galaxies in designing galaxy redshift surveys at
high redshift, z & 1. In this paper, we take an empirical but
physically-motivated approach to model the EL fluxes in the
COSMOS field where the multi-band photometric data is

MNRAS 000, 1–18 (2019)



𝐻# galaxy counts

Saito, de la Torre, Ilbert et al., in prep.



Clustering & halo modelling

u Clustering of ELG useful for:
u Understanding the link between star formation in galaxies and assembly 

of the LSS

u Preparing next-generation surveys, particularly for mock ELG galaxies

u COSMOS allows measuring angular clustering up to about z=2
u Defined three redshift bins from z=0.9 to z=2.0

u Clustering uncertainties estimated from HOD mocks based on 
BigMultidark following de la Torre+13a,b

u Need to account for Integral constraint/volume effect, empirical 
correction based on mocks 



Clustering & halo modelling

u Classical ELG HOD modelling (lum. threshold)

684 J. E. Geach et al.

matter haloes either as ‘central’ galaxies close to the density peak,
or ‘satellites’ distributed according to some radial density profile
(Navarro, Frenk & White 1997). Intuitively, the number of satellites
a halo can accommodate increases with halo mass, illustrated in the
real Universe by massive clusters of galaxies, where the central
galaxy is usually a massive elliptical surrounded by hundreds or
thousands of lower-mass cluster members. However, although the
occupation number might scale with halo mass in the stellar mass-
limited case, the exact selection of galaxies in a given sample will
affect the observed HOD. An HOD model parametrizes the proba-
bility distribution that describes the likelihood that a halo of mass
M hosts on average N galaxies (see Cooray & Sheth 2002, for a
review). As the projected clustering and number density of a galaxy
population (or populations) will depend on the form of the HOD,
we can use the observed clustering data to try to constrain models
of the halo occupation of HAEs. Critical to this approach is the
parametrization of the HOD; namely the functional form assumed
for the probability of finding a central galaxy, or N satellites in a
halo of mass M.

We follow the methods of Wake et al. (2008) and W11 to construct
a halo model, and refer the reader to appendix B of W11 for a
thorough description. In brief, one must parametrize the halo model
by defining functions for the mean number of galaxies in a given
halo, 〈N|M〉. Given the good agreement between the clustering
amplitude measured from the semi-analytic models and the data,
we adjust our fiducial halo model to match the simulations; here we
have the luxury of the direct prediction of the HOD from the model.
In Fig. 3 we show the HOD of 1.45 × 107 dark matter haloes in the
Millennium Simulation, populated with HAEs using the GALFORM

model. We show the HAE HOD for three luminosity cuts, LHα >

1041, 1042, 1043 erg s−1.
The star-forming galaxy HOD has some important differences

from typical mass-limited HODs (cf. Zheng, Coil & Zehavi 2007,
W11) that are worth noting. First, at the lowest halo masses, the
central galaxy distribution is approximately Gaussian, with a char-
acteristic host mass Mmin and scale σ . At halo masses M ! Mmin +
σ the distribution of centrals becomes approximately flat, simi-
lar to the mass-limited case though does not necessarily asymp-
tote to 〈Nc|M〉 = 1. One could therefore envisage a simple two-
component model for the central HAE halo occupation, with a

Gaussian distribution plus step function. At low Hα luminosities,
LHα ∼ 1041 erg s−1, above halo masses of ∼1011 h−1 M& almost
every halo hosts a central that is an HAE. As the luminosity limit is
increased, the low-mass Gaussian component becomes more promi-
nent (peaked) and shifted to higher halo masses, but with the occu-
pation number declining with increasing Hα at all halo masses.

The decline in occupation number within increasing Hα lumi-
nosity is in part due to the form of the luminosity function, but the
shape of the central HOD is likely to be driven by (a) the stellar
mass and star formation history of central galaxies as a function of
halo mass and (b) differences in the star formation efficiency as a
function of halo mass (e.g. the cooling rate on to central galaxies).
It is also important to consider that Hα emission can also result
from nuclear activity which might be important for bright, central
HAEs in massive haloes. The satellite distribution is similar to the
mass-limited case, with a smooth lower-mass cut-off in occupation
and 〈Ns|M〉 scaling as a power law at large M (Kravtsov et al. 2004;
Zheng et al. 2005). There is a simple luminosity dependence, with
the number of satellites declining as LHα increases. The decline in
satellite occupation at all mass scales for the more luminous HAEs
is a natural outcome of the shape of the luminosity function, with
LHα = 1043 erg s−1 probing exponentially declining L > L# HAEs
at this redshift (Geach et al. 2008; Sobral et al. 2012).

4.3.2 An HOD model for Hα emitters

The central HAE distribution can be adequately described by two
components:

〈Nc|M〉 = FB
c (1 − FA

c ) exp

[
− log(M/Mc)2

2σ 2
log M

]

+ FA
c

[
1 + erf

(
log(M/Mc)

σlog M

)]
(9)

where FA,B
c are normalization factors ranging from 0 to 1. The first

component describes the Gaussian distribution of centrals around
haloes of average mass Mc, and the second component describes
the high-mass distribution, which we take as the standard mass-
limited step function form (Zheng et al. 2007). The parameter σ log M

describes the typical mass range of haloes with HAEs as centrals

Figure 3. HOD model of HAEs at z = 2.2 predicted by GALFORM, where 〈Ngal|M〉 denotes the mean number of galaxies in a halo of mass M. We show the
HODs of central and satellite galaxies with Hα luminosities of (left to right panels) LHα > 1041, 1042, 1043 erg s−1 (points). The total number of haloes (that
occupy the Millennium Simulation volume) in this model is 1.45 × 107 (error bars are Poisson). There is a clear luminosity dependence to the HOD, with the
occupation number dropping at all halo masses with increasing Hα luminosity. The lines corresponding to ‘central’, ‘satellite’ and ‘total’ show the best fit to
the points extracted from GALFORM using our parametric HOD described in Section 4.3. At all luminosities we can fit the HOD with the same parametric form,
and we adopt this model in our fitting of the observed projected correlation function.
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occupation numbers. We therefore do not consider the segrega-
tion effect here. We find that we can obtain good fits by assuming
that both satellite populations follow the same NFW profile as
the dark matter. Constraints on the profiles of red and blue sat-
ellites could be better obtained from direct analysis of identified
groups, after which these profiles could be imposed in wp(rp)
fitting. Altogether, then, we have five free parameters (M1, !,
f0, sat , "M, cen , and "M, sat ) to simultaneously fit the projected cor-
relation functions of red, blue, and all galaxies, with the param-
eters Mmin and f0,cen fixed by number density constraints.

Figure 22 shows fitting results for the luminous (Mr < !21)
sample. The best-fitting HOD parameters are listed in Table 4.
With the five-parameter model, we obtain an excellent fit to

32 data points, with #2/dof ¼ 0:62 (top left panel ),26 showing
that the different spatial clustering of red and blue galaxies can
be well explained by their different occupations of dark matter
halos. In the fits, the mean occupation number of red galaxies
rises continuously with halo mass, while hN iM for blue galax-
ies shows a minimum near 3 ; 1013 h!1 M#. As halo mass in-
creases, the total blue fraction (bottom left panel ) has a sharp
drop, a small rise, then a gentle decline. The nonmonotonic

Fig. 22.—Color dependence of the HOD for theMr < !21 sample. The top left panel shows measurements of wp(rp) and best HOD fits for red, blue, and all galax-
ies in the sample. Mean occupation numbers of these three classes of galaxies are plotted in the top right panel. The bottom right panel shows mean occupation num-
bers of central (thick curves) and satellite (thin curves) galaxies for red (dashed curves) and blue (dotted curves) galaxies. The bottom left panel plots the blue fraction
for all galaxies (solid curve), central galaxies (dotted curve), and satellite galaxies (dashed curve). [See the electronic edition of the Journal for a color version of this
figure.]

26 We have estimated error covariance matrices separately for red, blue,
and all galaxies and treated them as independent, because a jackknife estimate
of a 32 ; 32 covariance matrix would be too noisy to invert robustly. However,
we may thereby underestimate error correlations.
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Clustering & halo modelling

u HOD modelling in COSMOS 

Redshift distributions

Based on photometric z-
PDF

Best-fits for 𝐻# luminosity thresholds
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Clustering & halo modelling

u HOD modelling in COSMOS 

Gonzalez-Perez+ ’18 (SAM)de la Torre+, in prep.

4032 V. Gonzalez-Perez et al.

Figure 8. The median stellar-to-halo mass relation for central galaxies in the
GP17 model at z = 0.76 (grey solid lines), with the 10th and 90th percentiles
(grey dashed lines). The median relations for model central galaxies selected
with specific survey cuts (see Table 2) are shown by the solid lines, colour
coded following the key. For clarity, the 10th and 90th percentiles are shown
only for the DEEP2 selection cut, and only halo mass bins with at least 100
galaxies are plotted.

For haloes with Mhalo ∼ 1012.5h−1M#, the median stellar mass
of model [O II] emitters is ∼1.5 greater than that of the global
population. This is driven by the cut in [O II] flux removing low-
mass galaxies. The selection of [O II] emitters removes the most
massive star-forming galaxies because they are dusty on average
and thus, the difference with respect to the global population is
smeared out.

4.2 The mean halo occupation distribution

The mean halo occupation distribution, 〈N〉M, encapsulates the av-
erage number of a given type of galaxy hosted by haloes within a
certain mass range. 〈N〉M is usually parametrized separately for cen-
tral, 〈N〉cen, and satellite galaxies, 〈N〉sat. When galaxies are selected
by their luminosity or stellar mass, 〈N〉cen can be approximately
described as a smooth step function that reaches unity for mas-
sive enough host haloes, while 〈N〉sat is close to a power law (e.g.
Berlind et al. 2003; Zheng et al. 2005). However, when galaxies are
selected by their star formation rates, 〈N〉cen does not necessarily
reach unity (e.g. Zheng et al. 2005; Contreras et al. 2015; Cowley
et al. 2016). This implies that haloes above a certain mass will not
necessarily harbour a star-forming galaxy or, in our case, an ELG.
For star-forming galaxies, the shape of the 〈N〉cen as a function of
halo mass can also be very different from a step function and in
some cases it can be closer to a Gaussian (e.g. Geach et al. 2012;
Contreras et al. 2013).

Fig. 9 shows the 〈N〉M for model [O II] emitters, 〈N〉[O II], selected
following the specific survey cuts detailed in Table 2. 〈N〉[O II] does
not reach unity for all the survey selections in the explored redshift
range (see also Fig. 10). This result is fundamental for interpreting
the observed clustering of ELGs, as the standard expectation for
〈N〉cen is to tend to unity for large halo masses. This point is further

Figure 9. The mean halo occupation distribution, 〈N〉M (solid lines), for
galaxies at z = 0.76 selected using the cuts indicated in the legend (see
Table 2 for their definitions). For galaxies selected using the DEEP2 cuts,
the contributions from central and satellite galaxies are shown as dashed and
dotted lines, respectively.

Figure 10. The redshift evolution (colour coded according to the legend,
covering the range z = 0.62 to z = 1.5 from top to bottom) of the mean
halo occupation distribution of [O II] emitters (〈N〉[O II]) selected with the
VVDS-Deep cuts (solid lines) and with only a flux cut of F[OII] > 1.9 ×
10−17erg s−1cm−2 (dashed lines).
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Clustering & halo modelling

u Derived HOD parameters
u Effective large-scale bias at 

different redshifts

u Luminosity thresholds to 
reproduce flux selections at 1 & 
2e-16 erg/s/cm2

u Bias increase with redshift by 
about 50% from z=0.9 to z=1.8

u Bias 20% smaller then predicted 
by SAM 

de la Torre et al., in prep.

Preliminary

Bias evolution


