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ESCAPE T2.1 Datalake infrastructure - status

Infrastructure
Storage endpoints deployed on 7 sites (out of 9): CERN, INFN, DESY, SARA/Nikhef, IN2P3, LAPP, IFAE/PIC
*  Covering 4 out of 5 storage technologies: DPM, dCache, SToRM and EOS
Work in progress: GSI and RUG (xrootd storage)

Data transfer and data management services
Dedicated RUCIO instance with on Rucio Storage Element (RSE) per storage endpoint
QoS: discussions with some sites and RUCIO team about how to implement it
File Transfer Service (FTS) integration (service running at the FTS-pilot instance at CERN)
ESCAPE VO recognised, dedicated IAM instance based on x509, token integration WIP
Ability to move files with xrootd/http/gsiftp with RUCIO+FTS and CLI/WebUi
Simple automated tests ongoing: continuous push+distribute transfers, results collected and displayed

Monitoring: FTS metrics, RUCIO events collected on an ES cluster, visualized through Kibana
Caching technologies: first investigations on XCache (stand-alone installation and monitoring)

Information system: CRIC integration in progress
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ESCAPE T2.1: Planning (proposal)

Short-term milestones (month 12, Feb 2020)
Storage endpoints enabled at all 11 participating sites
Functional tests enabled (data orchestration done with FTS and RUCIO)
Transfer matrix in place, monitoring and error reporting/debugging
XCache PoC deployed at one site, able to start collecting measures (ie. cache on/off
effects)
First version of a centralised information system (CRIC)

Mid-term milestones (month 18, Aug 2020)
Datalake performance tests (efficiencies, bandwidth, scaling, protocols, etc.)
Start identification of workloads (Hammercloud)
PoC: integration of SA and AUS sites into the datalake infrastructure
Prototyping of the overall datalake monitoring dashboard
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