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Goal 

● Understand resource usage for LSST jobs running at CC-IN2P3
● CPU efficiency, peak memory usage, reads and writes, …

● Grid Engine accounting ?
● unreliable I/O counters...
● stats only available after job completion

● Need for a new, more flexible, lightweight profiling tool
● provide real-time information
● help with occasional stalled jobs: “what’s happening ?”
● help with post-mortem of failed jobs
● optimize resource allocation for each task
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Linux procfs 

● Pseudo-filesystem available on all Linux systems (and some more)
● Kernel-level, reliable source of information about running processes
● Contains detailed information about resource usage

● /proc/[pid]/stat: process status, CPU time, allocated memory, …
● /proc/[pid]/io: read / written bytes
● /proc/[pid]/task/[tid]/children: list of children processes
● and much more
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Linux procfs 

● /!\ Child process counters are not integrated into the parent’s until it exits
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JoReMon: a metrics collection tool

● JoReMon is written in Go, based on prometheus/procfs
● Portable and standalone executable, very easy to deploy and run
● Also available as a Go library for developers
● Generates time-series of multiple metrics compiled from procfs

● CPU: time and current usage
● IO: bytes read and written on disk / in total
● Memory: RSS (RAM) and VMS (RAM + swap)

● Configurable frequency
● Outputs parsable JSON or CSV file
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JoReMon: how to use it ?
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JoReMon: how do we use it ?

● Hide parameters and binary behind a wrapper
● Very easy to integrate into existing workloads

● Call joremon.sh at the start of the job script
● Analog to the “sidecar” in container-based architectures
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Visualization and analysis

● A collection of Jupyter notebooks to parse JoReMon data
● Based on pandas and matplotlib
● Available at https://gitlab.in2p3.fr/bastien.gounon/plotemon

● Evolution of each metric over time, for a single job (ex: run_calexp)
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● Compile metrics from many jobs to extract general tendencies

Visualization and analysis

max memory usage job duration repartition

average behavior for 
typical runs

dataset of ~5000 
run_calexp jobs
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Evolution 

● JoReMon:
● Collect network usage
● Output data into a time-series database

● Visualization:
● Dynamic web UI or Grafana dashboard instead of notebooks
● More plots: we need your input !
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Conclusion and questions

● JoReMon is a generic tool for resource usage collection on Linux
● Can easily be integrated in any workload
● Visualization tools are still in early version and are bound to improve
● If you are interested, get in touch

Thank you!
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