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Computing: 20 M hours.CPU
—variable quota fraction is used (<50%)

Storage at CC-IN2P3: 59 TB

—suppression of some old files
Locally stored prod. files: 27 TB

— "free and share resources” policy

NSNEECOOEE

SET

517

1
Spdace us
“race allarated:

f3as/t2k | Space

Jsed, Lreakdown by

ile Last Access lires

| -a

Current contributions and efforts

s 13 months

-

PARIS

N

\
e da
1les
1les
iles
iles

-
- >
ur Lo nowou
L "L B L P

39 4 .2 | w08
117 33 [ 0,03
1373 [2.73
11T [ G
L4 3 L2 | LY
TS5 T3 [15.53

u 2
s 1t ays b.U LB
11 ays 166.7 ZB
» 2 ks 3.6 TB
s 7t nnthe=: .9 TN
t to 12 months 3./, 1B
2y 27T.0 TB

Lenzrezed o 2B_Y9s18

— As more space is efficiently shared/used, requests for space will be easier!
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S Expected state by the end of 12K LPNHE

Integration of computing resources into DIRAC
— sharing computing time (progressively) to meet production needs

— share storage for production files (>50% current storage)

Request for more storage
—additional 73TB granted for storage of computing results

New computing model (thanks to JENNIFER-II)
- Docker/Singularity image-based job submission for production

— Already used by PNNL people for Belle-ll/Project 8 (maybe others)
- (More) tools to facilitate user DIRAC experience

— unique entry point for job submission
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Model description: here

Resources shared via DIRAC skt O

RDP, MC -
Kamioka
T0
(Tape + T2

Software shared via CVMFS Disk)

e—# Kamioka DFC
Kamioka

oF c]

IRODS for data transfer between

(GRID)
clusters =
?;C] KEK
Very similar to Belle-ll's @< (oD
Similar issues with other f .

experiments (LSST, CTA...) “ieasc
— Obvious synergies
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svesne Hyper Kamiokande computing model L.

NHE

Computmg clusters
and local resources
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https://wiki.hyperk.org/working-groups/wg5-software/computing/tiered_computing_model.pdf

th NHE
sonsouN: Hyper Kamiokande computing needs L7+

v/

Resources shared over 17 countries

Construction (MC, 7y)

First 10 years of operations: Detector | CPUhrs | Storage (TB)
| | (One copy of each file)
—25 PB (data + MC — mostly FD) e ce v ] e
—8800 MCPU.hours —wWeo | M |52
(minimal with one copy of each file) — S ES T
_ : | Data Taking (Data, 10y) Data Takmg (MC, 10y)
Each T1 site don’t hold all data Setecr | _Daastorage (TB) | v oo | MC Storage (TB)
. . ' (One copy of each file) | | (One copy of each file)
_)rephca on at least one T1 site and "HyperK (FD) | 18,300 + 140 reduced |  25M | 500
INGrid 226 0.51M 26
one 12 site _ ND280 | 669 | _42am ] 4,950
 IWCD | 620 "~ 684M 367
: Flux N/A KEKCC 15
—cloud Computlng? ~ Total | 19,815(~199PB) | 751.71M | 5858 (~5.9 PB)
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swversite POSSIble contributions to HK computing L.

CC-IN2P3 is already Tier1 for LHC (WLCG)

— Infrastructure available, need resources
Could we become Tier 1 for HK?

— Conveners think this would be appropriate...

Use of tape for long term storage: virtually very very large!
— Store low-rate access data on tape (raw data/data acquired during construction?)
— Build-up requests for storage needed by production

Setup and maintain tools for job submission and data managements
— DIRAC file catalog, web interface, job submission for production...
— A lot of expertise within IN2P3 (DIRAC core developers etc)

— Useful for other IN2P3 experiments

gl
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File replication detalls

PARIS

Detector

Numbers of file copies

Construction (MC)

Data Taking (raw data)

Data Taking (MC/RDP)

HK FD

Tierd HK + N1 Tier2m<;

TierOuK + 2 Tie”lu{

Tier1 1K + N TierZMK

INGrid
ND280

Tier1 IN + N Tierle
Tier1ND + 7 TieerD

TierOIN + 2 Tier1IN
TierOND + 2 Tier1ND

Tier x +n TierZI_\;
Tiert ND T Tt TieerD

IWCD

Tiertwe + n Tier2we

TiBwa(j + 2 Tiert wo

TiG”WC + N Tier2wc

Flux

Tierd Fl+ 7N TierZH

TierOFl + 2 Tier1]:.‘|

Tier1 Fl+ N Tier2F1

Table 2: File replication for the Hyper-K raw data, RDP and MC production for the
construction and data taking periods. TierQ sites are in Japan, whilst Tier1 and Tier2
are overseas. Different labels indicate the tiers for the different detectors.
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