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Abstract

We propose to develop new machine learning techniques, focusing on
bayesian deep learning, to address the analysis challenges of future sur-
veys like LSST, Euclid or WFIRST. Those techniques would enable multi-
bandpass, multi-instrument processing of individual images, targeting sci-
ence objectives like shear measurement and photometric redshift estima-
tion on heavily blended objects, as well as time-domain measurements for
supernova identification.



1 Introduction

Astronomical surveys planned for the next decade will produce data that present
analysis challenges not only because of their scale (hundreds of petabytes), but
also by the complexity of the measurement challenges on very deep images (for
instance subpercent-level measurement of colors or shapes on blended objects).
Novel machine learning techniques appear very promising to address these chal-
lenges : once trained, they are very fast, and excel at extracting features from
complex images. On the other hand, astronomical surveys offer a unique envi-
ronment to motivate and test the further development of some machine learning
techniques. For example, preliminary results using a special type of deep neural
networks (called variational auto-encoders), as galaxies deblenders on simulated
images are very encouraging. As a matter of fact, machine learning techniques
can be applied directly to multi-bandpass, multi-instrument individual images
to address the key observation challenges without going through the traditional
steps of image stacking, explicit deblending, catalog generation, that lose infor-
mation at each stage. Beyond the aforementioned image treatment, analyses
pipelines could be deeply changed by the inclusion of machine learning tech-
niques. The example of gravitational lensing which is a major probe for Dark
Energy studies expected to be revolutionized by the coming LSST (Ivezié¢ et al.
2008; LSST Science Collaboration et al. 2009), Euclid (Laureijs et al. 2011) and
later the NASA WFIRST project (Spergel et al. 2015) surveys will be taken
here.

2 Machine learning to help analyses and survey
synergies

The Euclid satellite (Laureijs et al. 2011) should be launched in 2022. It will
gather about 30 petabytes of imaging data. The ground-based LSST telescope
project (Ivezié¢ et al. 2008; LSST Science Collaboration et al. 2009) will start
a ten-year survey in 2022 (with commissioning data available in 2020), and
will accumulate hundreds of petabytes of images. Later, the NASA WFIRST
project (Spergel et al. 2015) should also reach multi-petabyte-scale. The analy-
sis of these next generation astronomical data will nevertheless pose challenges
beyond their sheer volume. Those large projects have numerous science objec-
tives, each with specific constraints e.g.: very deep images mean that a large
fraction of objects overlap, and have to be deblended; measuring weak gravita-
tional shear requires a measurement of the local average shape of galaxies at the
sub-percent level, and to keep optical and atmospheric systematic effects under
control; measuring the distance of galaxies through their colors (“photometric
redshifts” or “photo-z”) is a necessary ingredient of shear analysis and requires
a measurement of the objects relative flux in different filter bandpasses at the
sub-percent level — LSST for instance takes data with six different optical filters,
whereas Euclid combines a wide-band optical filter and three near-infrared fil-
ters. The treatment of these problematics alone considering the volume of data



collected and the requirements for dark energy studies supposes an evolution of
our methods.

In addition, the new analyses developments to tackle the dark energy issue
rely on joint probes analyses and further down the road joint surveys analy-
ses (Rhodes et al. 2017). Many state-of-the-art astronomical analysis software
process each band independently for an individual survey, then combine the
measurements once catalogs have been built and the treatment of multiple ex-
posures even for a single survey is currently suboptimal. LSST will visit each sky
location of the survey about a thousand times : it is possible to “stack” those
shallow images to make deeper images, but information is lost in the process,
and more annoyingly, each shallow exposure has different observing conditions,
and thus a different point spread function (PSF). Because of CCD gaps and
defects, the PSF of a stack is ill-defined and discontinuous.

To make most of the analyses for dark energy studies, work can be done
at the pixel level, on individual frames. As a consequence, multi-band (and
ultimately multi-instrument) pixel- and frame-level processing has to emerge.

To address those various challenges, ML algorithms able to process petabyte-
scale astronomical data will be developed. Once trained, neural networks are
very fast, so are well adapted to the scale of the forthcoming surveys. This
type of techniques will moreover make use of all the available information in the
original dataset, avoiding loss in stack or catalog steps. It will also use in an
optimal way the color information, whereas many techniques process separately
each channel.

ML algorithms are extremely well suited to address the main challenges
of the astronomical surveys planned for the next decade: object identification
and separation (deblending), shape measurement, relative photometry measure-
ment, time series identification, all of this with a consistent treatment of uncer-
tainties. With deep learning, they can also be designed to make most of those
analyses at the pixel level, on individual frames allowing to integrate multi-band
and multi-instrument information. If the development of ML is mature enough
to advocate for their use in dark energy studies at this time, this approach
will go much beyond the current state-of-the-art in ML and will create novel
synergies in particular with pure advances in computer science’.

To elaborate further on this point: input astronomical images have care-
fully characterized noise properties (photon noise, CCD readout noise, electronic
noise, etc.). Traditional algorithms propagate those uncertainties to the final
measurement. This capability is a very strong requirement for any astronomical
image processing software. For instance, when deblending overlapping galaxies,
the input noise will end up being split between the images of the individual
galaxies and a sky background image. Pixels of the output images might have
correlated noise, and this noise correlation must also be characterized. Noise
properties of the final measurement have to be clearly established to allow their
use in dark energy oriented analyses.

IThe APC team has started collaborations on this topic, it has received an ANR grant for
the period 2019-2023 with Inria as one of the partners.



A paradigm shift has thus to be made in research for quantifying uncertainty
in deep learning used to identify when deep models are ’quessing at random’
and the development of a new class of probabilistic methods for practical yet
principled estimation of deep learning uncertainty. Recent advances in deep
learning performance have been spectacular, but reasoning about uncertainty
becomes crucial when deploying deep models in real-world applications, and
especially for astrophysical applications where imaging datasets suffer multiple
types of noises. The field of bayesian deep learning (BDL, Gal 2016), a frontier
in machine learning, offers a principled framework to quantify deep models’
uncertainty. In BDL, probability distributions are placed over deep models’
parameters, giving bayesian neural networks (BNNs) the possibility to infer
statistically meaningful uncertainties. But a chasm separates the capabilities of
current tools and capabilities needed in applications. The problems are inherent
to current BDL theory, requiring heavy theoretical and engineering machinery
to solve. Practical and scalable BDL tools for astronomical imaging datasets
have to be developed.

Other research work can be motivated by the recent developments in ma-
chine learning and especially in deep learning where neural networks achieves
very good results in image classification, speech recognition and natural lan-
guage processing. Many methods are developed to analyze and explore these
data in a supervised setting. However, most of the produced data does not come
with metadata and/or labeling. This raises two possible directions of investiga-
tion: (i) learning to classify using a few labeled examples, and (ii) transferring
what was learned in a given domain into another domain. Actually, active learn-
ing (AL) tries to overcome the difficulty of having a few examples available, and
may involve interaction (Ishida et al. 2019b; Ishida et al. 2019a). Deep learning
poses several difficulties when used in an active learning setting, as, by contrast,
active learning methods generally rely on the capability to learn and update
learning models from small amounts of data. Accordingly, one can adapt the
idea of “bayesian active learning” based on recent methodologies about an ac-
tive learning framework for high dimensional complex data combining bayesian
deep learning and active learning (Gal 2016; Gal and Ghahramani 2016; Gal
et al. 2017). In addition, bayesian active learning is well suited to deal with
uncertainty as this is the case for standard bayesian networks (Ghahramani
2015).

3 Introducing machine learning techniques in
analysis pipelines

One of the key observables brought by the LSST and Euclid surveys and that
will be crucial for dark energy studies in the next decade will be the shear
induced by weak gravitationnal lensing (Kilbinger 2015; Mandelbaum 2018.

If galaxy orientations are randomly distributed, their ellipticity averages out
intrinsically. An observed non-vanishing orientation is a local estimate of shear



induced by gravitational lensing of the intervening large-scale structure. Mea-
suring shear gives then unbiased information about the dark-matter distribution
in the Universe.

A central task in the use of this probe is obviously the galaxy shape measure-
ment and in this exercise the calibration, since generally the estimated shear
is biased. The science requirements for LSST, Euclid, or WFIRST are very
challenging, demanding calibration at the 0.1% level. A major source of bias
are blended objects (Euclid Collaboration et al. 2019). Going down to this
exquisite precision in the calibration level requires to think out of the standard
techniques, hence to look for an optimal treatment of the exposures to address
these problems as developed in the previous part. The advances in ML and cos-
mology clearly appear to be bound. Further, bayesian inference techniques that
do not require the measurement of individual galaxy shapes like in Bernstein
and Armstrong 2014 and Bernstein et al. 2016 could be developed and tested,
changing the classical pipelines for shear measurements in galaxy surveys.

There has been early attempts at using neural networks to address bias
in shear measurements (Gruen et al. 2010), or on building a low-bias shear
estimator on individual galaxies using measured features (Tewes et al. 2019).
Although, if using deep learning at the pixel level is starting to be used for
photometric redshifts, or for measuring galaxy features (Tuccillo et al. 2018;
Huertas-Company et al. 2018), this is still mostly uncharted territories for weak
lensing.

In the context of weak lensing, an important aspect to explore is the bayesian
measurement of photometric redshifts from multi-band images, extracting for
each galaxy a p(z) distribution, directly from the blended images (see Jones and
Heavens 2019). Compared to the state of the art, which uses template fitting
or neural networks applied to “colors” (difference between the measured mag-
nitudes in two bandpass) to derive a value of the redshift with a (Gaussian)
uncertainty, and is prone to “catastrophic errors” where degeneracies yield to
selecting a bad solution, we plan to work directly at the pixel level, on multi-
band image cubes, and output a p(z) probability distribution, using bayesian
networks. Some work has already been done on that topic, within LSST-France
(Pasquet et al. 2019), but using deep convolutional networks that output proba-
bility distribution functions, considering the problem as a classification problem,
rather than bayesian networks. An efficient synergy between LSST and Euclid
could be to use deep learning techniques, including BDL, on multicolor im-
age cubes, using both LSST 6-band images, and LSST+FEuclid 10-band images,
making again the most of the next major surveys for dark energy studies by de-
veloping sustainable and innovative analyses framework through joint advances
in ML.

Finally, in preparation for next generation surveys such as LSST, state-
of-the-art ML frameworks are being developed for dark energy studies using
supernovae. In particular, identification of supernova types using ML, has be-
come a strong research area. Recently, in order to incorporate model uncer-
tainties in classification of supernovae, a framework has been developed using
bayesian recurrent neural networks (Moller and de Boissiere 2019). Bayesian



NNs show promising results providing robust classification probabilities which
express epistemic uncertainties on supernova classification. Furthermore, within
LSST-France, an initiative is being developed to process the LSST alert stream
with a broker called Fink 2. Fink will combine active learning and bayesian NNs
to provide increasingly more accurate classifications of alerts.

4 Conclusion

A further development of machine learning techniques is crucial in the next
decade to maximize the scientific return and the synergies of the large pho-
tometric surveys supported by the in2p3. The use of those techniques will
allow first to address the huge volume of these survey but more importantly
will bring a new approach allowing to combine more efficiently multi-band and
multi-instrument pixel- and frame-level information in more efficient analyses.
As the statistical treatment of data and the mastering of uncertainties is essen-
tial for cosmological studies, development of ML techniques like bayesian deep
learning should be pursued.
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