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๏ High granularity calorimeters are perfect candidates  
for lepton colliders 

‣ Ideal for Particle Flow reconstruction, enabling imaging  
of showers, particle separation and identification 

‣ Good energy resolution for single particles and jets 

‣ Extensive and successful R&D within the CALICE  
collaboration for the ILC, designs adopted for CLIC,  
HL-LHC and now considered for FCC-ee (CLD, LumiCAL)

Mogens Dam / NBI Copenhagen

Two Complementary Detector Designs

CLD

u Consolidated option based on the detector design 
developed for CLIC 
q All silicon vertex detector and tracker
q 3D-imaging highly-granular calorimeter system
q Coil outside calorimeter system

u Proven concept, understood performance 

IDEA

u New, innovative, possibly more cost-effective design
q Silicon vertex detector
q Short-drift, ultra-light wire chamber
q Dual-readout calorimeter
q Thin and light solenoid coil inside calorimeter system

4 March, 2019Physics at FCC, CERN 12

Si Tracker

Si-W ECAL

2T coil

Scintillator-iron HCAL

CLD proposal for FCC-ee

๏ FCC-ee will be a precision machine: 
‣ Posing stringent requirements on particle reconstruction precision 
‣ Calorimetry – key component of particles’ energy measurement



CALICE
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CALICE: IMAGING CALORIMETRY R&D
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๏ CALICE was formed as a R&D collaboration for highly granular calorimeters for future 
e+e- colliders, optimised for Particle Flow (PF) reconstruction  

‣ Granularity goals defined by hadronic shower physics:  
‣ Segmentation finer than the typical structures in showers  

RM/X0 drive ECAL and HCAL (electromagnetic subshowers) 

‣ Large variety of detector technologies and approaches: 
• Proof-of-principle of detector designs 
• Reconstruction and simulation validation 
• Technological prototyping 
• Application of CALICE technology in other experiments 

‣ Large French implication in CALICE since the beginning: Omega, LAL, LLR, IPNL, CEA, …
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Frank Simon (fsimon@mpp.mpg.de)Evolution & Performance of Highly Granular Calorimeters - CALOR, May 2018

CALICE Technologies

• A rich test beam program, with a variety of different prototypes

�4

Validation

Electromagnetic - Tungsten absorbers

Figure 1: An photograph of the prototype in front of the CALICE AHCAL.

The four edges of each strip were polished to precisely control the strip size and give good sur-104

face reflection. From a randomly chosen sample of twenty strips, the measured mean (±standard105

deviation) of the widths, lengths and thicknesses were 9.85(±0.01)mm, 44.71(±0.04) mm, and106

3.02(±0.02)mm, respectively. A double clad 1 mm diameter Y-11 WLS fiber1, of length 43.6107

± 0.1 mm, was inserted in the hole of each strip. Each strip was enveloped in a 57 µm-thick108

reflector foil, provided by KIMOTO Co., Ltd. This foil has evaporated silver and aluminum109

layers between layers of polyethylene terephthalate, and has a reflection ratio of 95.2% for light110

with a wavelength of 450 nm[11]. Each scintillator strip has a 2.5mm diameter hole on the111

reflector to allow the LED light to come through for Gain monitoring.112

A shade, made of reflector film, was used to prevent scintillation photons impinging directly113

onto the MPPC, without passing through the WLS fiber. The detection of such direct scintilla-114

tion photons can give rise to a strongly position-dependent response. When the shade is used,115

the response to single particles at the end of the strip far from the MPPC is 88.3± 0.4% of that116

directly in front of the MPPC. A photograph a shade attached to the inside of the scintillator117

notch is shown in Fig. 5. Nine MPPCs were soldered onto a polyimide flat cable, as shown in118

Fig. 4, and were then inserted into the strips’ MPPC housings.119

Each pair of absorber and scintillator layers was held in a steel mechanical frame. Each120

frame held four 100mm× 100mm× (3.49±0.01)mm tungsten carbide plates aligned to make a121

200 mm × 200 mm absorber layer in front of the scintillator. The measured density of eight122

absorber plates was 14.25±0.04 g/cm3, and the mass fractions of different elemental compo-123

nents were measured using X-ray diffraction and energy-dispersive X-ray spectroscopy to be124

(tungsten:carbon:cobalt:chrome) = (0.816:0.055:0.125:0.005). The orientation of each layer was125

rotated by 90◦ with respect to that of the previous layer.126

In order to monitor the sensitivity of each MPPC, a LED-based gain monitoring system127

was implemented in the prototype. Each of the eighteen strips in one row was supplied with128

LED light by a clear optical fibre in which notches had been machined at appropriate positions.129

Figure 6 shows a photograph of these fibers, in which light can be seen being emitted by the130

notches. The LED is driven by a dedicated board [12]. The ADC–photo-pixel conversion factor131

of each MPPC was measured during the test beam experiment by using this LED system. This132

conversion factor was used to implement the MPPC saturation correction discussed in the next133

section.134

1provided by KURARAY Co., Ltd.

4

analog: Silicon and Scintillator/SiPM

digital: Silicon (MAPS)

Hadronic - Steel and Tungsten absorbers

analog:  
Scintillator/SiPM  
(Fe and W)

(Semi)digital: RPCs (Fe, W digital only)

J.Repond DHCAL 
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Testing in Beams 
Fermilab MT6  
 
  October 2010 – November 2011 
  1 – 120 GeV 
  Steel absorber (CALICE structure) 
 
CERN PS 
 
  May 2012 
  1 – 10 GeV/c 
  Tungsten absorber  
    (structure provided by CERN) 
 
CERN SPS 
 
   June, November 2012 
   10 – 300 GeV/c 
   Tungsten absorber 

Test Beam Muon events Secondary beam 

Fermilab 9.4 M 14.3 M 

CERN 4.9 M 22.1 M 

TOTAL 14.3 M 36.4 M 

A unique data sample 

RPCs flown to Geneva 
All survived transportation 

+ few-layer SD prototype with Micromegas

39 Mpixels in 
160 cm2

CALICE TECHNOLOGIES
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๏ Electromagnetic calorimeters: 
Tungsten/W absorbers 
‣ Analog: silicon, scintillator/SiPM 
‣ Digital: MAPS

๏ Hadronic calorimeters: 
Steel and Tungsten absorbers 
‣ Analog: scintillator/SiPM 
‣ Semi-digital: RPC 
‣ Digital: RPC
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SIW-ECAL EVOLUTION
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๏ SiW-ECAL: baseline ECAL for ILD (ILC) and CLD (FCC-ee) 

‣ Optimised for particle separation, not single particle resolution 

‣ Physics prototype in 2008, technological prototype with 5x5 mm2 cells in 2017 

‣ Work ongoing on detector integration: “long slab” ~1.5m, mechanical structure

Phys. proto (2008)

Tech.  
proto (2017)

Long slab  
(2018)

Carbon-fibre alveolar structure
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DECAL & AHCAL
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๏ AHCAL: baseline for ILD 
‣ 3x3cm2 scintillator tiles with SiPM 
‣ HCAL Base Unit (HBU): 144 channels/4 ASICs 
‣ Technological prototype: demonstrate 

scalability to full detector (8M channels)

Katja Krüger  | AHCAL overview |  CALICE meeting  |  1. October 2019  |  Page  3/18

Testbeam setup 9. – 23. May 2018 in H2 at SPS

> 38 active layers of 72*72 cm² in steel absorber with 1.7 cm layer thickness (~4 λ)
> mounted on the movable platform (“scissors table”) in H2
> beam instrumentation: wire chambers, trigger scintillators, Cherenkov detector

beam

Tech. prototype with  
22k channels in 40 layers 
constructed and tested in 
2017-2018

๏ Digital ECAL (DECAL): 
‣ Monolithic Active Pixel Sensors (MAPS): 

highly granular (50um), rad. hard and fast 
• Can be used both in Tracker and CALO 

‣ Successful prototype with 39M pixels, 
new sensors and ASIC studied within 
context of ALICE FoCAL upgrade

DECAL prototype 

MAPS with configurable 
strip/pad mode
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FRONT-END ELECTRONICS
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๏ High granularity calorimeters have very dense and compact design: 

‣ Absolute requirement of System-on-Chip ASIC or full integration (CMOS) 

๏ ILC bunch structure allows for power-pulsing, thus no active cooling 
‣ Alternatives with active cooling being investigated, requires ASIC optimisation

๏ Long & fruitful collaboration of 
CALICE with UMS Omega (IN2P3/
Ecole Polytechnique) 
‣ Providing front-end ASICs for 

most CALICE protos. 
‣ SiGe 0.35 µm CMOS technology 
• Required to move to 130nm!

OMEGA ROC chips

CdLT  ROC chips  ERDIT Stockholm 3

• Use of Silicon Germanium 0.35 µm  BiCMOS technology since 2004
• Readout for MaPMT and SiPM for ILC calorimeters and other applications
• Very high level of integration : System on Chip (SoC)

HARDROC2

SPIROC2

MAROC3

SPACIROC

SKIROC2

MICROROC1

PARISROC2

http://omega.in2p3.fr
Chip detector ch DR (C)

MAROC PMT 64 -2f-50p

SPIROC SiPM 36 +10f-200p

SKIROC Si 64 +0.3f-10p

HARDROC RPC 64 -2f-10p

PARISROC PM 16 -5f-50p

SPACIROC PMT 64 -5f-15p

MICROROC µMegas 64 -0.2f-0.5p

PETIROC SiPM 32 50fC-300pC
OMEGA ASICS for CALICE
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PARTICLE FLOW PERFORMANCE
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๏ Extensive development of particle flow algorithms 
‣ Arbor & PandoraPFA packages developed for ILC, but used as well for CMS, CLIC, CEPC and FCC-ee studies 

๏ Energy reconstruction using software compensation: 
‣ Non-compensation of calorimeters (EM≠HAD response) can be circumvented with software 

compensation methods, based on local energy density (exploiting granularity!)

Frank Simon (fsimon@mpp.mpg.de)Evolution & Performance of Highly Granular Calorimeters - CALOR, May 2018

Understanding Hadronic Showers

�19

Selected Results on Spatial Structure

Addendum to Paper 016: Longitudinal energy distribution in the
FTFP BERT physics lists of Geant4 version 10.1

N. van der Kolk

October 5, 2015

In version 9.6 of Geant4 the longitudinal energy profile of pions at 10GeV was not predicted

well by the FTFP BERT physics list. This in contrast to its satisfactory prediction of the profile

in version 9.3 of Geant4. Some errors have been identified by the Geant4 developers in version

9.6 which are corrected in the new release. Recently the latest version (version 10.1) of Geant4
became available for production within the CALICE simulation chain. In order to see if the

prediction of the longitudinal energy profile was improved, a sample of 500 k events at 10GeV

have been generated and analysed in the same way as was done for the published analysis.

Figure 1 shows Fig. 24 (b) from the paper with the addition of the profile found in version 10.1

of Geant4. The result from version 10.1 is closer to the data than the result from version 9.6,

however the improvement is not su�cient to describe the data in a satisfactory manner. The fact

that Geant4 physics lists are tuned exclusively on thin target scintillator data, could still be a

cause that for silicon the prediction deviates from the data.
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Figure 1: Longitudinal energy profile for 10GeV pions compared to predictions from the

FTFP BERT physics list in di↵erent versions of Geant4.

The average hit energy per layer predicted in di↵erent versions of Geant4 is also compared to

data. Figure 2 shows a modification of Fig. 21 (c) from the paper; the data is now compared to

only FTFP BERT, but from 3 di↵erent Geant4 versions. Additionally the y-axis is shown with

a log scale, so that small di↵erences between the di↵erent curves can be more easily seen. This

observable is overall best described in version 10.1, but near the shower start the energy per hit

is too high in all studied Geant4 versions. Version 9.6 has a lower mean hit energy than version

10.1, which explains the improvement seen in the longitudinal energy profile.
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SiW ECAL 
- the first interactions

NIM A794, 240 (2015) 2016 JINST 11 P06013

]Iλz from shower start [
0 1 2 3 4 5 6

E 
in

 la
ye

r [
M

IP
]

∆

0

20

40

60

80

100
+π

DATA  30 GeV
/ndf:  14.0/27 =  0.522χFit  

 1.1)%±f: (22.9 
  0.3±:   4.5 shortα

0
  0.1) X±: ( 1.6 

short
β

 0.01±:  1.35 longα

I
λ 0.02) ±: ( 1.24 

long
β

CALICE Fe-AHCAL

(a)

]Iλz from shower start [
0 1 2 3 4 5 6

E 
in

 la
ye

r [
M

IP
]

∆

0

20

40

60

80

100
proton

DATA  30 GeV
/ndf:   7.3/27 =  0.272χFit  

 1.0)%±f: (11.7 
  0.7±:   5.8 shortα

0
  0.2) X±: ( 1.2 

short
β

 0.01±:  1.32 longα

I
λ 0.02) ±: ( 1.29 

long
β

CALICE Fe-AHCAL

(b)

]Iλz from shower start [
0 1 2 3 4 5 6

E 
in

 la
ye

r [
M

IP
]

∆

0

20

40

60

80

100
+π

FTFP_BERT  30 GeV
/ndf:  16.5/27 =  0.612χFit  

 1.3)%±f: (26.6 
  0.2±:   4.4 shortα

0
  0.1) X±: ( 1.8 

short
β

 0.02±:  1.33 longα

I
λ 0.03) ±: ( 1.30 

long
β

CALICE Fe-AHCAL

(c)

]Iλz from shower start [
0 1 2 3 4 5 6

E 
in

 la
ye

r [
M

IP
]

∆

0

20

40

60

80

100
proton

FTFP_BERT  30 GeV
/ndf:  17.7/27 =  0.652χFit  

 0.9)%±f: (10.1 
  0.7±:   6.4 shortα

0
  0.1) X±: ( 1.1 

short
β

 0.01±:  1.34 longα

I
λ 0.02) ±: ( 1.27 

long
β

CALICE Fe-AHCAL

(d)

Figure 4. Fit of function (4.1) (black curves) to the longitudinal profiles of showers initiated by (a, c) pions
and (b, d) protons with an initial energy of 30 GeV and extracted from (a, b) data and (c, d) simulations with
the FTFP_BERT physics list. The dotted red and dashed blue curves show the contributions of the “short”
and “long” components, respectively.

5.2 “Core” and “short” parameters

The parameter �core characterises the transverse shower development near the shower axis and is
probably related to the angular distribution of secondary ⇡0s from the first inelastic interaction.
The behaviour of this parameter is shown in figure 10. It decreases with energy, the decrease being
very slow above 30 GeV. It is well predicted by both physics lists below 30 GeV and for protons
by FTFP_BERT in the full energy range studied here. The underestimation of the slope in the core
region by the FTFP_BERT physics list is ⇠ 5% for pions and ⇠ 10% by QGSP_BERT for both
particle types above 30 GeV.

The “long” component of the longitudinal profile which dominates in the shower tail, is
accompanied by the “short” component in the region of maximal energy deposition. The energy

– 12 –

JINST 11 P06013 (2016)
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Si Ecal - Number of tracks

2 GeV

10 GeV

● Mean number of secondary tracks increases with beam energy
● Surprisingly good reproduction of data by Geant4 

● active material: Si
● absorber: tungsten
● Geant4 10.01

CAN-055
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Figure 6. 50 GeV hadronic shower illustrating that connection between clusters could be done
with the reconstructed tracks.

but below the third threshold and N3 the number of hits that are above the third threshold.
a,b and g are parameterized as quadratic functions of the total number of hits (Nhit =

N1 +N2 +N3).

Tracks of low energy that stop inside the calorimeter may have hits passing the second
or the third threshold, especially those located at the end of the segment1. These hits of
a single track segment may bias the energy estimation based on this method. Therefore,
giving the same weight for all the hits belonging to these track segments could improve
on the energy reconstruction. To check this assumption, the same procedure of energy re-
construction for hits others than those selected by the HT method is applied and a constant
weight is assigned to the latter as follows:

EHT
reco = a 0N0

1 +b 0N0
2 + g 0N0

3 + cNHT (3.2)

where NHT is the number of hits belonging to track segments selected by the HT method.
N0

1,N
0
2 and N0

3 are respectively N1,N2 and N3 after subtracting the hits belonging to track
segments. a 0,b 0 and g 0 are new quadratic functions of the total number of hits (Nhit =

N0
1 +N0

2 +N0
3 +NHT).

1The high ionisation value dE/dx of the tracks at the end produces more charges and thus hits of the
higher thresholds are often observed.
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Figure 13. Top: distribution of the angle of the track segments in hadronic showers with respect to
the incoming hadron for simulation and for data at 10, 40 and 70 GeV. Bottom: ratio of the same
distribution between the simulation and data. Only statistical uncertainties are included.
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Figure 14. Left: Mean number of reconstructed track segments in hadronic showers as a function
of the beam energy (a) and the relative difference between simulation and data (b). Middle: Mean
track segment length as a function of the beam energy (a) and the relative difference between
simulation and data (b). Right: Mean angle of the track segments as a function of the beam energy
(a) and the relative difference between simulation and data (b). Only statistical uncertainties are
included.
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Figure 20: Energy dependence of the relative energy resolution of the AHCAL test
beam data in (a) and the simulation with 1⇥ 1 cm2 granularity and the FTFP BERT
physics list in (b), obtained using di↵erent approaches for the energy reconstruction
of pions: analogue (black), digital (green), semi-digital (red) and applying the soft-
ware compensation algorithm (blue). The dashed and dotted curves in (a) show the
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Different Schemes of Hadronic Energy Reconstruction

• CALICE hadron calorimeters use different schemes for 
energy reconstruction - depending on readout technology:

• scintillator: analog & software compensation

• gas: digital (1 bit), semi-digital (2 bit)

�12

Understanding the Performance of Highly Granular Calorimeters

N.B.: Semi-digital reconstruction and software 
compensation are related: both use optimised hit 
or energy dependent weighting factors

• Different schemes tested on AHCAL data (3 x 3 cm2 granularity)

Hadronic shower in SDHCAL

AHCAL (3x3cm)

ILD jet energy resolution
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๏ Extremely busy interaction region in the 
~140-200 pileup environment 
‣ Vertices spread in position and time! 

z: ±50 mm, t: ±150 ps 

๏ Pileup mitigation at new scale needed 

‣ Highly-granular tracking and 
calorimetry (esp. forward) 

‣ Timing measurement at σ ~ 30 ps 

➡ Going to new dimensions: 5D

GOING 5D FOR HL-LHC

11

4 Chapter 1. Overview of the MIP Timing Detector Project

Figure 1.2: Simulated and reconstructed vertices in a 200 pileup event assuming a MIP timing
detector covering the barrel and endcaps. The vertical yellow lines indicate 3D-reconstructed
vertices, with instances of vertex merging visible throughout the event display.

vertices that are incorrectly associated with the hard-interaction vertex. This reduction is quan-286

tified in Fig. 1.3. The left plot shows the mean number of incorrectly associated tracks as a func-287

tion of the line density of collision vertices. For a line density of 1.9 collisions per mm, which288

is the peak density for the case of 200 pileup collisions, the mean reaches over 25 incorrectly289

associated tracks without use of timing information. The addition of track-time information290

with 30–40 ps precision reduces the wrong associations by a factor of two. For line densities of291

0.9 mm�1, which is the mean density for 140 pileup collisions, inclusion of timing information292

reduces the mis-association to a mean of about 7 tracks, which is similar to the level for the293

peak line densities of the current LHC conditions without timing information. In addition to294

reducing the mean number of incorrectly associated tracks, the use of timing information sig-295

nificantly reduces the number of vertices with a large number of incorrectly associated tracks,296

as shown in the right plot in Fig. 1.3. The red curve, corresponding to 200 pile-up collisions297

without timing information, has many events with a large number of incorrectly assigned pile-298

up tracks. Use of the timing information resolves the vertices contributing to that high tail and299

recovers a distribution close to that of current LHC conditions, represented by the distribution300

for PU 60 without timing information.301

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
)-1Line density (mm

0

5

10

15

20

25

30

35

40

N
um

be
r p

ile
up

 tr
ac

ks
 / 

PV

3D vertex (no timing)
4D vertex, 30 ps
4D vertex, 50 ps
4D vertex, 70 ps

 event tracks, PU 200tt
 > 0.9 GeV

T
p

CMS Simulation Preliminary 14 TeV

Figure 1.3: Left: Number of pileup tracks incorrectly associated with the hard interaction vertex
as a function of the collision line density for different time resolutions. Right: Distribution of
the number of incorrectly associated tracks with and without timing information.

Phase-2 Motivations
• Radiation-induced ageing

– Replacement of tracker and part of calorimeters
• High pile-up in Run-4

– Upgrade of front-end and back-end electronics, trigger and DAQ
• Physics

– Access opportunities at 3/ab: Higgs; SUSY; SMP rare decays

6/18/2016 A. Belloni :: CMS Upgrades - LHCP2016 7

top-pair production + 140 additional p-p interactions

“Reality”

Reconstruction
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CMS HIGH GRANULARITY CALORIMETER

12

๏ HGCAL: replacement of current endcap calorimeters for HL-LHC 

‣ Inspired by CALICE concepts: SiW-ECAL and AHCAL: 28 Xo ECAL + 9 λ HCAL 
‣ Silicon/scintillator detectors in the high/low radiation regions 
‣ Triggering and reading data of >6M channels at ~1 MHz 

➡Particle-flow enabled detector for the busy HL-LHC environment

CE-E 
(Si)

CE-H 
(Si)

CE-H 
(Sc)

~2.3m

~2m

Endcap coverage: 1.5 < |η| < 3.0
Total Silicon sensors Scintillator
Area 620 m2 410 m2

Number of 
modules 29 900 3800

Cell size 0.5 — 1.2 cm2 5 — 30 cm2

N of channels 6 260 000 240 000

Power Total at end of HL-LHC: 
2x125 kW @ -30oC 

C 



FRONT-END ELECTRONICS
๏ Challenging front-end electronics requirements: HGCROC  

‣ System-on-chip: 
• Large dynamic range (1-3000MIP) 
• Low noise (S/N for MIP sensitivity) 
• Radiation hard (200 MRad) and low power (<15mW/ch) 

‣ Trigger cells formed from 4/9 silicon channels (4 SiPM) 

‣ Two (four) 1.28 Gb/s links for the data (trigger primitives) 

‣ Design lead by Omega 

๏ Concentrator needed for data and trigger paths: 
‣ Select trigger primitives and sent to trigger back-end 
‣ Zero-suppress data and transmit to DAQ (10 Gb/s links)

13

System overview
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HCAL TRIGGER & BACK-END ELECTRONICS
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๏ HGCAL raw trigger data stream will be ~300 TB/s, L1 rate ~1MHz 

๏ Significant data reduction required: multi-step approach 
‣ Concentrator ASIC and Trigger Primitive generator in the 

back-end will select and form trigger primitives 

๏ Both DAQ and TPG require boards with high I/O and 
significant processing power 

๏ Aim to use generic boards developed for the 
 whole CMS trigger and DAQ systems, 

‣ ATCA format, ~100 I/O links up to 16 or 
25 Gbit/s in and out, Ultrascale(+) FPGA(s) 

HGCROC

Concentrator

TPG Stage 1

TPG Stage 2

Correlator

Front-end

Back-end  
Trigger 

primitive 
generator

CMS 
Trigger

Global trigger

~300 Tb/s

~40 Tb/s

~20 Tb/s

~2 Tb/s



MECHANICS
๏ Original mechanics of the CE-E was inspired by the ILD design of the SiW-ECAL: 

‣ Opted for more traditional cassettes as in CE-H due to assembly constraints and flexibility 

๏ Challenges for compact design with cooling and absorbers 
‣ Absorbers: replaced W plates with Pb in CE-E, and brass with stainless  

steel in CE-H due to cost and manufacturing reasons 
‣ Removed 2 layers of CE-H due to space constraints 

‣ CO2 cooling pipes embedded within Cu-plates: extensive R&D!

15

CE-H

Silicon only CE:  
28 + 8 layers

Silicon +  
Scintillator CE: 

14 layers

120 μm

200 μm

300 μm

*Not to CE-E copper cooling plate
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HGCAL PERFORMANCE
๏ Several beam test campaigns with prototype sensors, 

modules and ASICs (based on CALICE chip):  

‣ Up to 94 silicon modules, 40 layers (~50 Xo, 5 λ) 
‣ Combined running with CALICE AHCAL for CE-H 

‣ Validation of electronics performance and calibration 

‣ Physics performance verified and simulation confirmed 

๏ Extensive reco. studies also performed with Full simulation!
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@CERN, October: Synchronisation with AHCAL
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300 GeV pion starting showering in CE-E
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SUMMARY
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๏ Plethora of high granular calorimeters studied within CALICE for future e± machines 

‣ Many French groups involved and very experienced with this technology 
‣ Technologies being considered for future e+e- colliders: ILC, CLIC, CEPC and FCC-ee studies 

‣ CMS HGCAL inspired by SiW-ECAL and AHCAL technology, but extensively adapted for HL-LHC 
• Fast readout, radiation hardness, ps-level timing, active cooling… 

๏ High granularity calorimeters are well prepared for future machines!

SDHCAL AHCAL DECAL SiW-ECAL HGCAL
Energy meas. Semi-digital Bi-gain MAPS Bi-gain Gain & TOT

Pileup – – – – (+in Lumi) +
Power pulsing + + +/– + –
Active Cooling – – – – +

Trigger Self Self Self Self 1MHz L1
Timing – O(ns) – O(ns) O(50ps)
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๏ Active elements: 

๏ 8” hexagonal silicon wafers p/n-type |  
thickness: 120/200/300 um | 192/432 cells | HV bias up to 1kV 

๏ SiPM-on-tile scintillator readout (à la CALICE AHCAL) 

๏ Electronics: 

๏ Front-End ASIC: rad. hard | low noise | high dynamic range (1-1000 MIP) | 
timing measurement | < 15 mW/ch consumption 
• High range with low power due to time-over-threshold (TOT) 
• Time-of-arrival (TOA) method with time precision of 20 ps 

๏ Trigger data from ASICs (300 TB/s) fed through concentrators to the 
back-end system (2 TB/s) in multi-stage approach 

๏ Engineering: 

๏ 30o/60o cassettes tiled with hexagonal silicon modules and 
partially mixed with scintillator tile boards 

๏ Full detector volume cooled to -30oC

KEY INGREDIENTS OF HGCAL
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2.3.3 SiPM-on-tile design

As discussed above, the design requirements for the detector are set by the necessity of main-
taining the ability to calibrate individual tiles using minimum-ionizing particles through the
life of the calorimeter. In addition, it is important that the services of the scintillator calori-
meter be compact and not use too large a volume at the outer edge of the calorimeter. After
consideration of several designs, the SiPM-on-tile technology used in the CALICE AHCAL
prototypes [15] was identified as the most cost-effective solution that also provided adequate
performance for particle tracking and identification.

The SiPM-on-tile technology utilizes direct readout of the light from the scintillator tile by a
SiPM that collects the light through a dimple in the surface of the tile. The dimple provides
mechanical space for the mounting of the SiPM and improves the uniformity of response across
the tile by reducing the response for particles which pass very near the SiPM compared with
those at a larger distance [16]. A drawing of a typical square tile developed by CALICE is
shown in Fig. 2.11, and a photograph is shown in Fig. 2.12.

Figure 2.11: Parameter drawing of typical square tiles developed by the CALICE Collabora-
tion. Tiles for the CMS endcap calorimeter will be ring-sections rather than squares due to the
geometry of the endcap.

Figure 2.12: Example of three CALICE 3 ⇥ 3 cm2 scintillator tiles mounted on a PCB that holds
one SiPM per tile. The left two scintillators are unwrapped to show the SiPM within the small
dome at the centre of the tile, while right-most tile is wrapped with reflective foil.

A MIP traversing an undamaged 3 cm ⇥ 3 cm ⇥ 3 mm tile has been shown to generate >20
photoelectrons by the CALICE Collaboration. Our test beam measurements, described in Sec-
tion 7.3.2.2, confirm this performance and demonstrate several important geometric relation-
ships: (i) the magnitude of the MIP signal is proportional to 1/

p
Atile, the inverse square root
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replaced by scintillator/SiPM panels, and the fraction of scintillator used grows progressively
toward the back of the CE-H. The scintillator area fraction varies from 40% in CE-H layer 9 to
90% in layers 16-24. These mixed cassettes follow a design similar to the silicon sensor cassettes.

The geometry of the 30 � CE-H cassettes is illustrated in Fig. 4.3, which shows a cassette with
both silicon and scintillator sensors. The cassettes are made in pairs such that full hexagon
silicon modules can be used along both radial edges. The scintillator sections are constructed
as simple 30 � wedges with radial edges to match the r � f geometry of the scintillator tiles,
described in Section 2.3. Each cassette is built and tested as a complete stand-alone unit with all
detector elements, electronics and cooling loop. At the point of insertion into the CE-H absorber
(Section 4.6) the cassette pair is combined into a single 60 � insertion unit with a geometry
similar to the monolithic 60 � CE-E cassette described above.

Figure 4.3: A pair of 30 � mixed silicon/scintillator cassettes ready to be joined into a 60 � unit
for insertion. This example corresponds CE-H layer 12.

The three different types of cassettes – CE-E, CE-H (silicon) and CE-H (mixed) – have different
thicknesses determined by their respective components: cooling plate, silicon or scintillator
sensors, electronics, and covers/absorbers. The longitudinal layout of materials in the three
types of cassettes is illustrated in Fig. 1.4. The respective nominal thicknesses are 24.4 mm,
13.0 mm and 14.9 mm, with the exception of the last CE-H cassette in which the downstream
2.8 mm thick Pb/steel absorber is replaced by a 1 mm copper cover. A 1 mm nominal clearance
is provided between the CE-H cassettes and the adjacent absorber layers. These dimensions,
together with the CE-H absorber thicknesses, determine the longitudinal segmentation shown
in Fig. 1.5.

More complete details of the design, assembly and testing of the cassettes are given in Sec-
tion 9.2.

4.3 Structural design
The mechanical structure of the endcap calorimeter, shown in Figs. 1.5 and 1.4, consists of
a set of steel disks that are the absorber material for the hadron calorimeter, a structure for
supporting the stack of cassettes for the electromagnetic calorimeter that include the absorbers
as an integral part of the cassette, and a polyethylene neutron moderator, whose purpose is
to reduce the neutron flux in the Tracker. The structure is cantilevered from the nose of the
first endcap disk of the iron yoke of CMS, YE1. The structural design is summarized here; it is

Si+Sci mixed cassette

SiPM-on-tile  
(AHCAL)
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and/or 3 ⇥ 3 neighbouring cells to form trigger primitives, shown as differing colour group-
ings in the figure, and the subdivision of the module into symmetric domains for the readout
chips, simplifying the layout of the module readout printed circuit board (PCB). Silicon wafer
layouts using the three-fold diamond configuration are shown in Fig. 2.4.

Figure 2.3: Schematic illustration of the three-fold diamond configuration of sensor cells on
hexagonal 8” silicon wafers, showing the groupings of sensor cells that get summed to form
trigger cells, for the large, 1.18 cm2, sensor cells (left), and for the small, 0.52 cm2, cells (right).

Figure 2.4: Drawing of hexagonal 8” silicon wafers, with layout of large, 1.18 cm2, sensor cells
(left), and small, 0.52 cm2, cells (right).

The cell size is driven both by physics performance considerations, such as the lateral spread
of electromagnetic showers, and by constraints imposed by the need to keep the cell capaci-
tance within a manageable range. In practice, this results in cell sizes of ⇡1 cm2 for the 300 and
200 µm active thickness sensors and ⇡0.5 cm2 for the 120 µm active thickness sensors, corre-
sponding to a maximum cell capacitance of 65 pF. Each sensor has either 192 or 432 individual
diodes, which act as sensor cells. The HV bias is applied to the sensor back-plane, whereas the
ground return from each individual cell is provided through the DC connection to the corre-
sponding front-end amplifier. Two cells per readout chip are segmented to include calibration
pads with smaller size and correspondingly lower capacitance and noise.

An irradiation campaign is underway, which will include noise measurements, with a partic-
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Silicon sensors

192 cells 432 cells
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๏ Detector modules with 2 PCBs  
< 6mm thick: 

1. PCB: “hexaboard”  
Wire-bonds to Si-sensor 
and very-FE ASICs 

2. PCB: Motherboard for  
powering, data concentration,  
trigger generation and 
bi-directional communication 

๏ Trigger/data transfer:  
low-power GBT links (lpGBT)

4.2. Modules and cassettes 49

a) b) c)

Figure 4.2: From left to right: a) wirebonds for three sensor pads at a stepped hole in the
hexaboard; b) wirebond to the Au-kapton layer to provide back-plane biasing of the sensor;
and c) wirebonds at the edge of the module to the sensor guard rings.

mockups of 8” modules demonstrates that the differential cooling of the differing material1070

layers leads to the module being pressed into the cooling surface, improving thermal contact.1071

Calculated stresses on the module were found to be three orders of magnitude below the point1072

at which breakage would occur.1073

A 105 µm thick layer of Kapton with a thin layer of gold is epoxied to the baseplate, very nearly1074

covering it completely. The thin layer of gold is on the exposed side of the Kapton. The Kapton1075

provides electrical insulation of the baseplate held at ground from the back plane of the sensor1076

at bias voltage.1077

The silicon sensors and the PCB are hexagonal with small cutouts at each of the six corners.1078

The cutouts provide access to the positioning and mounting holes in the baseplate. They also1079

provide access to a portion of the Au layer for wirebond connections to the PCB for the biasing1080

of the sensor back-plane. The PCB will contain the HGCROC front-end readout ASICs. The1081

signals from the sensor pads are routed to the HGCROC for on-board signal digitization. Holes1082

in the PCB expose the region around the intersections of groups of three pads.1083

The baseplate, kapton, silicon sensor, and PCB are bonded together with epoxy to form a single1084

physical unit. Three wirebonds are made between an Au bonding pad on the PCB and each1085

sensor pad, the Au-kapton layer that provides backplane biasing, and the sensor guard rings.1086

For the sensors with 0.5 cm2 cells, metal jumpers will route the signal on the sensor to a bonding1087

pad located at the junction of three other sensor pads so that 4 or more pads can be connected1088

to the PCB at a single hole. The wirebonds are protected by encapsulating them with a clear,1089

radiation tolerant silicon elastomer. An example of the wirebonds is shown in Fig. 4.2. An1090

automated assembly process has been developed with high-rate production in mind; it is fully1091

described in Section ??.1092

A rigorous quality control system is necessary to achieve high yield during prodution. Upon1093

receipt, components and other hardware are thoroughly inspected. Sensors are surveyed un-1094

der high magnification for defects such as chips, scratches or damage from probe station tests.1095

Baseplates are checked for dimensional accuracy. PCB electronics are tested. The wire bonding1096

machine includes a process-integrated quality control system that provides feedback on cur-1097

rent, frequency, friction, and wire deformation for every bond. This allows the quality of the1098

bonds to be assessed in real time and bonding parameters to be adjusted as needed. When1099

all wirebonds have been completed but before they are encapsulated, the module undergoes1100

a careful visual inspection followed by a basic electronic functionality test. All mechanical1101

properties and test results are currently kept in an organized file system and MySQL database.1102

Each produced module has a traveler record with all processing and test information that it has1103

experienced.1104

Hexaboard PCB for Test BeamHexaboard design for HGCROC

Wire-bonds from Silicon to 1. PCB
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System overview

3

System overview

3

Front-end (FE) Back-end (BE)๏ Detector modules with 2 PCBs  
< 6mm thick: 

1. PCB: “hexaboard”  
Wire-bonds to Si-sensor 
and very-FE ASICs 

2. PCB: Motherboard for  
powering, data concentration,  
trigger generation and 
bi-directional communication 

๏ Trigger/data transfer:  
low-power GBT links (lpGBT)
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SKIROC2 (CALICE)  

SKIROC2cms  

HGCROC TV1
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๏ SKIROC2:  
๏ ASIC used by CALICE in the SiW ECAL 

๏ Dedicated 64 channel Si-detector readout ASIC, SiGe 350 nm 

๏ SKIROC2cms: submitted and received in 1Q of 2016 

๏ Modification for test beams with CMS-like running conditions 
๏ 40 MHz clock and sampling, Gain + ToA + ToT 

๏ Test Vehicle 1: submitted in May 2016, received in August 2016 

๏ First HGCROC test vehicle in CMOS 130 nm architecture 

๏ Dedicated to preamplifier studies 
๏ Test Vehicle 2: submitted in December 2016, received in May 2017 

๏ Dedicated to analog channel study for TDR 

๏ HGCROCv1: submitted in July 2017, expected in October 2017 

๏ All analog and mixed blocks; many simplified digital blocks 

➡ Final HGCROC submission by mid 2019!HGCROC



HGCAL TRIGGER FLOW

24

HGCROC

Concentrator

TPG Stage 1

TPG Stage 2

Correlator

Front-end

Back-end  
Trigger primitive 

generator

CMS 
Trigger

Global trigger

~300 Tb/s

~40 Tb/s

~20 Tb/s

~2 Tb/s

๏ Resolution and granularity reduction,  
formation of trigger cells (TC) 

๏ Selects fraction of trigger cells 
(threshold or fixed number of highest energy TC) 

๏ Dynamical 2D clustering of trigger cells per layer 

๏ Formation of 3D clusters — trigger primitives (TP) 

๏ L1 trigger correlator with input from track trigger 

๏ Central CMS L1 trigger
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24 CE−H layers
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Figure 3.8: Overview of the major hardware components of the TPG for one of the two endcaps.
The other endcap is identical in structure.

In the first stage of the TPG, each board will receive up to 96 LpGBT links from on-detector. The887

layers in the CE-E section will have more than 96 links per layer, so the data from each CE-E888

layer will be shared across two boards. The CE-H layer data will fit into one board, although889

the last eight CE-H layers have only 48 links each and so two layers can be processed in one890

board. This will require a total of 48 boards per endcap. The outputs from these boards will be891

the 2D clusters and energy map for that layer. These will be transmitted to the boards in the892

second stage on 2304 links per endcap running at 16 Gbit/s.893

The second stage consists of 24 boards per endcap, each providing a processing node for a 24-894

fold time multiplexed system. These combine the 2D clusters in depth to form 3D clusters and895

the energy map data per layer will be combined with an appropriate weighting to give a total896

incoming transverse energy map. Each of the 24 boards in the second stage will then transmit897

the output data over twelve 16 Gbit/s links to the central L1T system, requiring 288 links per898

endcap.899

The TPG crates are separate from the DAQ crates. The TPG is also implemented in ATCA900

boards as it has to interface to the central DAQ system for its readout. The event data for the901

TPG will consist of the board inputs, outputs and some intermediate values. These will not902

all be read out for every event, but the maximum data volume per event would be around903

1.5 MByte, with the average substantially smaller at around 0.2 MByte. The latency buffer for904

these data must be implemented on the TPG boards themselves. The TPG crates therefore also905

require a DTH in the ATCA crate and the TPG boards send their event data to this. Hence, the906

ATCA crates for the TPG can contain 12 TPG boards for which one DTH board is sufficient to907

handle the rate. The whole system will require 12 ATCA crates and hence 6 racks. The major908

component counts are summarised in Table 3.2.909

3.4 Data acquisition system910

The HGCAL off-detector, or “backend” (BE), electronics consists of the data acquisition (DAQ)911

system, trigger primitive generator (TPG), detector control system (DCS) and detector safety912

system (DSS). Both the central DAQ [10] and L1 trigger [11] projects have produced interim913

BACK-END: TRIGGER PRIMITIVE GENERATOR
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๏ Stage 1:  

๏ Dynamical clustering based on 
the Nearest Neighbour TCs 
generates 2D clusters in each 
trigger layer 

๏ Stage 2:  

๏ Creation of 3D-clusters 
exploiting the longitudinal 
development of the shower 
using the projected position of 
each 2D cluster to identify its 
direction

๏ The Stage 1 –> Stage 2 data transmission is x24 time-multiplexed in 
order for all data from one endcap to be processed by one single FPGA


