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Part 1: Building blocks and detectors 
a. Charged particle tracking, vertexing 
b. Precision Timing 
c. Calorimeter hits 
d. Particle ID, e.g. LHCb RICH detector 

 
Part 2: Particle reconstruction 

a. Muons 
b. Photons/Electrons 
c. Taus, Hadrons  
e. Particle Flow 

Part 3: Composite objects and beyond 
a. Jets, MET 
b. Jet substructure 
c. Pileup Mitigation 
c.ii. special topic: Underlying event in heavy ions 

d. Displaced/Exotic objects
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ELECTRONS

The problem with electrons... 
They interact a lot more!  Primarily through bremsstrahlung 
Energy loss from bremsstrahlung:  
(energy loss is proportional to energy) 
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Bremsstrahlung)(“breaking”))radiaHon)

19&August&6,&2012& Andrey&Korytov&(UF)&

!

Charged particle undergoing a Coulomb scattering 
experience acceleration and must radiate  
 
Once in a while radiation can be very catastrophic taking 
away a large fraction of particle’s energy 
 
Average energy losses are proportional to particle’s 
energy (unlike ionization energy losses) 
 
For electrons: 
 
Contemporary trackers are fairly dense                            
(e.g. ATLAS and CMS tracker ~ 1 X0 thick):             
electrons require dedicated track reconstruction 
taking into account                                            
substantial progressive losses of energy 
 
 
Critical energy:  
bremsstrahlung dE/dx = ionization dE/dx 
 
For electrons: 20 MeV in iron (7 MeV in lead) 
 

! dE
dx

= E
X 0
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Mind your material! 
Important to consider the material 
budget in the tracker detector design



COMPLICATIONS WITH ELECTRONS

The tricky part of electron tracking is 
accounting for radiation loss from 
bremsstrahlung along the track trajectory 

Electron undergoes brem ~70% of the time 
Photon converts to e+e- pair 50% of the time 

Recover brem particles along the φ 
trajectory of the track because of the 
magnetic field 

Tracking has to account for energy loss 
Gaussian Sum Filter tracking = extension of 
Kalman Filter algorithm with a sum of Gaussians 
weighted by radiation probability

7
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Patrick Janot

A few subtleties : the devil is in the details (16)
� And what about electrons ? They radiate, and the brem Jgs  conWert  �

5-Feb-2011
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Figure 24: Efficiency as a function of electron pT for dielectron events in data (dots) and DY
simulation (triangles), for the medium working point of the sequential selection in a) |h| < 0.8,
and b) 1.57 < |h| < 2; and for the MVA selection used in Ref. [9] in c) |h| < 0.8, and d)
1.57 < |h| < 2. The corresponding data-to-simulation scale factors are shown in the bottom
panels of each plot. The uncertainties shown in the plots correspond to the quadratic sum of
the statistical and systematic contributions.
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Figure 26: Misidentification probability, measured in data as described in the text, as a function
of the electron pT in the barrel (red dots) and endcaps (blue dots) for candidates passing a)
the medium working point of the sequential selection, and b) the working point of the MVA
selection used in Ref. [9]. The uncertainties shown in the plots correspond to just the statistical
contributions.

composition of the sample used to extract its value. For this particular choice, it is mainly
related to the contamination from processes with genuine electrons, such as the associated
production of W and Z bosons, and tt events. The selection on the imbalance in transverse mo-
mentum strongly reduces such contamination, and therefore the systematic uncertainty, with
the consequence that the main uncertainty in the analyses comes from the difference between
the samples used to extract the misidentification probability and the one to which the result is
applied. This is strongly analysis-dependent and therefore not discussed further.

7 Summary and conclusions

The performance of electron reconstruction and selection in CMS has been studied using data
collected in proton-proton collisions at

p
s = 8 TeV corresponding to an integrated luminosity

of 19.7 fb�1.

Algorithms used to reconstruct electron trajectories and energy deposits in the tracker and
ECAL respectively, have been presented. A Gaussian sum filter algorithm used for track recon-
struction provides a way to follow the track curvature and to account for bremsstrahlung loss
up to the entrance into the ECAL. The strategies for finding seeds for electron tracks, construct-
ing trajectories, and fitting track parameters are optimized to reconstruct the electrons down
to small pT values with high efficiency and accuracy. Moreover, the clustering of energy in the
ECAL and its optimization to recover bremsstrahlung photons are discussed. Dedicated algo-
rithms are used to correct the energy measured in the ECAL as well as to estimate the electron
momentum by combining independent measurements in the ECAL and in the tracker.

The overall momentum scale is calibrated with an uncertainty smaller than 0.3% in the pT
range from 7 to 70 GeV. For electrons from Z boson decays, the effective momentum resolution
varies from 1.7%, for well-measured electrons with a single-cluster supercluster in the barrel,
to 4.5% for electrons with a multi-cluster supercluster, or poorly measured, in the endcaps. The
electron momentum resolution is modelled in simulation with a precision better than 10% up

What variables go into the selection?

34 6 Electron efficiencies and misidentification probabilities

electrons. The selections corresponding to the medium working point are given in Table 6.

Table 6: Requirements corresponding to the medium working point of the sequential selection
for electrons in the ECAL barrel and endcaps. At most one missing hit is allowed.

Variable Upper value, barrel Upper value, endcaps
|Dh| 0.004 0.007
|Df| 0.06 rad 0.03 rad
H/ESC 0.12 0.10
shh 0.01 0.03
|1/ESC � 1/p| 0.05 GeV�1 0.05 GeV�1

IsoPF (DR=0.3) / pT 0.15 0.15
|d0| 0.02 cm 0.02 cm
|dz| 0.1 cm 0.1 cm
Missing hits 1 1
Conversion-fit probability 10�6 10�6

The MVA selection combines requirements on the output of the identification BDT described
in Section 5.1, on the combined PF isolation, and on rejection variables for photon conversion.
The example discussed in this paper is the selection used in the search for the H ! ZZ⇤ ! 4`
process [9], which exploits the BDT optimized to identify electrons that are not required to pass
the trigger selection. In the training, the BDT for these not-triggering electrons does not use
any variables related to electron impact parameters, or variables used to suppress conversions.
Therefore such variables can be exploited in scientific analyses. For the H ! ZZ⇤ ! 4` analy-
sis, a requirement on the significance of the three-dimensional impact parameter |sip/ip| < 4 is
applied, and the number of missing hits is required to be at most 1. The combined IsoPF/pT is
required to be less than 0.4 in a cone of DR = 0.4. The selection is optimized in six categories of
electron pT and h to maximize the expected sensitivity, using two pT ranges (7 < pT < 10 GeV,
and pT > 10 GeV), and three |h| regions (|h| < 0.80, 0.80 < |h| < 1.48, and 1.48 < |h| < 2.50),
corresponding to two regions in the barrel with different amounts of material in front of the
ECAL, and one region in the endcaps. The MVA selection is used mainly in analyses that re-
quire high efficiency down to low pT, as well as sufficient background rejection. Examples of
such analyses are the Higgs boson searches in leptonic final states.

In addition, CMS has developed a specialized algorithm for the selection of high-pT electrons
(HEEP, i.e. High Energy Electron Pairs). Variables similar to those in the sequential selection are
used to select large-pT electrons, starting at 35 GeV and up to about 1 TeV. The main difference
is the usage of the detector-based isolation instead of PF isolation (the two algorithms offer
similar performance). Also, in the barrel, the ratio of the energy collected in n ⇥ m arrays of
crystals (either E1⇥5/E5⇥5 or E2⇥5/E5⇥5) is used, since this is found to be more effective at
high pT than using shh . This selection was adopted in many of the searches for exotic particles
published by the CMS experiment, e.g. Ref. [10].

6 Electron efficiencies and misidentification probabilities

A method based on the tag-and-probe (T&P) technique [42] exploits Z/g⇤ ! e+e� events in
data to estimate the reconstruction and selection efficiencies for signal electrons. The method
requires one electron candidate, called the “tag”, to satisfy tight selection requirements. Dif-
ferent criteria are tried to define the tag electron, and it is found that the estimated efficiencies
are almost insensitive to any specific definition of the tag. For the results in this paper, tag

}



PHOTONS

Identifying prompt and isolated photons important  
Particularly for analyses like H(γγ) 

Primary variables for photon identification are shower-shape and 
isolation (more on this later) variables  
No matched track to separate from electrons

10
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Figure 15: Distribution of the shower-shape variable, shh , for FSR photons in Z ! µ+µ�g
events in data (solid circles) and simulation (histogram), and for background-dominated pho-
ton candidates in dimuon triggered events (open circles). The barrel and endcaps are shown
separately. The simulated signal and background distributions are normalized to the number
of signal photons in the data. The ratios between the photon signal distributions in data and
simulation are shown in the bottom panels.

The photon isolation variables are obtained by summing the transverse momenta of charged
hadrons, Ip, photons, Ig, and neutral hadrons, In, inside an isolation region of radius DR in the
(h, f) plane around the photon direction. Since the reconstruction of the signal photons and the
particle-flow objects is not (yet) optimally synchronized, energy from the signal photon must be
removed from the isolation sums by imposing geometrical requirements. When calculating Ig,
particle-flow photons falling in a pseudorapidity slice of size Dh = 0.015 are excluded from the
sum. Similarly, when constructing Ip, summing the transverse momenta of charged hadrons, a
region of DR = 0.02 is excluded.

Charged hadrons are reliably associated with reconstructed primary vertices and thus Ip is
potentially independent of pileup. However, the association of photons with a primary ver-
tex is often less than certain, and an incorrect choice of the vertex used will give a random
isolation sum consistent with an isolated photon. For this reason, two variables are defined,
Ip, where the list of charged hadrons is measured with respect to the primary vertex chosen
for the photon, and I

max
p , where the isolation sum is the largest among those calculated for all

reconstructed primary vertices.

When the charged-hadron component of the isolation is calculated from candidates compatible
with the chosen primary vertex, it is independent on the number of pileup events as shown in
the left plot of Fig. 16, where the number of reconstructed primary vertices in the event is used
as a measure of the number of pileup events. This illustrative figure is made using photons
in g + jet events and requiring them to satisfy pT > 50 GeV, which, by ensuring 50 GeV of
recoil in the event, results in a high probability that the primary vertex of the hard interaction,

28 6 Photon identification
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[CHARGED] HADRONS

Match tracks to hadronic clusters to form charged hadrons 
Again, mind your materials!  
The tracker material acts as a hadronic preshower  
(for both charged and neutral hadrons)

13



COMPLICATIONS WITH HADRONS

Nuclear interactions often result 
in kinks in the track or a 
production of secondary particles 
Can be recovered with displaced 
track reconstruction 

14

12 3 Reconstruction of the particle-flow elements

displaced vertex within the tracker volume [31, 32]. Figure 5 shows the positions of these
reconstructed nuclear interaction vertices in the inner part of the tracker. The observed pattern
matches well the tracker layer structure and material. The misreconstruction rate is further
reduced with a specific treatment of these tracks in the PF algorithm, described in Section 4.
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Figure 5: Maps of nuclear interaction vertices for data collected by CMS in 2011 at
p

s = 7 TeV,
corresponding to an integrated luminosity of 1 nb�1, in the longitudinal (left) and transverse
(right) cross sections of the inner part of the tracker, exhibiting its structure in concentric layers
around the beam axis.

3.2 Tracking for electrons

Electron reconstruction, originally aimed at characterizing energetic, well-isolated electrons,
was naturally based on the ECAL measurements, without emphasis on the tracking capabili-
ties. More specifically, the traditional electron seeding strategy (hereafter called the ECAL-based
approach) [33] makes use of energetic ECAL clusters (ET > 4 GeV). The cluster energy and po-
sition are used to infer the position of the hits expected in the innermost tracker layers under
the assumptions that the cluster is produced either by an electron or by a positron. Because
of the significant tracker thickness (Fig. 3 right), most of the electrons emit a sizeable fraction
of their energy in the form of bremsstrahlung photons before reaching the ECAL. The perfor-
mance of the method therefore depends on the ability to gather all the radiated energy, and
only that energy. The energy of the electron and of possible bremsstrahlung photons is col-
lected by grouping into a supercluster the ECAL clusters reconstructed in a small window in
h and an extended window in j around the electron direction (to account for the azimuthal
bending of the electron in the magnetic field).

For electrons in jets, however, the energy and position of the associated supercluster are often
biased by the overlapping contributions from other particle deposits, leading to large ineffi-
ciencies. In addition, the backward propagation from the supercluster to the interaction region
is likely to be compatible with many hits from other charged particles in the innermost tracker
layers, causing a substantial misreconstruction rate. To keep the latter under control, the ECAL-
based electron seeding efficiency has to be further limited, e.g. by strict isolation requirements,
to values that are unacceptably small in jets when a global event description is to be achieved.
Similarly, for electrons with small pT, whose tracks are significantly bent by the magnetic field,
the radiated energy is spread over such an extended region that the supercluster cannot include

14.08.2012

UIC University of Illinois
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R. Cavanaugh, HCPSS 2012Slide:
Date:

of 50 LPC
LHC Physics Center

• Fake tracks come from wrong combinations of hit 
associations
• So, reduce the number of hits fed to the track finder
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A few subtleties : the devil is in the details (15)

� IOcSeaTiOg  Uhe  USackiOg  efficieOcZ  :  IUeSaUiWe  USackiOg  (cPOUgd)
� Nuclear interactions, photon conversions, decays in flight :

z Many tracks reconstructed 

Î With TIB/TID and TOB/TEC seeding

z Small fake rate dealt with by PF protections

� Next problem : avoid double counting from primary vs secondaries

z CSeaUe  a  hMiOk  bZ  WeSUeYi  beUXeeO  QSiNaSZ  aOd  secondaries
ÎAnd chose the best energy determination

Most likely the primary if more than 5-6 hits, secondaries otherwise

� Typical particle-flow attitude : reconstruct/identify as many particles as possible !

5-Feb-2011
Particle Flow Event Reconstruction

90

Green: reconstructed tracks
from nuclear interaction

And even try to catch secondary 
tracks 

Next problem: avoid double 
counting primary vs secondaries

Map of nuclear interactions

To avoid double counting, nuclear 
interactions need to be identified 

and combined into primary particles  
(part of particle flow, see later)



SUMMARY: CHARGED PARTICLE TRACKING

Side-by-side comparison of muon, pion, electron tracking 
efficiency ̶ this illustrates the challenge of tracker material for 
charged hadrons and electrons

15
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Figure 8: Track reconstruction efficiencies for single, isolated muons (top), pions (middle) and elec-

trons (bottom) passing the high-purity quality requirements. Results are shown as a function of
h (left), for pT = 1, 10, and 100 GeV. They are also shown as a function of pT (right), for the
barrel, transition, and endcap regions, which are defined by the h intervals of 0–0.9, 0.9–1.4 and
1.4–2.5, respectively.
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Figure 8: Track reconstruction efficiencies for single, isolated muons (top), pions (middle) and elec-

trons (bottom) passing the high-purity quality requirements. Results are shown as a function of
h (left), for pT = 1, 10, and 100 GeV. They are also shown as a function of pT (right), for the
barrel, transition, and endcap regions, which are defined by the h intervals of 0–0.9, 0.9–1.4 and
1.4–2.5, respectively.
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Figure 8: Track reconstruction efficiencies for single, isolated muons (top), pions (middle) and elec-

trons (bottom) passing the high-purity quality requirements. Results are shown as a function of
h (left), for pT = 1, 10, and 100 GeV. They are also shown as a function of pT (right), for the
barrel, transition, and endcap regions, which are defined by the h intervals of 0–0.9, 0.9–1.4 and
1.4–2.5, respectively.
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π± + nπ0

μ±

e±

TAUS

Massive and relatively long lived 
m(τ) = 1.7 GeV 
cτ= 87 μm  
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08/20/16  30

Hadronic Tau decays

40% of the time
60% of the time

Leptonic tau reconstruction relies on  
missing energy from the neutrinos



HADRONIC TAUS 17

08/20/16  31

Tausτ ντ

π±
ρ

π0(s)

π±

ντ

π±

π±

π±
a

0

π±
π0

Look inside a cone
for decays of a tau

Take mass(π0+π±s)
Look for ρ or a

0

Additional
particle

3 prong1 prong

Tau Decay Mode reconstruction  
                                      

                                                                                                                                          Abdollah Mohammadi (KSU)                                                                                                                                                              
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4 

Combination of PF charged hadrons and ECAL strips  
ECAL strip :(0.05 x 0.20, clustering PF electrons and PF 

photons with pT > 0.5 GeV, enlarged in φ direction to 
account for the bending of e+e- pairs produced by photon 
conversions) OUTDATED !! 

Mass window cuts to ensure consistency with ρ,π, a1 
decays 

 



TAU PERFORMANCE 18Decay Mode finding (old v.s. new) 
                                      

                                                                                                                                          Abdollah Mohammadi (KSU)                                                                                                                                                              

6 

6 

Ø  natural choice of decay mode finding is 
either 1 or 3 prong with or without strip 

Ø  2 prong tau candidates are added to 
recover some of the high pT taus which a 
track is merged. 

Ø  Adding 2 prong taus grants higher 
efficiency for tau reconstruction BUT 
increases the fake rate!! (use with 
caution!) Currently not recommended! 

Isolation performance 
                                      

                                                                                                                                          Abdollah Mohammadi (KSU)                                                                                                                                                              
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A NOTE ON ISOLATION

So far isolation has been mentioned in 
many contexts 

Isolation very important to identify 
prompt muon, electron, photon, tau 
signals 

For example: 
Prompt: 
Hadronic Tau vs. jet 
Photon vs. jet 
Muon vs. b jet 

Isolation: the extra amount of energy 
around the object of interest 

Often relative isolation is the quantity of interest 
Will come back to this later with pileup discussion

19

Cut based Isolation 
                                      

                                                                                                                                          Abdollah Mohammadi (KSU)                                                                                                                                                              
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PILEUP: THE ELEPHANT IN THE ROOM 20



WHAT IS PILEUP? 21

Multiple pp 
collisions in the 

same beam crossing 
(mostly minimum bias events)

~10 cm



WHAT IS PILEUP? 22

Multiple pp 
collisions in the 

same beam crossing 
(mostly minimum bias events) to give a sense of scale:  

1 PU vertex ~ 0.7 GeV of 
energy per unit area

~10 cm

2012: <PU> ~ 20 
2016: <PU> ~ 20-40 
2017: <PU> ~ 50 

Run 3: > 50 
HL-LHC: 140-200



PARTICLE FLOW CONCEPT

Also was sometimes referred to as “global event description” 

Combine the sub-detector information in a complementary way 
in a single algorithm 

Outputs a list of particles:  
muons, electrons, photons, neutral hadrons, charged hadrons 

Avoids double-counting of the energy to create a self-
consistent view of the event 

Breaking down the event at the particle level can aid in things 
like jet substructure and pileup mitigation (more later)
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SETTING THE STAGE, JET COMPOSITION 24
70 10 The PF jet composition

 (GeV)
T

p
20 30 100 200 1000 2000

Je
t e

ne
rg

y 
fra

ct
io

n

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
 (8 TeV)CMS Simulation

rest
µe,

 (rest)γ
)0π (γ

Λ

LK
SK

n
n
p
p
±Σ
-K
+K

-π
+π

Pythia 6 Z2*

Figure 47: Jet composition at particle level in the PYTHIA 6.4 tune Z2* for QCD dijet sample,
shown versus pT at |h| < 1.3. The component labeled ’g (rest)’ denotes all photons not coming
from p0s, and the component labeled ’rest’ refers to all particles not listed specifically.

showering early in ECAL, result in an effective neutral hadron response Rnh ⌧ 1 at low pT
despite the PF neutral hadron calibration for HCAL deposits. However, the neutral hadron
response approaches unity asymptotically at high pT.

Rearranging Eq. (47) in terms of the main particle categories seen by the detector gives

Rjet = fchRch + fgRg + fnhRnh, (48)

where fi are the average fractions of energy carried by each particle category at particle level,
such that Âi fi = 1. The effective categories are charged hadrons+electrons+muons (ch), pho-
tons (g), and neutral hadrons (nh). These effective categories have some ambiguity in the clas-
sification of, e.g., K0

S ! p+ + p� and K0
S ! p0 + p0 decays within the tracker volume. Typical

generated fractions are fch ⇡ 60%, fg ⇡ 25%, and fnh ⇡ 15%. These values differ slightly from
typical measured fractions fch, meas ⇡ 65%, fg,meas ⇡ 30%, and fnh,meas ⇡ 5% due to different
detector responses (Rch ⇡ Rg ⇡ 1, Rnh ⇡ 0.6, thus Rjet ⇡ 0.95) and ambiguities in particle
identification, specially between neutral hadrons and photons.

The impact of typical detector mismodeling effects can be estimated with the help of Eq. (48).
A change of �1% in the charged hadron fraction through tracking inefficiencies would result
in a corresponding but smaller increase of the neutral hadron fraction, for a total relative jet
response variation of �0.4%. A variation of �1% of the ECAL scale in data would change the
relative jet response by �0.3%, while a variation of the single-pion response of �3% would also
change it by �0.3%.

Adding these a priori uncertainty estimates in quadrature gives 0.6%, while summing them
up gives �1.0%. Incidentally, these are about the order of magnitude of the minimum energy
scale uncertainty and the data/MC correction applied at the moment in the reference region
|h| < 1.3. The PF energy fractions between data and simulation in Fig. 46 are in almost per-
fect agreement to the level of about 10�3 at pT ⇡ 200 GeV, which is consistent with the jet

60%  
charged hadrons

15%  
Neutral hadrons

25%  
photons
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BUT…FLUCTUATIONS

The fraction of the jet energy that is charged/neutral hadron and 
photon fluctuates quite a bit 
Flucutations on the order of 20-30% of the jet energy  

Therefore, you still have to measure all the energy in the event!

26

10

Charged hadron fraction
measured from tracker

The sample is clean of noise.
Nice agreement between data and simulation
Mean chf =0.6 as expected
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Figure 23: Jet energy composition in observed and simulated events as a function of pT (top
left), h (top right), and number of pileup interactions (bottom). The top panels show the mea-
sured and simulated energy fractions stacked, whereas the bottom panels show the difference
between observed and simulated events. Charged hadrons associated with pileup vertices are
denoted as charged PU hadrons.
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Figure 23: Jet energy composition in observed and simulated events as a function of pT (top
left), h (top right), and number of pileup interactions (bottom). The top panels show the mea-
sured and simulated energy fractions stacked, whereas the bottom panels show the difference
between observed and simulated events. Charged hadrons associated with pileup vertices are
denoted as charged PU hadrons.
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PF CALIBRATION

In-situ calibration of particle flow candidates: 
Electrons/photons/muons use the Z and π0 

Calibration of the charged/neutral pions use isolated tracking to 
fit for the energy of charged hadrons calorimeter energy 
E = a + b(p,η) Eecal + c(p,η) Ehcal 

30

Patrick Janot

A few subtleties : the devil is in the details (1)

� Calibration of ECAL and HCAL energies for charged hadrons
� ECAL is calibrated for photons (and electrons, see later), not for hadrons

� HCAL is calibrated for 50 GeV charged pions at normal incidence

z Test-beam calibration done Without ECAL/Services in front of HCAL

� Hence, when a charged hadron (p) interacts with the calorimeters

z EECAL + EHCAL does not equal p (in general significantly smaller)
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• Untangling merged charged and neutral particles
• cluster energies need to be calibrated
• to compare with track momenta

• ECAL calibrated for photons (& electrons) not 
hadrons
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• Untangling merged charged and neutral particles
• cluster energies need to be calibrated
• to compare with track momenta

• ECAL calibrated for photons (& electrons) not 
hadrons
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3. COMPOSITE OBJECTS AND BEYOND
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JETS

Now that we have multiple particles,  
let’s talk about jets a little more formally now

32

Jet = a spray of stuff (typically from q/g) 
reconstructed as a single object



JET CLUSTERING

How to group particles/deposits/etc. together to make a jet? 

Jet clustering algorithms have a looong history, but to keep it 
short ̶ for precise predictions, it is important to have a formal 
connection between theory and experiment 

Often referred to as “IRC safe” 

33

Safe jetsName Example Parameters Aliases

curly curly_len gluon

dbl_curly curly_len

dashes dash_len

dashes_arrow dash_len scalar

dbl_dashes dash_len

dbl_dashes_arrow dash_len

dots dot_len

dots_arrow dot_len ghost

dbl_dots dot_len

dbl_dots_arrow dot_len

phantom

phantom_arrow

plain vanilla

plain_arrow fermion, electron, quark

dbl_plain double

dbl_plain_arrow double_arrow, heavy

wiggly wiggly_len boson, photon

dbl_wiggly wiggly_len

zigzag zigzag_width

dbl_zigzag zigzag_len

Table 1: Available line styles

The supported options are collected in table 213 Note that each of the dot
separated components of the options can be abbreviated. For example, l.d is
equivalent to label.dist. The result of ambiguous matches is however unde-
fined.
Note that because the options are separated by single commata, commata inside
arguments to options (label comes to mind) have to be doubled (similar to

13One particulary useful further option would be smooth, allowing for several lines joined
smoothly. Early experimentation has shown however, that the results are not always what
one expects and that there is a lot of room for abuse.

15

q
g

The result of the jet algorithm stable against infinitely soft and collinear emissions  
Infrared, IR: As E → 0 

Collinear, C: As ΔR → 0



SEQUENTIAL RECOMBINATION ALGORITHMS

Hierarchical jet clustering algorithms 
Compute a “distance” between each particle 
Recombine particles pairwise based on smallest “distance” until some 
condition is met

34

dij = min(k2p
ti , k2p

tj )
ΔRij

R2
dij < diB = k2p

tiDistance measure: Condition:

When: 
p = 1, kT algorithm - start with softest particles 
p = 0, CA algorithm - start with closest particles 
p = -1, anti-kT algorithm - start with hardest particles

Jet distance parameter, R



Credit: Jim Dolen35

Cartoon event display - PF particles

Circle = position of particle within the detector
Area ~ energy of particle



Credit: Jim Dolen36

Example: Cambridge Aachen Jet Clustering

Merging conditions in CA:
dij = ΔR/R < diB

diB = 1 for CA
ΔR/R < 1
ΔR < R (!)
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Find the closest pair



Credit: Jim Dolen38

If they are closer than dij, combine their 4 vectors



Credit: Jim Dolen39

Repeat on the new closest pair

Jim Dolen
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separation greater than 
distance parameter diB

⇒ stop combining

Stop when the closest pair is separated by ΔR > R



Credit: Jim Dolen70

The algorithm found 3 jets, each with 4-vector equal to the 
sum of its components



Credit: Jim Dolen71

If we had used a different distance parameter, the answer 
would have been much different (6 jets instead of 3)



JET ALGORITHMS 72
08/20/16  52

Recap

Anti-k
T

k
T C-A



JET ALGORITHMS 73

Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,

4



WHICH R?…WHICH JET?

In the end, you pick the R that is appropriate for your analysis. 
Discuss this more when talking about jet substructure 

Most popular jet algorithm is AK4 
A good choice for q/g jets with pT > 25 GeV

74

msu hep seminar, nhan tran

relevant phase space

18

pT
20 GeV 100 GeV 300 GeV 1 TeV

pileup jets

quark/gluon jets

W/Z/H

tops

???

•rule of thumb, 
the boosted regime:

•ΔR ~ 2m/pT

lower 
pT regime

moderate 
pT regime

high 
pT regime

jet vetoes
VBF jets

high quark-jet multiplicities??
physics at the kinematic limit

resonances searches
boosted V/H/top



JET ENERGY CORRECTIONS

This is an example of the CMS chain of jet energy corrections 
Basic chain:  
Correct for pileup (on average)  
Correct for detector effects 
Can be many things depending on detector: out-of-cone effects, detector 
response, material loss, etc. 

Correct for data/MC 
Correct for flavor of jet (q,g,b,etc.)

75

4 2 The CMS detector and event reconstruction

constrained with multijet events. Detailed studies are performed to correct for biases in the
data-based methods due to differences with respect to the MC simulation in ISR+FSR as well
as in jet pT resolution.

The optional jet-flavor corrections derived from MC simulation are discussed in Section 7 to-
gether with the JEC flavor uncertainty estimates based on comparing PYTHIA 6.4 and HER-
WIG++2.3 predictions. These uncertainties are applicable to data vs. simulation comparisons
regardless of whether or not the jet-flavor corrections are applied. The flavor corrections and
their uncertainties for b-quark jets are checked in data with Z+b events. The consecutive steps
of the JEC are illustrated in Fig. 2.

Reconstructed
Jets

MC + RC

MC

Pileup

MC

Response (pT , ⌘)

dijets

Residuals(⌘)

�/Z+jet, MJB

Residuals(pT )

MC

Flavor

Calibrated
Jets

Applied to simulation

Applied to data

Figure 2: Consecutive stages of JEC, for data and MC simulation. All corrections marked with
MC are derived from simulation studies, RC stands for random cone, and MJB refers to the
analysis of multijet events.

The jet pT resolutions are determined with both dijet and photon+jet events, as discussed in
Section 8. The reference resolutions obtained from simulation are parameterized as a function
of particle-level jet pT, ptcl (defined in Section 2) and average number µ of pileup interactions
in bins of jet h. Corrections for differences between data and MC simulation are applied as
h-binned scale factors.

The JES uncertainties, discussed in Section 9, are provided in the form of a limited set of sources
that allow a detailed statistical analysis of uncertainty correlations. The final uncertainties are
below 1% across much of the phase space covered by these corrections at pT > 10 GeV and
|h| < 5.2. This sets a new benchmark for jet energy scale at hadron colliders.

In Section 10 we describe additional studies made by investigating the particle composition of
reconstructed PF jets. These support the overall conclusions drawn from the determination of
residual jet energy corrections to be applied on data.

2 The CMS detector and event reconstruction
The central feature of the CMS apparatus is a 3.8 T superconducting solenoid of 6 m internal
diameter. Within the field volume are the silicon tracker, the crystal electromagnetic calori-
meter (ECAL), and the brass and scintillator hadron calorimeter (HCAL). The muon system is
installed outside the solenoid and embedded in the steel flux-return yoke. CMS uses a right-
handed coordinate system, with the origin at the nominal interaction point, the z axis pointing
along the direction of the counterclockwise beam, the y axis pointing up (perpendicular to the
plane of the LHC ring), and the x axis chosen to make a right-handed coordinate system. The
polar angle q is measured from the positive z axis, and the azimuthal angle f is measured in
the x-y plane in radians.

The CMS tracker consists of 1 440 silicon pixel and 15 148 silicon strip detector modules, with
full azimuthal coverage within |h| < 2.5. The ECAL consists of 75 848 lead tungstate crys-



JET ENERGY CORRECTIONS

This is an example of the CMS chain of jet energy corrections 
Basic chain:  
Correct for pileup (on average)  
Correct for detector effects 
Can be many things depending on detector: out-of-cone effects, detector 
response, material loss, etc. 

Correct for data/MC 
Correct for flavor of jet (q,g,b,etc.)

76

4 2 The CMS detector and event reconstruction

constrained with multijet events. Detailed studies are performed to correct for biases in the
data-based methods due to differences with respect to the MC simulation in ISR+FSR as well
as in jet pT resolution.

The optional jet-flavor corrections derived from MC simulation are discussed in Section 7 to-
gether with the JEC flavor uncertainty estimates based on comparing PYTHIA 6.4 and HER-
WIG++2.3 predictions. These uncertainties are applicable to data vs. simulation comparisons
regardless of whether or not the jet-flavor corrections are applied. The flavor corrections and
their uncertainties for b-quark jets are checked in data with Z+b events. The consecutive steps
of the JEC are illustrated in Fig. 2.
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The jet pT resolutions are determined with both dijet and photon+jet events, as discussed in
Section 8. The reference resolutions obtained from simulation are parameterized as a function
of particle-level jet pT, ptcl (defined in Section 2) and average number µ of pileup interactions
in bins of jet h. Corrections for differences between data and MC simulation are applied as
h-binned scale factors.

The JES uncertainties, discussed in Section 9, are provided in the form of a limited set of sources
that allow a detailed statistical analysis of uncertainty correlations. The final uncertainties are
below 1% across much of the phase space covered by these corrections at pT > 10 GeV and
|h| < 5.2. This sets a new benchmark for jet energy scale at hadron colliders.

In Section 10 we describe additional studies made by investigating the particle composition of
reconstructed PF jets. These support the overall conclusions drawn from the determination of
residual jet energy corrections to be applied on data.

2 The CMS detector and event reconstruction
The central feature of the CMS apparatus is a 3.8 T superconducting solenoid of 6 m internal
diameter. Within the field volume are the silicon tracker, the crystal electromagnetic calori-
meter (ECAL), and the brass and scintillator hadron calorimeter (HCAL). The muon system is
installed outside the solenoid and embedded in the steel flux-return yoke. CMS uses a right-
handed coordinate system, with the origin at the nominal interaction point, the z axis pointing
along the direction of the counterclockwise beam, the y axis pointing up (perpendicular to the
plane of the LHC ring), and the x axis chosen to make a right-handed coordinate system. The
polar angle q is measured from the positive z axis, and the azimuthal angle f is measured in
the x-y plane in radians.

The CMS tracker consists of 1 440 silicon pixel and 15 148 silicon strip detector modules, with
full azimuthal coverage within |h| < 2.5. The ECAL consists of 75 848 lead tungstate crys-
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Figure 44: Summary of JES systematic uncertainties as a function of jet pT (for 3 different |hjet|

values, left) and of hjet (for 3 different pT values, right). The markers show the single effect of
different sources, the gray dark band the cumulative total uncertainty. The total uncertainty,
when excluding the effects of time dependence and flavor, is also shown in yellow light. The
plots are limited to a jet energy E = pT cosh h = 4000 GeV so as to show only the correction
factors for reasonable pT in the considered data-taking period.
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efficiency for both PF and Calo jets. The improved angular resolution for PF jets is mainly due
to the precise determination of the charged-hadron directions and momenta. In calorimeter
jets, the energy deposits of charged hadrons are spread along the j direction by the magnetic
field, leading to an additional degradation of the azimuthal angular resolution.
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Figure 10: Jet angular resolution in the barrel (left) and endcap (right) regions, as a function of
the pT of the reference jet. The j resolution is expressed in radians.

On average, 65% of the jet energy is carried by charged hadrons, 25% by photons, and 10% by
neutral hadrons. The ability of the PF algorithm to identify these particles within jets is studied
by comparing the jet energy fractions measured in PF jets to those of the corresponding Ref jet.
The distribution of the ratio between the reconstructed and reference energy fraction is shown
in Fig. 11 for charged hadrons, photons, and neutral hadrons in barrel jets. An important
part of the pT carried by neutral hadrons is reconstructed as coming from photons because
the energy deposits of neutral hadrons in the ECAL are systematically identified as photons
for the reasons given in Section 4.4. However, around 80% of the neutral hadron energy is
recovered, which is demonstrated by summing up the energy of reconstructed photons and
neutral hadrons for Ref jets without photons. The remaining 20% of the energy is lost because
the energy deposited by neutral hadrons in the ECAL is identified as originating from photons.
It is therefore calibrated under the electromagnetic hypothesis to a scale that is underestimated
by 20 to 40%, as indicated by the value of the calibration coefficient b(E) in Fig. 8, which would
have been used under the hadron hypothesis.

The raw jet energy response, defined as the mean ratio of the reconstructed jet energy to the
reference jet energy, is shown in Fig. 12. The PF jet response is almost constant as a function
of the jet pT and is close to unity across the whole detector acceptance. A jet energy correction
procedure is used to bring the jet energy response to unity, which removes any dependence on
pT and h [45]. After this correction, the jet energy resolution, defined as the Gaussian width of
the ratio between the corrected and reference jet energies, is shown in Fig. 13.

The improvements in angular resolution, energy response, and energy resolution result mostly
from a more precise and accurate measurement of the jet charged-hadron momentum in the PF
algorithm. In Calo jets, the charged-hadron energy is measured by the ECAL and HCAL with a
resolution of 110%/

p
E/ GeV� 9% and is underestimated for three reasons. First, since low-pT

charged hadrons are swept away by the magnetic field, their energy deposits typically remain

 [GeV]
T

p

210 310

)
tr

u
e

η-
re

co
.

η(
σ

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

| < 1.0η|

>~ 24µ<

ATLAS Simulation
 

LC+JES Jets

Particle Flow Jets

(a)

 [GeV]
T

p

210 310
)

tr
u

e
φ-

re
co

.
φ(

σ

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

| < 1.0η|

>~ 24µ<

ATLAS Simulation
 

LC+JES Jets

Particle Flow Jets

(b)

Figure 28: The angular resolution, (a) in ⌘ and (b) in �, as a function of the jet pT, determined in dijet MC simulation
by fitting Gaussian functions to the di�erence between the reconstructed and truth quantities. Conditions are similar
to the data-taking in 2012.

transverse momenta of all tracks associated with that jet.4 Within the tracker coverage of |⌘ | < 2.5, the
fake rate for particle flow jets drops by an order of magnitude compared to the standard calorimeter jets.
The small increase in the rate of particle flow fake jets around 1.0 < |⌘ | < 1.2 is related to the worse
performance of the particle flow algorithm in the transition region between the barrel and extended barrel
of the Tile calorimeter, which is significantly a�ected by pile-up contributions [3].

For |⌘ | > 2.5, the jets are virtually identical, and hence the fake rate shows no di�erences. This rejection
rate is comparable to that achieved using the JVF discriminant, which can likewise only be applied within
the tracker coverage. Here, the comparison is made to a |JVF| threshold of 0.25 for calorimeter jets,
which is not as powerful as the particle flow fake-jet rate reduction. The ine�ciency of the particle flow
jet-finding is negligible, as can be seen from Figure 29(b). In contrast, the ine�ciency generated by
requiring |JVF| > 0.25 is clearly visible (it should be noted that in 2012 JVF cuts were only applied to
calorimeter jets up to a pT of 50 GeV). Below 30 GeV, the jet resolution causes some reconstructed jets
to fall below the jet reconstruction energy threshold so these values are not shown.

A more detailed study of the pile-up jet rates is carried out in a Z ! µµ sample, both in data and MC
simulation, by isolating several phase-space regions that are enriched in hard-scatter or pile-up jets. A
preselection is made using the criteria described in Section 4. The particle flow algorithm is run on
these events and further requirements are applied: events are selected with two isolated muons, each
with pT > 25 GeV, with invariant mass 80 < mµµ < 100 GeV and pµµT > 32 GeV, ensuring that the
boson recoils against hadronic activity. Figure 30 displays two regions of phase space: one opposite the
recoiling boson, where large amounts of hard-scatter jet activity are expected, and one o�-axis, which is
more sensitive to pile-up jet activity.

Figure 31 shows the average number of jets with pT > 20 GeV in the hard-scatter-enriched region for
di�erent |⌘ | ranges as a function of the number of primary vertices. The distributions are stable for particle
flow jets and for calorimeter jets with |JVF| > 0.25 as a function the number of primary vertices in all |⌘ |

4 Jets with no tracks associated with them are assigned JVF = �1.
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Figure 13: Jet energy resolution as a function of pRef
T in the barrel (left) and in the endcap

(right) regions. The lines, added to guide the eye, correspond to fitted functions with ad hoc
parametrizations.

 (GeV)Ref

T
p

20 100 200 1000

D
iff

e
re

n
ce

 t
o
 g

lu
o
n
 r

e
sp

o
n
se

0

0.05

0.1

0.15

0.2
CMS
Simulation

| < 1.3Refη|
Parton flavor

 R = 0.4, CaloTAnti-k

ud

s

c

b

 (GeV)Ref

T
p

20 100 200 1000

D
iff

e
re

n
ce

 t
o
 g

lu
o
n
 r

e
sp

o
n
se

0

0.05

0.1

0.15

0.2
CMS
Simulation

| < 1.3Refη|
Parton flavor

 R = 0.4, PFTAnti-k

ud

s

c

b

Figure 14: Absolute difference in jet energy response between quark and gluon jets as a function
of pRef

T for Calo jets (left) and PF jets (right).

jet performance to match that of the calorimeter jets at high energies. The benefits of particle flow also
diminish toward the more forward regions as the cell granularity decreases, as shown in Figure 26(b)

In Figure 27, the underlying distributions of the ratio of reconstructed to true pT are shown for two di�erent
jet pT bins. This demonstrates that the particle flow algorithm does not introduce significant tails in the
response at either low or high pT. The low-side tail visible in Figure 27(b) is present in both calorimeter
and particle flow jets and is caused by dead material and inactive detector regions.
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Figure 26: The jet transverse momentum resolution as determined in dijet MC events for calorimeter jets and particle
flow jets. Subfigure (a) shows the resolution as a function of pT for jets with |⌘ | < 1.0 and (b) shows the resolution
as a function of |⌘ | for jets with 40 < pT < 60 GeV. Simulated pile-up conditions are similar to the data-taking in
2012. To quantify the di�erence in resolution between particle flow and calorimeter jets, the lower figure shows the
square root of the di�erence of the squares of the resolution for the two classes of jets.

9.2 Angular resolution of jets

Besides improving the pT resolution of jets, the particle flow algorithm is expected to improve the angular
(⌘, �) resolution of jets. This is due to three di�erent e�ects. Firstly, usage of tracks to measure charged
particles results in a much better angular resolution for individual particles than that obtained using topo-
clusters, because the tracker’s angular resolution is far superior to that of the calorimeter. Secondly, the
track four-momentum can be determined at the perigee, before the charged particles have been spread out
by the magnetic field, thereby improving the � resolution for the jet. Thirdly, the suppression of charged
pile-up particles should also reduce mismeasurements of the jet direction.

Figure 28 shows the angular resolution in ⌘ and � as a function of the reconstructed jet transverse
momentum for particle flow and calorimeter jets. It is determined from the standard deviation of a
Gaussian fit over ±1.5� to the di�erence between the ⌘ and � values for the reconstructed and matched
truth (�R < 0.3) jets in the central region. At low pT, where the three e�ects described above are expected
to be more important, significant improvements are seen in both the ⌘ and � resolutions. It is interesting to
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Improve CMS Jet & MET resolution using full detector

ATLAS has better calorimetry; CMS has better tracking

ET√
40%σ

ET
≈ 100% +ET√

σ
ET

≈ 7%

∑ET√
50%σ(ET)

∑ET
≈ 120% +∑ET√

σ(ET)
∑ET

≈ 2%

σ(pT)
pT

≈ 1.8% 60% pT+
(pT in TeV)

Ecal+Hcal  
pion resolution

Missing momentum

resolution (TDR)

Inner tracker 

resolution (TDR)

B field inner 

region 2 Tesla : pT swept < 350 MeV 4 Tesla : pT swept < 700 MeV

σ(pT)
pT

≈ 0.5% 15% pT+
(pT in TeV)

Comparing ATLAS & CMS

Good jet & MET resolution important!

Courtesy: Rick Cavanaugh



MISSING TRANSVERSE ENERGY

MET: the garbage collector 
You need to understand EVERYTHING in your detector before you 
can understand missing energy! 

MET is the absence of energy in your detector 
Important for signals with neutrinos, e.g. τ,W, Z, t 
Important for beyond the SM signals like dark matter! 

Important:  
MET resolution - how well can you measure the energy of 
everything else without creating imbalances? 
Physics: missing energy coming from resonances like ttbar 

MET tails - how well can you understand the rare/pathological 
things in your reconstruction 
Physics: non-resonant, high invisible energy like mono-jet

80



MET RESOLUTION 
Core MET resolution vs. real MET tails
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9. The performance of pmiss
T

algorithms 15
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Figure 8: Upper panel: Distributions of p
miss
T in Z ! µ+µ�(top left), Z ! e

+
e
�(top right),

and photon events (lower middle) in data and simulation. The last bin includes the overflow
content. Lower panel: Data to simulation ratio. The systematic uncertainty due to the jet energy
scale, jet energy resolution, and variations on the unclustered energy is displayed with a gray
band.

Z(μμ) events 
no real MET

ttbar, diboson 
Real MET

The better the MET resolution, the better you can identify real MET 
Driven by jet resolution and how you hand soft unclustered deposits



MET TAILS

Noise cleaning and filtering 

cleaning - remove anomalous 
spikes before doing 
reconstruction 

filtering - remove anomalous 
events from the dataset 

Sources: 
Electronics/detector noise, e.g. spurious 
interactions with photodectors 
Physics signals like beam halo muons 
Reconstruction effects, poorly id’ed low 
pT muons 
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12

Figure 5: The p
miss
T (left) and jet f (right) distributions for events passing the dijet (left) and

monojet (right) selection with the event cleaning algorithms applied, including that based on
jet identification requirements (filled markers), without the event cleaning algorithms applied
(open markers), and from simulation (filled histograms).

8 Performance of pmiss
T

reconstruction at the trigger level
Triggers based on p

miss
T play a critical role in the online selection of events used for SM mea-

surements involving the W, Z and Higgs bosons and also for searches for physics beyond the
standard model with weakly interacting neutral particles. At L1, p

miss
T is computed in Layer 2

of the global calorimeter trigger as the vector sum of the transverse energies of trigger towers it
receives from Layer 1, which forms the towers using the sum of ECAL and HCAL trigger prim-
itive transverse energies and quality flags. The p

miss
T is calculated by first summing separately

the x and y components of tower transverse energies for rings in phi at fixed eta, then summing
the phi rings for all eta for each half of the detector. The x and y components for each half are
then added, and then used in a cordic function to calculate the magnitude and direction of the
p

miss
T vector. A more detailed description can be found in [5]. Although the regional calorimeter

coverage could be extended to |h| of 5.0, the p
miss
T algorithm at L1 only uses information from

trigger towers within |h| = 3.0, due to bandwidth restrictions of the data acquisition system.
The HLT has two p

miss
T reconstruction algorithms. A p

miss
T variable using only information from

the calorimeter (“Calo”) is used as a prefilter to a more complex, PF-based p
miss
T reconstruction.

The calorimeter-based p
miss
T is computed by taking the negative vector sum of the transverse

energy of all calorimeter towers where as PF p
miss
T is based on the negative vector pT sum of all

reconstructed PF jets without a pT requirement, similar to the case of the offline reconstruction
algorithms.

In order to maintain lowest possible thresholds for the p
miss
T triggers, event cleaning algorithms

are applied at the trigger level. In contrast to the offline case, at the trigger level, the calorime-
ter energy deposits associated with either a HB/HE noise or a beam halo deposit, are removed
from the energy sum, and cleaned calorimeter based p

miss
T is recomputed. Additional pT selec-

tion is then imposed on the cleaned quantity. The noise cleaning algorithms at the HLT were
found to be fully efficient with respect to the offline cleaning algorithms and had reduced the
rate of p

miss
T triggers by a factor of 2.5.

As with the offline reconstruction, HLT PF p
miss
T is calibrated by correcting the pT of the jets

using the JEC. In contrast to the offline calibration, the corrections for the jets are only propa-
gated to p

miss
T if the jet pT is above 35 GeV. The performance of the p

miss
T triggers is measured



MET VALIDATION IN DATA

Use Drell-Yan events where a well-measured Z boson can be treated as 
MET to understand the recoil

83

pTZ

MET

Recoil, U

U∥

U⊥

U = MET - pTZ

Definition

16
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Figure 9: Distribution of uk +qT and u? components of the hadronic recoil, in data (filled mark-
ers) and simulation (solid histograms) in the Z ! µ+µ�(upper), Z ! e

+
e
�(middle) and g

(lower) samples. The first and the last bins include the underflow and overflow content, re-
spectively. The points in the lower panel of each plot show the data to simulation ratio. The
systematic uncertainty due to the jet energy scale, jet energy resolution and variations on the
unclustered energy is displayed with a gray band.

to an 1-2% lower response in the electron and photon channels. Future studies aim to further
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5.3 Electrons 35

The performance improvement brought by PF reconstruction is quantified with a sample of tt
events by comparing ~pmiss

T,PF and ~pmiss
T,Calo to the reference ~pmiss

T,Ref, calculated with all stable parti-
cles from the event generator, excluding neutrinos. The pmiss

T resolution must be studied for
events in which the pmiss

T response has been calibrated to unity. The pmiss
T,Ref is therefore required

to be larger than 70 GeV, a value above which the jet-energy corrections are found to be suffi-
cient to adequately calibrate the PF and Calo pmiss

T response. Figure 15 shows the relative pmiss
T

resolution and the ~pmiss
T angular resolution, obtained with a Gaussian fit in each bin of ~pmiss

T,Ref.
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Figure 15: Relative pmiss
T resolution and resolution on the ~pmiss

T direction as a function of pmiss
T,Ref

for a simulated tt sample.

5.3 Electrons

The electron seeding and the subsequent reconstruction steps are described in Sections 3.2
and 4.3. In the reconstruction, electron candidates are only required to satisfy loose identifica-
tion criteria so as to ensure high identification efficiency for genuine electrons, with the poten-
tial drawback of a large misidentification probability for charged hadrons interacting mostly in
the ECAL. In this section, as is typically done in physics analyses, the electron identification is
tightened with a threshold on the classifier score of a BDT trained for electrons selected without
any trigger requirement [33].

The gain brought by the use of the tracker-based seeding in addition to the ECAL-based seed-
ing is quantified in Fig. 16, for electrons in jets and for isolated electrons produced in the decay
of heavy resonances. The left plot shows the reconstruction and identification efficiency for
electrons in jets as a function of the hadron misidentification probability. Electrons and hadrons
are selected from the same simulated sample of multijet events, with pT > 2 GeV and |h| < 2.4.
Electrons are additionally required to come from the decay of b hadrons. The electron efficiency
is significantly improved, paving the way for b quark jet identification algorithms based on the
presence of electrons in jets.

The absolute gain in efficiency for isolated electrons is quantified in the right plot for electrons
from Z boson decays in a simulated Drell–Yan sample, and for two different working points.
The first working point, used in the search for H ! ZZ ! 4 e [48, 49], provides very high elec-
tron efficiency in order to maximize the selection efficiency for events with four electrons. At
this working point, the addition of the tracker-based seeding adds almost 20% to the identifi-

angular resolutionscale resolution



JET SUBSTRUCTURE

Finding structure in QCD radiation 

At LHC energies, interesting heavy objects can be produced 
with a lot of boost.   

Characteristic angular separation 
ΔRdau = 2 mmother / pT,mother
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H
[

examples: 
Graviton → W+W-, ZZ 
Z’,H → tt 
radion → HH 
…

r

r

r

r

for graviton mass = 500 GeV 
pT of Z < 250 GeV 

 ΔRqq ~ 0.72

N.B. Graviton → ZZ → 4l has a 
100 smaller branching fraction

[
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H
[

[

r
r

r

r

for graviton mass = 1000 GeV 
pT of Z < 500 GeV 

 ΔRqq ~ 0.36

N.B. Graviton → ZZ → 4l has a 
100 smaller branching fraction

examples: 
Graviton → W+W-, ZZ 
Z’,H → tt 
radion → HH 
…
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msu hep seminar, nhan tran

relevant phase space

18

pT
20 GeV 100 GeV 300 GeV 1 TeV

pileup jets

quark/gluon jets

W/Z/H

tops

???

•rule of thumb, 
the boosted regime:

•ΔR ~ 2m/pT

lower 
pT regime

moderate 
pT regime

high 
pT regime

jet vetoes
VBF jets

high quark-jet multiplicities??
physics at the kinematic limit

resonances searches
boosted V/H/top
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msu hep seminar, nhan tran

u and ds quark jets

11

u,d or s jet

present at all pT

color charge of 4/3
radiates less than a gluon 

fractional electric charge

msu hep seminar, nhan tran

gluon jets

12

gluon jet

present at all pT

color charge of 3
radiates more than a quark

no electric charge

msu hep seminar, nhan tran

pile up jets

13

pileup jet

present at low pT

“stochastic”, made up 
of softer deposits from 

several vertices

typical energy flow is 
more uniform, broad

msu hep seminar, nhan tran

c and b jets

14

c or b jet

present at all pT

primarily distinguished 
by a secondary vertex

c jets live somewhere 
between uds and b 

jets

msu hep seminar, nhan tran

W± and Z jets

15

W or Z jet

present at high pT

distinguished by a 
higher mass scale and 

two-prong nature
+

W+, W-, and Z can be 
distinguished by charge

msu hep seminar, nhan tran

Higgs jets

16

Higgs jet

present at high pT

distinguished by even 
higher mass scale and 

two-prong nature
+ 

2 secondary vertices

msu hep seminar, nhan tran

top jets

17

top jet

present at high pT

distinguished by very 
higher mass scale and 

three-prong nature
+ 

secondary vertex

msu hep seminar, nhan tran

top jets

17

top jet

present at high pT

distinguished by very 
higher mass scale and 

three-prong nature
+ 

secondary vertex

??
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{η,φ,pT} 
+ 

{tracking} 

“flavor”-tagging: 
b-tagging 
c-tagging 

uds-tagging 

udsg/c/b



A JET REVOLUTION 91

{η,φ,pT} 
+ 

{tracking} 
+ 

{m,shapes,subjets}

“flavor”-tagging: 
b-tagging 
c-tagging 

u/ds-tagging 
top-tagging 

W/Z/H-tagging 
pileup-tagging

quantum numbers: 
color charge (quarks vs. gluons) 

electric charge 
spin

u/ds/g/c/b/W/Z/H/t/pu

An explosion in the field of jet 
substructure and properties!



JETS WITH DISPLACED VERTICES 92

Displacement ~ > O(mm) scale



OBSERVABLES

pT,η,φ + tracking 

mass 
4-vector sum of jet constituents 
highly sensitive to soft QCD and pileup; grooming can be used to mitigate 
these dependencies 
substructure 
several classes: declustering/reclustering, generalized jet shapes and energy 
flow, statistical interpretation, jet charge 
algorithms 
some combination of cuts on mass, shapes, tracking 
most typical in top tagging 

And nowadays ... machine learning too!
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OBSERVABLES

pT,η,φ + tracking 

mass 
4-vector sum of jet constituents 
highly sensitive to soft QCD and pileup; grooming can be used to mitigate 
these dependencies 
substructure 
several classes: declustering/reclustering, generalized jet shapes and energy 
flow, statistical interpretation, jet charge 
algorithms 
some combination of cuts on mass, shapes, tracking 
most typical in top tagging 

And nowadays ... machine learning too!
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X

r

r

r

but jet mass is a perturbative quantity

may be radiated within the reach of the jet definition and then generate a mass for the
jet (assuming a 4-vector-addition recombination scheme). The aim of this section is to
give some simple analytical understanding of the effect of perturbative radiation on a jet’s
transverse momentum and mass — rules of thumb — as well as references to the literature
for more detailed analyses.

For the reader who is interested principally in the results, the two main ones can be
summarised as follows. For small jet radii, R ! 1, the average fractional difference between
a jet’s transverse momentum and that of the original parton is

〈pt,jet − pt,parton〉pert
pt

% quarks: −0.43
gluons: −1.02

}

× αs ln
1

R
+O (αs) . (25)

where the O (αs) term depends both on the jet algorithm and the global environment in
which the parton is to be found (e.g. colour connections to other partons) and is often
ill-defined because of the ambiguities in talking about partons in the first place. Ignoring
these important caveats, the above result implies that an R = 0.4 quark (gluon) jet has
about 5% (11%) less momentum on average that the original parton (for αs = 0.12).

The second result is that the average squared jet mass for all non-cone algorithms is

〈M2〉 % quarks: 0.16
gluons: 0.37

}

× αsp
2
tR

2 . (26)

For both the pt loss and the squared jet mass, SISCone results are similar to kt, anti-kt
and C/A results when RSSICone % 0.75Rkt .

4.2.1 Jet pt

In many uses of jets, one needs to know how a jet’s energy (or pt) relates to the underlying
hard scale of the process — for example to the mass of a decaying heavy particle (top
quark, Higgs boson, new particle), or to the momentum fraction carried by a scattered
parton in an inclusive jet cross section.

One approach to this is to take a Monte Carlo event generator, let it shower a parton
from some source and then compare the jet’s pt to that of the parton. This often gives a
reasonable estimate of what’s happened, even if the Monte Carlo basically acts as a black
box, and brings a somewhat arbitrary definition of what is meant by the initial “parton”
(or of the mass of the top quark).

Another approach is to take a program for carrying out NLO predictions, like MCFM [44]
or NLOJET++ [45], and for example determine the relation between the jet pt-spectrum
and the parton distribution functions. NLO calculations are perhaps even blacker boxes
than Monte Carlo generators, on the other hand they do have the advantage of giving
predictions of well-defined precision; however, one loses all relation to the intermediate
(ill-defined) “parton” (this holds also for tools like MC@NLO [49] and POWHEG [50]).

44

JHEP 05 (2013) 090
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pruned jet mass
0 50 100 150

a
rb

itr
a

ry
 u

n
its

0

0.1

0.2

SM Higgs, m = 600 GeV

   ungroomed jet mass

W+Jets, MadGraph+Pythia6

   ungroomed jet mass

CMS Simulation

W jet

quark jet

jet (groomed) mass:  
a very powerful discriminator 
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Figure 1: Left: Schematic of the fully hadronic decay sequences in (a) W+W− and (c) dijet QCD
events. Whereas a W jet is typically composed of two distinct lobes of energy, a QCD jet acquires
invariant mass through multiple splittings. Right: Typical event displays for (b) W jets and (d)
QCD jets with invariant mass near mW . The jets are clustered with the anti-kT jet algorithm [31]
using R = 0.6, with the dashed line giving the approximate boundary of the jet. The marker size
for each calorimeter cell is proportional to the logarithm of the particle energies in the cell. The
cells are colored according to how the exclusive kT algorithm divides the cells into two candidate
subjets. The open square indicates the total jet direction and the open circles indicate the two
subjet directions. The discriminating variable τ2/τ1 measures the relative alignment of the jet
energy along the open circles compared to the open square.

with τN ≈ 0 have all their radiation aligned with the candidate subjet directions and

therefore have N (or fewer) subjets. Jets with τN " 0 have a large fraction of their energy

distributed away from the candidate subjet directions and therefore have at least N + 1

subjets. Plots of τ1 and τ2 comparing W jets and QCD jets are shown in Fig. 2.

Less obvious is how best to use τN for identifying boosted W bosons. While one might

naively expect that an event with small τ2 would be more likely to be a W jet, observe that

QCD jet can also have small τ2, as shown in Fig. 2(b). Similarly, though W jets are likely

– 4 –
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Figure 1: Left: Schematic of the fully hadronic decay sequences in (a) W+W− and (c) dijet QCD
events. Whereas a W jet is typically composed of two distinct lobes of energy, a QCD jet acquires
invariant mass through multiple splittings. Right: Typical event displays for (b) W jets and (d)
QCD jets with invariant mass near mW . The jets are clustered with the anti-kT jet algorithm [31]
using R = 0.6, with the dashed line giving the approximate boundary of the jet. The marker size
for each calorimeter cell is proportional to the logarithm of the particle energies in the cell. The
cells are colored according to how the exclusive kT algorithm divides the cells into two candidate
subjets. The open square indicates the total jet direction and the open circles indicate the two
subjet directions. The discriminating variable τ2/τ1 measures the relative alignment of the jet
energy along the open circles compared to the open square.

with τN ≈ 0 have all their radiation aligned with the candidate subjet directions and

therefore have N (or fewer) subjets. Jets with τN " 0 have a large fraction of their energy

distributed away from the candidate subjet directions and therefore have at least N + 1

subjets. Plots of τ1 and τ2 comparing W jets and QCD jets are shown in Fig. 2.

Less obvious is how best to use τN for identifying boosted W bosons. While one might

naively expect that an event with small τ2 would be more likely to be a W jet, observe that

QCD jet can also have small τ2, as shown in Fig. 2(b). Similarly, though W jets are likely

– 4 –

example: N-subjettiness

jet (groomed) mass:  
a very powerful discriminator 
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R = 1.0. This category also includes tt̄ events in which both W bosons decay leptonically, or where the
W decayed into an electron or tau with corresponding neutrino, but these contributions are small.

Figure 2 shows the jet mass for trimmed jets with pT > 350 GeV (a) and pT > 500 GeV (b). The
main non-top quark background, W+jets, exhibits a steeply falling jet mass spectrum, while the boosted
top is clearly visible around mjet ⇡ mt. There are also peaks at low mass and near mjet ⇡ mW (the W
boson mass), where only one or two decay product(s) are contained within the jet, respectively (this shall
be discussed in more detail in Section 4.2). The shape of the mass distribution near mt is well modeled
in simulation, with a slight underestimation of the number of events compared to data around mW .
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(b) pT > 500 GeV

Figure 2: Jet mass for leading pT anti-kt trimmed jets with R = 1.0, |⌘| < 1.2 and two jet pT thresholds.
Here, “contained” refers to events having a hadronically-decaying top quark with collimated daughter
particles at the truth level (all three daughter quarks qi satisfy �R(qi, t) <1.0). The shaded band represents
the bin-by-bin statistical uncertainty in simulation.

The parameters chosen for the trimming algorithm were determined partly for the resilience of the
trimmed jet mass to the e↵ects of pile-up. Figure 3 shows the average mass of the leading pT trimmed
anti-kt R = 1.0 jet with pT > 350 GeV and |⌘| < 1.2 after the b-tagging requirement versus the average
number of inelastic pp collisions per bunch crossing, hµi, which is calculated from the instantaneous
luminosity and LHC beam parameters, as well as versus the total number of primary vertices measured
in the event, NPV. Due to other non-tt̄ background events at low mass, jets in these figures are required
to have mjet > 100 GeV.

Figure 4 shows the simulation compared to data after a b-tagging requirement for the parametersp
d12 and

p
d23. The splitting scales tend to be reasonably symmetric when the decay is to like-mass

particles, as opposed to the largely asymmetric splittings that originate from QCD radiation in light-
quark or gluon jets. The expected value of the first splitting scale for a “contained” boosted top quark
is approximately

p
d12 ⇡ mt/2, whereas jets from the parton shower of gluons and light quarks tend to

have smaller values of the splitting scales and to exhibit a steeply falling spectrum. The second splitting
scale,

p
d23, also provides discrimination from the three-body decay of the contained boosted top quark

compared to a light-quark or gluon jet background, as it targets the splitting of the W boson with an
expected value of

p
d23 ⇡ mW/2.

In Figure 5, the N-subjettiness variables ⌧1, ⌧2 and ⌧3 as well as the ratios ⌧21 and ⌧32 are shown
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Example: 
Semi-leptonic tt events are important for 

validating tagging techniques of heavy objects
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�42With each representation…

Courtesy: Ben Nachman
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First step: representations �43…comes a state-of-the-art tool
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FIG. 1. QCD-motivated recursive jet embedding for classifi-
cation. For each individual jet, the embedding hjet

1 (tj) is com-
puted recursively from the root node down to the outer nodes
of the binary tree tj . The resulting embedding is chained to
a subsequent classifier, as illustrated in the top part of the
figure. The topology of the network in the bottom part is
distinct for each jet and is determined by a sequential recom-
bination jet algorithm (e.g., kt clustering).

B. Full events

We now embed entire events e of variable size by feed-
ing the embeddings of their individual jets to an event-
level sequence-based recurrent neural network.

As an illustrative example, we consider here a gated re-
current unit [21] (GRU) operating on the pT ordered se-
quence of pairs (v(tj),h

jet
1 (tj)), for j = 1, . . . ,M , where

v(tj) is the unprocessed 4-momentum of the jet tj and

hjet
1 (tj) is its embedding. The final output hevent

M
(e) (see

Appendix B for details) of the GRU is chained to a subse-
quent classifier to solve an event-level classification task.
Again, all parameters (i.e., of the inner jet embedding
function, of the GRU, and of the classifier) are learned
jointly using backpropagation through structure [9] to
minimize the loss Levent. Figure 2 provides a schematic
of the full classification model. In summary, combining
two levels of recurrence provides a QCD-motivated event-
level embedding that e↵ectively operates at the hadron-
level for all the particles in the event.

In addition and for the purpose of comparison, we
also consider the simpler baselines where i) only the 4-
momenta v(tj) of the jets are given as input to the GRU,
without augmentation with their embeddings, and ii) the
4-momenta vi of the constituents of the event are all di-
rectly given as input to the GRU, without grouping them
into jets or providing the jet embeddings.

IV. DATA, PREPROCESSING AND
EXPERIMENTAL SETUP

In order to focus attention on the impact of the
network architectures and the projection of input 4-
momenta into images, we consider the same boosted W
tagging example as used in Refs. [1, 2, 4, 6]. The signal
(y = 1) corresponds to a hadronically decaying W boson
with 200 < pT < 500 GeV, while the background (y = 0)
corresponds to a QCD jet with the same range of pT .
We are grateful to the authors of Ref. [6] for shar-

ing the data used in their studies. We obtained both
the full-event records from their PYTHIA benchmark sam-
ples, including both the particle-level data and the tow-
ers from the DELPHES detector simulation. In addition,
we obtained the fully processed jet images of 25⇥25 pix-
els, which include the initial R = 1 anti-kt jet clustering
and subsequent trimming, translation, pixelisation, rota-
tion, reflection, cropping, and normalization preprocess-
ing stages detailed in Ref. [2, 6].

Our training data was collected by sampling from the
original data a total of 100,000 signal and background jets
with equal prior. The testing data was assembled sim-
ilarly by sampling 100,000 signal and background jets,
without overlap with the training data. For direct com-
parison with Ref. [6], performance is evaluated at test
time within the restricted window of 250 < pT < 300
and 50  m  110, where the signal and background jets
are re-weighted to produce flat pT distributions. Results
are reported in terms of the area under the ROC curve
(ROC AUC) and of background rejection (i.e., 1/FPR) at
50% signal e�ciency (R✏=50%). Average scores reported
include uncertainty estimates that come from training 30
models with distinct initial random seeds. About 2% of
the models had technical problems during training (e.g.,
due to numerical errors), so we applied a simple algo-
rithm to ensure robustness: we discarded models whose
R✏=50% was outside of 3 standard deviations of the mean,
where the mean and standard deviation were estimated
excluding the five best and worst performing models.

For our jet-level experiments we consider as input to
the classifiers the 4-momenta vi from both the particle-
level data and the DELPHES towers. We also compare the
performance with and without the projection of those
4-momenta into images. While the image data already
included the full pre-processing steps, when considering
particle-level and tower inputs we performed the initial
R = 1 anti-kt jet clustering to identify the constituents of
the highest pT jet t1 of each event, and then performed
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Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image

Convolution Max-Pool Convolution Max-Pool Flatten

Fully  
Connected 
ReLU Unit

ReLU Dropout ReLU Dropout
Local 

Response 
Normalization

W’→ WZ event

Convolutions
Convolved  

Feature Layers

Max-Pooling

Repeat

Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 
aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 
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JET SUBSTRUCTURE AND PILEUP

searches for new physics at the kinematic limit require jet 
substructure techniques 
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searches for new physics at the kinematic limit require jet 
substructure techniques 
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jet substructure is characterizing radiation 
	 [jets are just an organizing principle] 

understanding radiation affects everything 
e.g. jet substructure ↔ pileup mitigation 

physics at intermediate (Higgs scale) energies are more affected 
by pileup
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additional pp interactions that 
occur in each beam crossing 
because the instantaneous bunch-
by-bunch collision luminosity is 
very high 
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Figure 2: Jet pT distribution (left) and jet h distribution (right) for all jets having a pT > 25 GeV
for the full 2012 dataset.

4 Pileup Jet Id Algorithm183

Pileup jet identification (id) relies on two distinct classes of variables:184

• vertexing related variables185

• shape related variables186

Charged PF candidates with tracks contribute to roughly half of the total pileup. Two thirds187

of the pileup in the tracker volume is charged, the other half of the pileup originates from188

either neutral candidates from charged particles which are outside of the tracker volume or189

true neutral candidates where no track is linked. Inside or near the tracker volume a distinct190

enhancement in the ability to discriminate against pileup is possible by exploiting the compat-191

ibility of the jet tracks to come from the PV. Outside the tracker volume, this use of vertexing192

is not possible, thus jet shower shapes are the only handle to distinguish pileup jets. Since193

characteristically overlapping pileup jets tend to result in wider jets, shape related variables194

are precisely designed to target the diffuseness of a jet.195

To perform the identification of pileup jets twelve distinct variables, four of which relate to the196

charged tracking information, are combined in a boosted decision tree (BDT) yielding a single197

discriminator which can be cut on to give jets of varying pileup contamination. This is known198

as the Pileup Jet multivariate analysis (MVA).199

The training of the BDT and optimization of the jet id working points are done separately in200

four regions corresponding to the four different regions of the calorimeters: the tracker volume201

(|h| < 2.5), the tracker-endcap transition region (2.5 < |h| < 2.75), the endcap region (2.75 <202

|h| < 3.0) and the HF region (3.0 < |h|). The tracker volume corresponds to the region where203

tracks are reconstructed. The transition region corresponds to the region where part of the jet is204

typically within the tracker volume and thus tracking variables can still be used, however their205

behavior is different to those within the tracker volume. The endcap region corresponds to the206

region where the HCAL and ECAL endcap are still present. The HF region corresponds to the207

region where the central jet axis lies in HF.208

The training is done on the Z+jets MC sample with target good jets and pileup jets given by the209

definitions in Sec. 3.210

The BDT based pileup jet id represents a baseline for usage by the CMS collaboration.211

“stochastic” vs. “hard” pileup jets

both contribute to pileup, it’s not necessarily either/or

CMS-PAS-JME-13-005
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pileup matters pileup doesn't matter
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•asymptotic behavior 
•local shape 
•tracking/vertexing 
•precision timing 
•depth segmentation

• (apologies, not a complete list!) 

•  ρ correction/subtraction  
(area, 4-vector, shape, particle) 

grooming 
topoclustering 

charged hadron subtraction 
jet cleansing  
pileup jet ID 

• …

proper
ties techniques
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•asymptotic behavior 
•local shape 
•tracking/vertexing 
•precision timing 
•depth segmentation

• (apologies, not a complete list!) 

•  ρ correction/subtraction  
(area, 4-vector, shape, particle) 

grooming 
topoclustering 

charged hadron subtraction 
jet cleansing  
pileup jet ID 

• …{•a lot of methods out there!

•CERN PU mitigation workshop,

•an early exploration of methods

•https://indico.cern.ch/event/306155/
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fofshz kfu

qjmfvq

intro

testing performance of di�erent PU-mitigation techniques
for muon PF-isolation in Run 2 scenarios

links to previous talks: #1 #2 #3

(reminder) baseline for muon PF-isolation in Run 1: �— correction

Iµ
�— =

q
pCH-PV

T + max
!
0 ,

q
pNH

T +
q

p“
T ≠ 1

2
q

pCH-PU
T

"

pµ
T

2 new techniques based on particle reweighting (more details ahead):

I PF-Weighted method, first tested by TAU-POG (see here)

already included in 70X, 71X, 72X (see PRs #4131, #4508 and #4509)

I PUPPI: PileUp Per Particle Identification [arXiv:1407.6013]

included in CMSSW since 730_pre3 (see PR #6542)

Muon PF-Isolation for Run 2 December 8, 2014 1 / 16

“ρ subtraction” 
jet pt correction =  
median energy density  x  area

many variations of this method, including for jet shapes

Using the charged-to-neutral ratio (2/3 vs. 1/3) and vertexing information

Modification of the lepton isolation variable in PU
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Figure 18. Evolution of the mean uncalibrated jet mass, hmjeti, for jets in the central region
|⌘| < 0.8 as a function of the reconstructed vertex multiplicity, NPV for jets in the range 200 GeV 
p
jet
T < 300 GeV (left) and for leading-pjet

T jets (hmjet
1 i) in the range 600 GeV  p

jet
T < 800 GeV

(right). (a)-(b) show trimmed anti-kt jets with R = 1.0, (c)-(d) show pruned anti-kt jets with
R = 1.0, and (e)-(f) show mass-drop filtered C/A jets with R = 1.2. The error bars indicate the
statistical uncertainty on the mean value in each bin.– 32 –

jet grooming, cleans up soft and 
wide-angle radiation

4.1 Input Variables 9

• Nneutrals264

• p
D

T
265

The first variable, which is found to be the most discriminating single radial variable, is defined266

as267

hDR
2i =

Âi DR
2
i
p

2
Ti

Âi p
2
Ti

(6)

where the sum runs over all PF candidates inside the jet and DR =
p

Dh2 + Df2 is the distance268

of the PF candidate with respect to the jet axis. This variable is shown for two different h bins269

in Fig. 4. The variable for real jets peaks relatively close to zero, whereas for pileup jets it tends270

to correspond to a value of 0.05, which is slightly smaller than the expected value originating271

for a uniformly dense jet. The degradation in separation is clear as one extends out to higher272

h as a result of the coarse granularity in the forward calorimeters. In addition, as the pT of the273

jet becomes higher, the DR
2 tends to get smaller for both pileup jets and non pileup jets. This274

trend in the current pileup jet id MVA yields an increase in the rate of both pileup jets and real275

jets at higher pT.276
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Figure 4: hDR
2i for PF jets with pT > 25 GeV and |h| < 2.5 (left), and 3.0 < |h| < 5.0 (right).

Enhanced discrimination of pileup comes from adding the full jet shower shape information277

to the BDT. This is done through the five variables A < (DR) < A + 0.1 which consist in the278

fractional energy deposits in five annuli about the jet axis. They are defined as:279

A < (DR) < A + 0.1 =
1

p
jet

T

Â
i2A<DR<A+0.1

pTi (7)

where A is in the 0.1 intervals from 0 to 0.5 about the jet cone axis. These five variables are280

shown in Fig. 5 for jets in the tracker volume. Comparing them a clear feature is observed:281

pileup jets contain a large fraction of their energy in the regions DR = 0.2 � 0.4 and not in the282

nearby regions about DR = 0. Gluon jets also have a similar characteristic trend, however they283

tend to be less diffuse than pileup jets.284

In addition to these variables, the class of radial variables was studied. They can generically be285

expressed as286

Wij =
1

Âi p
2
T

Â
i

 
(Dfi)

2
p

2
T

(DhiDfi) p
2
T

(DfiDh) p
2
T

(Dhi)
2

p
2
T

!
(8)

“jet RMS” of forward pileup jets
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Charged Hadron Subtraction 
(CHS) 

Falls out naturally from Particle Flow!

4.2 MC based study 7
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Figure 2: Ratio of reconstructed jets matched to particle level jets versus h (left) and pT (right).
The unmatched jets typically have a high proportion of their energy from pileup and are re-
ferred to as pileup jets. This plot demonstrates the reduction in pileup jet rate after applying
CHS.
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Figure 3: Ratio as a function of h of jet rates with PF and PF+CHS for matched jets from hard
scatter, matched jets from pileup enriched area and unmatched jets from pileup enriched area.
The matched jets are associated with good signal jets from hard scatter, while the unmatched
ones are associated with pileup. The application of CHS reduces the pileup jet rate by factor
three in the tracker-covered region |h| < 2.5. The hashed areas correspond to the MC statistical
uncertainty.

check for possible migration of jets generated astride tracker edges that could be reconstructed
above them, jets are categorized in several (hgen, p

gen
T

) bins and their relative shift in h is com-
puted. Figure 5 shows the mean of the (hgen � hreco) · sign(hgen) distribution, as a function of
hgen and p

gen
T

. While CHS seems to mitigate the bias in the central region, an induced bias is
indeed observed around |h| = 2.5, where after CHS the jets are reconstructed with a value
of |h| which is bigger than the true one. This is consistent with the fact that the subtraction

6.1 Jets 47
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Figure 23: Jet energy composition in observed and simulated events as a function of pT (top
left), h (top right), and number of pileup interactions (bottom). The top panels show the mea-
sured and simulated energy fractions stacked, whereas the bottom panels show the difference
between observed and simulated events. Charged hadrons associated with pileup vertices are
denoted as charged PU hadrons.
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HL-LHC Beam Spot 

Si Xie 24 

HL-LHC Beamspot is spread out along z and in time  
•  This implies: 

•  Time can discriminate between vertices even for 
particles pointing to the central barrel 

•  Time can discriminate between vertices even when 
they are very close in the z-coordinate 

Time Measurement Precision? 

Si Xie 

Precision needed follows very basic logic : 

•  Particles travel at near speed of light 
•  1cm distance is traversed in ~33 ps 
•  To distinguish pileup vertices separated by 1cm 

in space, need time resolution of 30ps 
•  Typical collider beamspots are ~10cm in z  

 à rejection factor of 10 

1 cm 

Δt ~30 ps 
σt ~ 30 ps buys a factor of ~10 
reduction in effective pileup 

but open questions… 
e.g. can we achieve that time 
resolution for ~few GeV photons?
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HOLISTIC VIEWS ON PILEUP

•Notice that each method that we’ve described works on a given 
physics object… 

•each method presented so far also has its downfalls 

•What if we act on the event building blocks?  
•e.g. constituents/particles 

•constituent subtraction, softkiller, PUPPI 

•What if we exploit all information possible simultaneously?   
•asymptotic, local shape, tracking, etc… 

•What if, you could identify each particle in the event and give the 
likelihood that it’s pileup?

113

hep-ph:1403.3108 
hep-ph:1407.0408 
hep-ph:1407.6013 



THE PUPPI APPROACH: 114

grooming/local shape

tracking/vertexing information

asymptotic behavior

depth segmentation

precision timing

Define on a per particle basis, 
before jet clustering, a weight for 

how likely a particle (or jet constituent) 
is to be from pileup or the leading 

vertex, then rescale each particle four 
momentum by that weight

define an αi per particle; sample the PU α distribution 
per event; ask how likely particle i is to be pileup

 
PILEUP PER PARTICLE IDENTIFICATION
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LV charged 
LV neutral 

PU charged 
PU neutral 

chosen 
removed

1. use tracking info
2. look around neutrals
3. remove “0” neutrals

4. assign fractional weight 
to ambiguous cases

sfdmvtufs!fwfou-!
ofx!kfu"
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Figure 3: Example event representation for the LV (top left),PFlow (top right), PFlowCHS

(bottom left), and PUPPI (bottom right) input particle collections.

– 9 –

N.B. Particle level studies assuming perfect tracking for |η| < 2.5

GEN level all particles

all particles, CHS PUPPI

colored cells = process of interest
black cells = pileup
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W-tagging signal efficiency in simulation

Figure 2 a + b: Tagging efficiency versus number of primary vertices (a) and jet transverse 
momentum (b) for three different W-tagging algorithms: Pruning + n-subjettiness (!21≤0.45), PUPPI 
softdrop + !21 (!21≤0.40) and PUPPI softdrop + DDT (DDT≤0.52), where DDT = !21,PUPPI + 
0.063*log(M2PUPPI/pT,PUPPI). A mass selection of 65 GeV < MP/SD < 105 GeV has been applied. 
Performance is shown before (solid pink, solid purple) and after n-subjettiness selections are 
applied. W-jets from a mixture of Bulk G→WW signal samples are used for the signal definition.

"Classic" use-case for per 
particle pileup mitigation,  
it works for all jet shapes

Here, this is the effect of 
PUPPI on W-tagging shown 
for PFCHS inputs vs. PUPPI 
inputs

flat

CMS-DP-2016-039 
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16 8 The Emiss
T significance
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Figure 13: Response is shown for Z ! µ+µ�events for E
miss
T and PUPPI E

miss
T . The lower frame

shows the ratio of data to simulation with the error band displaying the systematic uncertainty
of the simulation
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Figure 14: Resolution is shown for Z ! µ+µ�events. The upper frame shows the resolution in
data for E

miss
T (red triangle) and PUPPI E

miss
T (blue triangle); the lower frame shows the ratio of

data to simulation with the error band displaying the systematic uncertainty of the simulation.

where the~# is the true E
miss
T and Â~# i is the observed E

miss
T . In the numerator, we evaluate the

likelihood that the true value of E
miss
T equals the observed value, while the denominator cor-

responds to the null hypothesis (that the true E
miss
T is zero). In most cases, with a very good

pTZ

MET

Recoil, U

U∥

U⊥

U = MET - pTZ

20-30% resolution improvement in the 
MET resolution @ NPV ~20 over traditional 
"PU" corrected MET

CMS-PAS-JME—2016-004
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25% decrease in backgrounds using per particle 
uncertainties at 20 PU! 

"combined" curve uses both muon hypotheses 
Vs. traditional methods

CMS-DP—2015-034
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Pb io
n Pb io

n

Underlying event in heavy ions  
Similar to A LOT of pileup, but without a vertexing handle 

…. and it has some correlated structure!
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collision geometry
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Fig. 1. Measured FCalΣ ET distribution divided into 10% centrality intervals (black).
Proton–proton data at

√
s = 2.76 TeV, convolved with a Glauber Monte Carlo calcu-

lation with x = 0.088 (grey), as described in the text.

measured and simulated distributions. Using this analysis of the
FCal Σ ET distribution, the fraction of the total cross section sam-
pled by the trigger and event selection has been estimated to be
98%, with an uncertainty of 2%. This is similar to estimates given
in a previous ATLAS publication [16]. The FCal Σ ET ranges defined
from this subsample have been found to be stable for the full data
set, both by counting the number of events and by measuring the
average number of reconstructed tracks in each interval. The 20%
of events with the smallest FCal Σ ET are not included in this anal-
ysis, due to the relatively large uncertainties in determining the
appropriate selection criteria.

The final state momentum anisotropy can be quantified by
studying the Fourier decomposition of the azimuthal angle distri-
bution [17]:

E
d3N
dp3 = 1

pT

d3N
dφ dpT dy

= 1
2π pT

E
p

d2N
dpT dη

(

1 + 2
∞∑

n=1

vn cos
[
n(φ − Ψn)

]
)

, (1)

where y, pT and φ are the rapidity, transverse momentum, and
azimuthal angle of final-state charged particle tracks and Ψn de-
notes the azimuthal angle of the n-th order reaction plane. In more
peripheral events, Ψ2 is close to ΦRP , the reaction plane angle,
defined by the impact parameter ($b, the vector separation of the
barycentres of the two nuclei) and the beam axis (z). In more cen-
tral events, Ψ2 primarily reflects fluctuations in the initial-state
configurations of colliding nucleons. This analysis was confined
to the second Fourier coefficient (n = 2), v2 ≡ 〈cos [2(φ − ΦRP)]〉,
where angular brackets denote an average first over particles
within each event relative to the event-wise reaction plane, and
then over events.

In this analysis, the n = 2 event plane is determined from the
data on an event-by-event basis, according to the scheme outlined
in Ref. [17]:

Ψ2 = 1
2

tan−1
( ∑

Etower
T,i wi sin(2φi)

∑
Etower

T,i wi cos(2φi)

)
, (2)

where sums run over tower transverse energies Etower
T as mea-

sured in the first sampling layer of the forward calorimeters, with
each tower covering 'η × 'φ = 0.1 × 0.1. The tower weights,
wi = wi(φi,ηi), are used to correct for local variations in detector
response. They are calculated in narrow 'η slices ('η = 0.1) over

Fig. 2. Distribution of the azimuthal angle of individual tracks relative to the mea-
sured event plane, in eight centrality intervals. These distributions are meant to
illustrate the observed correlation relative to the event plane, and are not used in
the quantitative estimates of v2. The curve is a fit to 1 + ∑

n 2vn cos(nφ) up to
n = 6.

the full FCal η range in such a way as to remove structures in the
uncorrected φ distributions of Etower

T in every 'η slice. The final
results of this analysis are found to be insensitive to the weighting,
and results obtained with all wi = 1 were consistent with those
reported here, and well within the systematic uncertainties esti-
mated below.

The correlation of individual track azimuthal angles with the
estimated event plane is shown in Fig. 2 for tracks with pT =
1–2 GeV. There is a clear sinusoidal modulation at all centralities.
The modulation is largest in the 20–50% centrality intervals, and
decreases for the more central and peripheral events. In the cen-
trality intervals where the correlation is strongest, the correlation
does not follow a perfect 1 + α cos(2φ) form, indicating signifi-
cant contributions from higher order harmonics. However, in this
Letter we rely on the orthogonality of the Fourier expansion and
do not extract the other coefficients. To verify that this does not
bias the measurement, we have extracted v2 from a fit contain-
ing all Fourier components vn up to n = 6, and found v2 values
consistent with the results extracted below. The odd amplitudes
are found to be consistent with zero, as expected when measuring
odd harmonic functions relative to Ψ2 [17].

The measured values of v2 are generally underestimated be-
cause of the finite experimental resolution in extracting the event
plane angle. The event plane resolution correction factor, R , was
obtained using the subevent technique, also described in Ref. [17].
Two “subevents” are defined in each event, one each in the for-
ward and backward η directions. For the measurement of the event
plane using the FCal, the first sampling layer on the positive η
side was selected as subevent “P ”, with a corresponding subevent
“N” formed for negative η. The resolution correction for the event
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08/20/16  89

Consider a jet in Heavy Ions

Energy

Distance (ΔR)

Here is additional energy
from underlying event
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08/20/16  91

Consider a jet in Heavy Ions

Energy

Distance (ΔR)

Heavy Ion 
collisions are
sinusoidal

Split the jet into sub
components and subtract the
energy
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Christopher McGinn  28

Constituent Subtraction

η

φ

“CMS”

• Add “ghost” particles with fixed 
area according to: 

GHOST PARTICLES

SIGNAL

UNDERLYING EVENT

JHEP06 (2014) 092

Populate the event with ghost 
particles of fixed area Ag and  
pTg = ρ x Ag 

Credit: Chris McGinn
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Christopher McGinn  29

Constituent Subtraction

η

φ

“CMS”

• Combine iteratively with real 
particles by minimizing metric:

GHOST PARTICLES

SIGNAL

UNDERLYING EVENT

JHEP06 (2014) 092

Associated ghost particles to 
real constituents with a given 
distance parameter dij 

Credit: Chris McGinn
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Christopher McGinn  30

Constituent Subtraction

η

φ

“CMS”

GHOST PARTICLES

SIGNAL

UNDERLYING EVENT
• Particle pT > Ghost pT 

• Ghost pT = 0  
• Particle pT -= Ghost pT

>

JHEP06 (2014) 092

Subtract ghost particles from 
the real particles with some 
conditions 

Credit: Chris McGinn
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Christopher McGinn  34

Constituent Subtraction

η

φ

“CMS”

GHOST PARTICLES

SIGNAL

UNDERLYING EVENT
• Continue until ghost or real 

particles are exhausted 
• Cluster remaining event into jets

JHEP06 (2014) 092

New event with pileup or 
underlying event subtracted 

Credit: Chris McGinn



JET STRUCTURE IN HEAVY IONS

Example: modification of substructure splitting function in HI!

129

Christopher McGinnChristopher McGinn  1

High-pT  News (2018.05.03)
• Upcoming deadlines + tasks 

• QM APPROVAL: SUBMIT TOMORROW LATEST 
• Saturday/Sunday may require iteration with conveners 

• BOOST/ICHEP Approval freeze: June 22 
• Hard Probes Approval freeze: September 7 

• Rehearsals Next Week: 
• Full Agenda here (all times GVA) 
• Monday: Gluon splitting 14:00, D+jets 14:40 
• Tuesday: Dijet-eta 16:00 
• Wednesday: Jet RAA 10:00, Jet Substructure 10:40, Gamma+jet 

shapes 14:00 

• Next In-Person High-pT: 2018.05.22 (Tuesday after QM) 
• Meaning: next two weeks will be virtual

Christopher McGinn  9

•  zcut and β  here are “Flat” grooming setting 
• Increasing shape modification with centrality
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-1bµ, PbPb 404 -1 = 5.02 TeV, pp 27.4 pbNNsPRL 120 
(2018) 142302 

Measurement of zg in PbPb

Christopher McGinn 1

Photon-Jet Correlations in pp and PbPb 
collisions at 5.02 TeV with CMS

Hard Probes 2016 
Wuhan, China 

On behalf of the CMS experiment at the LHC
Christopher McGinn 1

Photon-Jet Correlations in pp and PbPb 
collisions at 5.02 TeV with CMS

Hard Probes 2016 
Wuhan, China 

On behalf of the CMS experiment at the LHC

Increasing centrality



3D. VERY EXOTIC OBJECTS
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LONG-LIVED EXOTICS 131

4

• Split SUSY 
• Baryogenesis 
• Twin Higgs 
• RPV SUSY 
• Emerging Jets 
• Semi-visible Jets 
• Dark Photons 
• GMSB 
• Hidden Valley Models

Long-lived Theoretical Motivations

As purely kinematics gains from 
the LHC diminish exotic decays  
continue to indirectly probe 

higher energy scales

Zurek, Kathryn M. arXiv:1001.2563

Including but not limited to:

Credit: Josh Hardenbrook



VERY EXOTIC SIGNATURES 132A Wealth of Unusual Signatures
• Three major classes of signatures

– Displaced objects
– Disappearing/kinked tracks
– Heavy stable charged particles (HSCP)

• Focus on displaced vertices (and more)
– Could encompass displaced dijet, lepton, 

dilepton, conversion
• Executive summary of talk

– Review of most recent CMS results 
pertaining long-lived states (with focus on 
displaced objects)

– Presentation of emerging-jet analysis
• First dedicated search in BSSW dark-QCD model

6/22/2018 A. Belloni :: Emerging Jets 3
Apologies for presenting again
the same signature summary…

Ill
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HSCP

disappearing  
track

displaced 
dijet

displaced 
vertex displaced conversion

displaced  
photon

displaced  
lepton

displaced  
dilepton
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23

ATLAS Summary Signatures

4 

Disappearing	track	

Displaced	vertex	

Highly	
ionizing	
par>cle	

Highly	ionizing	and	
slow	par>cle	

Detector	signatures	of	
long-lived	heavy	par>cles	

Isolated	/	late	jets	
Phys.	Rev.	D	88,	
112003	

Phys.	Rev.	D	92,	072004		

Phys.	Rev.	D	88,	112006	

Phys.	Rev.	D	93,	
112015	

Phys.	Let	B	(2016)	647-665	

13	TeV	Result	

13	TeV	Result	

Late	photons	
Phys.	Rev.	D	
90,	112005	

Graphic Credit: Laura Jeanty

not shown: 
lepton jets



LONG-LIVED, THINGS TO KEEP IN MIND

A rich variety of signals 
Displaced signals at cτ > 1mm 
Reminder: prompt and displaced not exclusive, lifetime distribution ~ e-τ 

Out-of-time signals 
New tracking, kinked tracks, .... 

Important to remember that we have to pass the trigger 
Make sure we save such events! 
This can be very non-trivial including new hardware triggers 

Use the detector in creative ways! 
dE/dX as a powerful discriminator  
How can we use timing to improve things? 
Often times, this requires developing completely new types of 
reconstruction algorithms!

134



WRAPPING UP
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DETECTORS AND RECONSTRUCTION

My goals for the lectures: 
- understand how the design of the detector map into efficient 
reconstruction of important physics processes 
- give basic concept of those reconstruction algorithms 
- illustrate examples of how simple reconstruction techniques are 
built to create composite and complex physics objects 

In the landscape of linear luminosity scaling, reconstruction is a 
great place to improve and extend physics capability 
The detectors are more or less fixed; the luminosity is steadily 
increasing 
Room for creativity!  Think about novel, interesting, significant 
physics signals and how you would best detect them.   
A fertile area for machine learning applications
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