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Machine Learning seems to be everywhere
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Why Machine Learning in particle physics?
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applications:
jet calibration
track reconstruction
calorimeter simulation
particle identification
event generation
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What is Machine Learning?

Formal definition

A computer program is said to learn from experience E
with respect to some class of tasks T and performance measure P
if its performance at tasks in T,
as measured by P,
improves with experience E.

Tom Michael Mitchell (1997)
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What is Machine Learning?

What it feels like (sometimes)

THIS 15 YOUR MACHINE LEARNING SYSTEM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSWERS ON THE OTHER SIDE.

WHAT F THE ANSLIERS ARE LIRONG? )

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT
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What is Machine Learning?

What it feels like (sometimes)

THIS 15 YOUR MACHINE LEARNING SYSTEM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSWERS ON THE OTHER SIDE.

WHAT IF THE ANSLERS ARE WRONG? )

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT

Aim of this lecture:
Giving you the tools for a systematic approach to use ML in particle
physics
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Can Machine Learning do anything?

A word of caution before we dive in

THAT WAS SURPRISINGLY
EASY. HOW COME THE
ROBOTIC UPRISING USED
SPEARS AND ROCKS
INSTEAD OF MISSILES
AND LASERS?

IF YOU LOOK TO
HISTORICAL DATA,
THE VAST MAJORITY
OF BATTLE-WINNERS
USED PRE-MODERN
WEAPONRY.

Thanks to machine-learning algorithms,

the robot apocalypse was short-lived.

The core of machine learning is to find structure in data - no more no less.
Beware the data prior!
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How to become a ML expert?
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Data Replication Principles.



Luckily we are physicists :)

This lecture:
We will start with a simple problem and learn new things on a
need-to-know basis

The following lectures build on each other.
—If anything is unclear, please do not hesitate to ask!
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Can we predict the signal of a calorimeter?

Setting up a machine learning problem

Dataset (x;, i)i=1,....n
e N
feature label

(particle E, id, ...) (signal)

True function £ : X — Y, f(x;) = yi
Hypothesis h € H: X — Y, f(x;) = y; < prediction

Loss:

n

_ 1! DAY
Luse = - > =)

i

(measure for goodness of approximation)

‘ Learning: Minimization of the loss function ‘
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Can we predict the signal of a calorimeter?

Univariate linear regression

Predict signal y as function of energy x

/ /

dependent variable regressor

Linear regression model:
Vi = wix; + wp

with model parameters w;

Find optimal linear model

signal [#photoelectrons * 10-3]

200
175
15.0
ns
100
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— depends on data and chosen loss function

Linear electromagnetic calorimeter

-
.
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Can we predict the signal of a calorimeter?

Univariate linear regression

Predict signal y as function of energy x

/

dependent variable

Linear regression model:
Vi = wix; + wp

with model parameters w;

Find optimal linear model
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Optimizing a linear problem
Chosen loss: mean squared error

1 ¢ y
Luse =~ > vi— )

S0 (@) - 6)-

xia(

w1
w2

)-w
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Optimizing a linear problem

Chosen loss: mean squared error

1 ¢ y
Luse =~ Z(y,- - 7i)?

()R (1) ()

Minimizing the loss

m|n£M55—>V ‘CMSE—Z2 —X,'W)X,';O
i=1
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Optimizing a linear problem

Chosen loss: mean squared error

1 ¢ i
Lyse = - Z(y,' -5

()R (1) ()

Minimizing the loss

m|n£M55—>V ‘CMSE—Z2 —X,'W)X,';O
i=1

n n

= (10> (yi — xiw) =0 (II.)Z(y;—x,-w)x,-zo

i=1
WE X; = E Vi Exercise

i=1
W2:}7—W1X wy =7
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Optimizing a linear problem

Exact analytic solution:

iy —7) (6 —x)
o (X — X)?

WQZ)_/—Wl)_(

wp; =

Linear electromagnetic calorimeter

ns

5
°

75

signal [# photoe lectrons * 10~3]

E(Gev]

Python/numpy warm up exercise:
— Implement this problem (git)
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Multivariate linear regression

We can generalize our result to multidimensional feature vectors!
Adopting a more compact notation we write:

1 XuiWi + XpaWo + -+ - 4 X1 Wy
. Y2 Xp1W1 + XoaWo + -+ - 4 Xod Wy
Vn Xa1W1 + Xp2Wa + -+ + Xnd Wy

Minimizing the loss yields

- |
Vully = Xw|P=>"2(y - Xw) X =0
i=1

—w=(X"X)"'XxTy
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Classification vs Regression

Classification Regression

~

oo, . F o, -
°®, . % % ©
L J ‘. o . ,"..
a %» I
cats vs dogs smartphone price
particle identification  jet energy scale
top vs QCD jets amplitude
L7 27

4+ 4 .::ﬁ
\++E: i
N, o &
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Can we predict the type of a jet

Setting up a classification problem

Dataset (x;,Vi)i=1,...,n e v ..'
A N ° e, ‘,
feature label R L ¥4
(npal‘ti61657 mj, ) (0/1 — QCD/tOP) eete’ *
Hypothesis:

h(x;) = y; € ]0,1] « prediction

Interpretation:
h(x;) = P(y; = 1|x;) < probability
Y

Minimize probability that h assigns wrong class.
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How to build a loss function for classification
If h(x;) = P(yi = 1|x;) then — P(y; = 0|x;) = 1 — h(x;)

Maximize the likelihood:

L= H P(y; = 1|x;) H P(y; = 0[x;)

xi|yi=1 xilyi=0

=TT (1= hx))

mhin —log L = mhin Z —log (h(x;)) - yi—log (1 — h(x;)) - (1 —y;)

00 02 04 06 08 10 22/29



Choosing a suitable model
Problem: 0 < h(x;) < 1 — naive linear model not suitable

Use sigmoid function instead:

1.0

— h(x) = o(xw) S os
_ 1

14 exw 0.0
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Choosing a suitable model

Problem: 0 < h(x;) < 1 — naive linear model not suitable

Use sigmoid function instead:

1.0

— h(x) = o(xw) S os
_ 1

T 14 e xw 0.01

Insert our model into the loss function:

mhin —log L = mhin z’: —yilog (h(x;)) — (1 — yi) log (1 — h(x;))

] 1 e—XW
=min) , ~yilog <1+w) ~ (1= yi)lee <1+w)

= min Z —y;ixw + log(1 + &™) — can't be solved analytically!
w .

1
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How can we minimize the loss function numerically?

— Common technique: Gradient descent

W, = Wpi1 = w, +aVL(w,)
2
learning rate o

close to minimum — small gradient — small weight updates
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Sensitivity to learning rate

Learning rate is one of the most critical parameters to tune

Too low Just right Too high

o) | | [ON 1® ‘\
/ \ / \//"

\ J \ d ; o
\ / \ / \ /
\ N\ 4
),/ N ——
o 0 o
Asm.all learning rate The opt.imal learning Too large of a learning rate
requires many updates rate swiftly reaches the causes drastic updates
bE_‘QFE reaching the minimum point which lead to divergent
minimum point behaviors

https:/ /www.jeremyjordan.me/nn-learning-rate/

— Try behaviour for different orders of magnitude eg. 1071...107°
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Result

Gradient descent for
logistic regression:

— See exercise

Probability

0.2 0.4 0.6 0.8
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Evaluation

Receiver Operating Characteristic (ROC) curve:
h(x) < D

| h(x)>D

top jet | true positive
QCD jet | false positive

Signal efficiency €es
~ true positive
— maximize

~ true negative
— maximize

1
Background rejection —

€B

false negative TP +FN =1
true negative FP + TN =1

00 01 02 03 04
signal efficienc

top vs QCD jets

28/29



Instructions to access exercises

@ (create a google account)

® log in to your google account

©® https://colab.research.google.com/

O a yellow window pops up — select GitHub
@ search for 'abutter’

@ select exercise 'Linear Regression’

@ select exercise 'Logistic Regression’
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