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• Great introduction and theory overview by Massimiliano! 


• Premise: Current constraints


• Statistical methods


• Baryons: Challenge or opportunity?


• Where we’re going with SZ effect cosmology
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Sum of Neutrino Masses from CMB

• Presence of massive neutrinos 
change the angular diameter 
distance that is degenerate 
with H0 (Planck 18 VI)


• Mapping to low-z amplitude σ8 
also changes


• Therefore, combine with


• BAO


• Low-z LSS probe


• H0 (caution)
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Planck Collaboration: Cosmological parameters

if we add CMB lensing, since the lensing measurements restrict
the lensing amplitude to values closer to those expected in base
⇤CDM.

The combination of the acoustic scale measured by the CMB
(✓MC) and BAO data is su�cient to largely determine the back-
ground geometry in the ⇤CDM+

P
m⌫ model, since the lower-

redshift BAO data break the geometric degeneracy. Combining
BAO data with the CMB lensing reconstruction power spectrum
(with priors on ⌦bh

2 and ns, following PL2015), the neutrino
mass can also be constrained to be
X

m⌫ < 0.60 eV (95 %, Planck lensing+BAO+✓MC). (61)

This number is consistent with the tighter constraints using the
CMB power spectra, and almost independent of lensing e↵ects
in the CMB spectra; it would hold even if the AL tension dis-
cussed in Sect. 6.2 were interpreted as a sign of unknown resid-
ual systematics. Since the constraint from the CMB power spec-
tra is strongly limited by the geometrical degeneracy, adding
BAO data to the Planck likelihood significantly tightens the neu-
trino mass constraints. Without CMB lensing we find

X
m⌫ < 0.16 eV (95 %, Planck TT+lowE+BAO), (62a)

X
m⌫ < 0.13 eV (95 %, Planck TT,TE,EE+lowE

+BAO), (62b)

and combining with lensing the limits further tighten to

X
m⌫ < 0.13 eV (95 %, Planck TT+lowE+lensing

+BAO), (63a)

X
m⌫ < 0.12 eV (95 %, Planck TT,TE,EE+lowE

+lensing+BAO). (63b)

These combined constraints are almost immune to high-` po-
larization modelling uncertainties, with the CamSpec likelihood
giving the 95 % limit

P
m⌫ < 0.13 eV for Planck TT,TE,EE

+lowE+lensing+BAO.
Adding the Pantheon SNe data marginally tightens the bound

to
P

m⌫ < 0.11 eV (95 %, Planck TT,TE,EE+lowE+lensing
+BAO+Pantheon). In contrast the full DES 1-year data prefer a
slightly lower �8 value than the Planck ⇤CDM best fit, so DES
slightly favours higher neutrino masses, relaxing the bound toP

m⌫ < 0.14 eV (95 %, Planck TT,TE,EE+lowE+lensing+BAO
+DES).

Increasing the neutrino mass leads to lower values of H0, and
hence aggravates the tension with the distance-ladder determina-
tion of Riess et al. (2018a, see Fig. 34). Adding the Riess et al.
(2018a) H0 measurement to Planck will therefore give even
tighter neutrino mass constraints (see the parameter tables in the
PLA), but such constraints should be interpreted cautiously until
the Hubble tension is better understood.

The remarkably tight constraints using CMB and BAO data
are comparable with the latest bounds from combining with
Ly↵ forest data (Palanque-Delabrouille et al. 2015; Yèche et al.
2017). Although Ly↵ is a more direct probe of the neutrino mass
(in the sense that it is sensitive to the matter power spectrum on
scales where the suppression caused by neutrinos is expected
to be significant) the measurements are substantially more dif-
ficult to model and interpret than the CMB and BAO data. Our
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Fig. 34. Samples from Planck TT,TE,EE+lowE chains in theP
m⌫–H0 plane, colour-coded by �8. Solid black contours

show the constraints from Planck TT,TE,EE+lowE+lensing,
while dashed blue lines show the joint constraint from Planck

TT,TE,EE+lowE+lensing+BAO, and the dashed green lines ad-
ditionally marginalize over Ne↵ . The grey band on the left shows
the region with

P
m⌫ < 0.056 eV ruled out by neutrino oscilla-

tion experiments. Mass splittings observed in neutrino oscilla-
tion experiments also imply that the region left of the dotted ver-
tical line can only be a normal hierarchy (NH), while the region
to the right could be either the normal hierarchy or an inverted
hierarchy (IH).

95 % limit of
P

m⌫ < 0.12 eV starts to put pressure on the in-
verted mass hierarchy (which requires

P
m⌫ >⇠ 0.1 eV) indepen-

dently of Ly↵ data. This is consistent with constraints from neu-
trino laboratory experiments which also slightly prefer the nor-
mal hierarchy at 2–3� (Adamson et al. 2017; Abe et al. 2018;
Capozzi et al. 2018).

7.5.2. Effective number of relativistic species

New light particles appear in many extensions of the Standard
Model of particle physics. Additional dark relativistic degrees
of freedom are usually parameterized by Ne↵ , defined so that
the total relativistic energy density well after electron-positron
annihilation is given by

⇢rad = Ne↵
7
8

 
4

11

!4/3

⇢�. (64)

The standard cosmological model has Ne↵ ⇡ 3.046, slightly
larger than 3 since the three standard model neutrinos were
not completely decoupled at electron-positron annihilation
(Mangano et al. 2002; de Salas & Pastor 2016).

We can treat any additional massless particles produced well
before recombination (that neither interact nor decay) as simply
an additional contribution to Ne↵ . Any species that was initially
in thermal equilibrium with the Standard Model particles pro-
duces a �Ne↵ (⌘ Ne↵ � 3.046) that depends only on the number
of degrees of freedom and decoupling temperature. Using con-
servation of entropy, fully thermalized relics with g degrees of
freedom contribute

�Ne↵ = g

"
43

4 gs

#4/3

⇥

(
4/7 boson,
1/2 fermion, (65)
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Obtaining Neutrino Constraints

• Primary CMB and LSS probes 
provide weak constraints on their 
own


• For primary CMB, neutrino 
properties are degenerate with σ8


• Break that degeneracy e.g., by 
analyzing CMB + cluster abundance


• (Other approaches are: CMB 
lensing, BAO, H0)
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Figure 9. ⌫⇤CDM constraints on ⌦m, �8, and
P

m⌫ . The

SPTcl dataset comprises (SPT-SZ+WL+YX), Planck uses

TT+lowTEB. Note that the cluster data constrain ⌦m and

�8 almost independently of
P

m⌫ .

using the low-redshift subsample

BMg
(0.25 < z < 0.6) = 1.12± 0.09 (36)

is closer to the self-similar evolution, while the high-
redshift half yields a steeper slope

BMg
(z > 0.6) = 1.36± 0.11. (37)

To capture a possible redshift dependence of the slope
of the X-ray scaling relations, we analyzed models with
an extended scaling relation model of the form

lnOX-ray = lnA+B ln

✓
M500c h70

5⇥ 1014M�

◆

+ C ln

✓
E(z)

E(0.6)

◆

+ E ln

✓
E(z)

E(0.6)

◆
ln

✓
M500c h70

5⇥ 1014M�

◆
(38)

that allows for additional freedom and the mass- and
redshift-dependences. However, we do not observe any
significant departure in E from 0, in agreement with
Bulbul et al. (2019).

4.2. Constraints on the Sum of Neutrino Masses

Having quantified the consistency between our cluster
dataset and Planck in Section 4.1.3, we proceed and

Figure 10. Constraints on
P

m⌫ from the joint analysis

of SPTcl and Planck data. Our fiducial analysis favors a

non-zero sum of neutrino masses. However, when only using

the low-redshift half z < 0.6 of our cluster sample or when

replacing Planck TT+lowTEB with Planck TT + a prior

⌧ ⇠ N (0.054, 0.0072) this preference diminishes.

combine the two probes. The SPTcl+Planck dataset
yields

⌦m = 0.353± 0.027 (39)

�8 = 0.761± 0.033 (40)

�8(⌦m/0.3)
0.2 = 0.786± 0.025 (41)

X
m⌫ = 0.39± 0.19 eV (42)

X
m⌫ < 0.74 eV (95%upper limit). (43)

Compared to constraints from Planck alone, the com-
bination with SPTcl shrinks the errors on ⌦m, �8, and
�8(⌦m/0.3)0.2 by 3%, 12%, and 20%. By breaking pa-
rameter degeneracies (notably between �8 and

P
m⌫ ,

see Fig. 9), the addition of cluster data to the pri-
mary CMB measurements by Planck a↵ects the in-
ferred sum of neutrino masses. If interpreted as a Gaus-
sian probability distribution (i.e., ignoring the hard cutP

m⌫ > 0), our joint measurement corresponds to a
2.0� preference for a non-zero sum of neutrino masses.
The Planck collaboration recently presented an up-

dated analysis of primary CMB anisotropies (Planck
Collaboration et al. 2018b). Most notably, the optical
depth decreased to ⌧ = 0.054 ± 0.007. As the updated
Planck likelihood code is not available yet, we estimate
the impact of the updated Planck analysis on our re-
sults and especially our constraint on

P
m⌫ by analyz-

ing the Planck 2015 TT data (without lowTEB) with
a prior on ⌧ ⇠ N (0.054, 0.0072). We analyze the joint
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sian probability distribution (i.e., ignoring the hard cutP
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dated analysis of primary CMB anisotropies (Planck
Collaboration et al. 2018b). Most notably, the optical
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Robustness to Choice of Cosmology

Allowing for additional freedom 
in the cosmological model 
(curvature, dark energy equation 
of state, Neff, r ) does not 
s i g n i fi c a n t l y d e g r a d e t h e 
constraint on Σmν (Mantz+15).
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Figure B1. Constraints on cosmological models from the cluster data set, CMB data from Planck+WP, ACT and SPT (Keisler et al.
2011; Reichardt et al. 2012; Story et al. 2013; Das et al. 2014; Planck Collaboration 2013b), type Ia supernovae (Suzuki et al. 2012),
baryon acoustic oscillations (Beutler et al. 2011; Padmanabhan et al. 2012; Anderson et al. 2014), and their combination. These figures
are identical to the equivalent ones in Section 4 apart from the substitution of Planck 1-year data (plus WMAP polarization) for WMAP
9-year data. Left to right and top to bottom, the panels correspond to Figures 3b, 4a, 4b, 5, 6a and 6b (this page) and 7 (second page).

c� 2014 RAS, MNRAS 000, 1–22
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Fig. 6.— Constraints on the species-summed neutrino mass.
The addition of cluster constraints to either the Planck+WP or
Planck+WP+BAO datasets has a similar e↵ect: the posterior
peaks at positive values, but remains consistent with zero.

Fig. 7.— Simultaneous constraints on the e↵ective number of
relativistic species and the species-summed neutrino mass. The
addition of the SPT cluster data reduces the allowed parameter
space.

as shown in Figure 7. The simultaneous constraints are

Ne↵ = 3.25± 0.23 (20)

and
⌃m⌫ = 0.39± 0.20 eV, (21)

factors of 1.3 and 1.6 respective improvement over the
Planck+WP data alone.
Adding BAO data reduces the remaining allowed pa-

rameter space significantly to Ne↵ = 3.28 ± 0.20 and
⌃m⌫ = 0.18 ± 0.09, and results in a degeneracy be-
tween Ne↵ and ⌃m⌫ , allowing for larger values of Ne↵
for increasing ⌃m⌫ . These constraints can be fur-

Fig. 8.— Comparison of di↵erent cosmological probes of dark
energy. The countours show the simultaneous constraints on the
present day density of dark energy ⌦DE = 1 � ⌦m and the dark
energy equation of state parameter w. Using priors on H0 and
⌦bh

2, the SPT cluster data are able to simultaneously constrain
the two parameters, and are in good agreement with the other
probes. The other probes are sensitive to dark energy primarily
through its e↵ect on the geometry of the universe.

ther tightened with the addition of local H0 measure-
ments, with the caveat that the best-fit value of H0
from the SPTCL+Planck+WP+BAO dataset, H0 =
68.6±1.2 km/s/Mpc, is in mild tension with direct local
measurements from Riess et al. (2011). Proceeding to
add those local measurements, such that we consider a
SPTCL+Planck+WP+H0+BAO dataset, we find a pref-
erence for larger Ne↵ , resulting in the marginalized con-
straints of

Ne↵ = 3.43± 0.16 (22)

and
⌃m⌫ = 0.16± 0.08 eV. (23)

The combined dataset has a 2.3� preference for Ne↵ >

3.046, the standard model prediction. This is partially
driven by the weak tension between local H0 measure-
ments and the Planck+BAO dataset, as has been noted
by other authors (e.g., Hou et al. 2014; Wyman et al.
2014; Battye & Moss 2014). However, the sensitivity to
the H0 prior is relatively weak. The preference for Ne↵
exceeding the standard model prediction would still be
2.0� if the central value of the H0 prior was reduced by
one standard deviation.

6.5. wCDM

With the increased number of clusters in this work we
are able to place constraints not only on the local cluster
abundance but also on the evolution of cluster abundance
with redshift. In particular, we examine the constraints
on the wCDM cosmology, where the equation of state of
dark energy w is a free parameter. We assume that w is
a constant (i.e., its value does not evolve with redshift).
This additional parameter a↵ects the cluster abundance
and observables through its influence on the geometry
of the universe and, more importantly, the growth of
structure. The geometrical e↵ects include the change in
the survey volume element and the angular diameter dis-
tance that modifies the implied X-ray mass information.

Simultaneous constraints on 
Σmν and Neff (de Haan+16)



Methods: Self-Consistent, Data-Driven Statistical 
Modeling Framework 

(Hierarchical Bayesian modeling for the cool kids)
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Basics of Cluster Cosmology

• Halo mass function is 
extremely sensitive to 
cosmology


• Measure cluster masses and 
redshifts


• Compare mass function 
measurement with model 
prediction


• Done


• … or not?
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between the linear power spectrum and cluster mass function
in the ΩM = 1, ΩΛ = 0, low-density ΩM = 0.3, ΩΛ = 0, and
“concordant” ΩM = 0.3, ΩΛ = 0.7 cosmologies (Jenkins et al.
2001).

Fitting cosmological models to the real cluster mass function
measurements uses not only the growth of the structure but also
the distance–redshift information because observed properties
for objects of the same mass generally depend on the distance.
Therefore, constraints on w derived from the cluster mass
function internally make a combination of growth of structure
and distance based cosmological tests, and thus potentially can
be very accurate and competitive with any other technique (e.g.,
Albrecht et al. 2006).

Previous attempts to use the evolution of the cluster mass
function as a cosmological probe were limited by small sample
sizes and either poor proxies for the cluster mass (e.g., the
total X-ray flux) or inaccurate measurements (e.g., temperatures
with large uncertainties). Despite these limitations, reasonable
constraints could still be derived on ΩM (e.g., Borgani et al.
2001; Henry 2004). However, constraints on the dark energy
equation-of-state from such studies are weak. For example,
Henry (2004) derived the best-fit w = −0.42, only marginally
inconsistent with w = −1, using the temperature function of
the Einstein Medium Sensitivity Survey clusters; Mantz et al.
(2008) determine w = −1.4 ± 0.55 with a larger sample of
distant clusters (MACS survey; see Ebeling et al. 2001) but
using the X-ray luminosity as a mass proxy.

The situation with the cluster mass function data has been
dramatically improved in the past 2 years. A large sample of
sufficiently massive clusters extending to z ∼ 0.9 has been
derived from ROSAT PSPC pointed data covering 400 deg2

(Burenin et al. 2007, Paper I hereafter). Distant clusters from the
400d sample were then observed with Chandra, providing high-
quality X-ray data and much more accurate total mass indicators.
Chandra coverage has also become available for a complete
sample of low-z clusters originally derived from the ROSAT All-
Sky Survey. Results from deep Chandra pointings to a number
of low-z clusters have significantly improved our knowledge
of the outer cluster regions and provided a much more reliable
calibration of the Mtot versus proxy relations than what was
possible before. On the theoretical side, improved numerical
simulations resulted in better understanding of measurement
biases in the X-ray data analysis (Nagai et al. 2007; Rasia et al.
2006; Jeltema et al. 2008). Even more importantly, results from
these simulations have been used to suggest new, more reliable
X-ray proxies for the total mass (Kravtsov et al. 2006). We
discuss all this issues in the previous paper (Vikhlinin et al.
2009, Paper II hereafter). The cluster mass functions derived in
this paper are reproduced in Figure 1. Overall, these results are
an important step forward in providing observational foundation
for cosmological work with the cluster mass functions.

In this work, we present cosmological constraints from
the data discussed in Paper II. The cosmological information
contained in the cluster mass function data and relevant to dark
energy constraints can be approximately separated into three
quasi-independent components.

1. Changes in the comoving number density at a fixed mass
threshold constrain a combination of the perturbations
growth factor and relative distances between low- and
high-z samples; this by itself is a dark energy constraint
(Section 8).

2. The overall normalization of the observed mass function
constrains the amplitude of linear density perturbations at

Figure 1. Estimated mass functions for our cluster samples computed for the
ΩM = 0.25, ΩΛ = 0.75, h = 0.72 cosmology. The solid lines show the mass
function models (weighted with the survey volume as a function of M and z),
computed for the same cosmology with only the overall normalization, σ8, fitted.
The deficit of clusters in the distant sample near M500 = 3 × 1014 h−1 M⊙
is a marginal statistical fluctuation—we observe four clusters where 9.5 are
expected, a 2σ deviation (see Figure 17 in Paper II).

z ≈ 0, usually expressed in terms of the σ8 parameter.
Statistical and systematic errors in the σ8 measurement are
now sufficiently small, and the ratio of σ8 and the amplitude
of the cosmic microwave background (CMB) fluctuations
power spectrum gives the total growth of perturbations
between z ≈ 1000 and z = 0—a second powerful dark
energy constraint (Section 8.1).

3. The slope of the mass function measures ΩM × h; this by
itself is not a dark energy probe but can be used to break
degeneracies present in other methods.

Our dark energy constraints were derived for the following
cases. Assuming a constant w and a flat universe, we measure
w0 = −1.14 ± 0.21 using only cluster data (i.e., evolution
of the mass function between our two redshift samples) and
the Hubble Space Telescope (HST) prior on h (Section 8.2).
Combining cluster and Wilkinson Microwave Anisotropy Probe
(WMAP) data, we obtain w0 = −1.08 ± 0.15 but (w0 is con-
strained much more tightly for a fixed ΩM (Section 8.3). Finally,
adding cluster data to the joint SNe + WMAP + BAO constraint,
we obtain w0 = −0.991 ± 0.045 (Section 8.3), significantly
reducing statistical and especially systematic (Section 8.4) un-
certainties compared with the case without clusters. A large frac-
tion of the extra constraining power comes from contrasting σ8
with normalization of the CMB power spectrum; this procedure
is sensitive to nonzero masses of light neutrinos. Allowing for
mν > 0, we obtain a new conservative upper limit

∑
mν < 0.33

eV (95% CL) while still improving the w0 measurement rela-
tive to the SN+WMAP+BAO-only case (w0 = −1.02 ± 0.055,
Section 8.5). Adding clusters also improves the equation-of-
state constrains for evolving w in a flat universe (Section 9.1)
and constant w in a nonflat universe (Section 9.2)

The paper is organized as follows. We start with a short sum-
mary of cluster data and systematic uncertainties (Section 2),
discuss issues relevant for computing theoretical mass func-

Vikhlinin+09
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Observed Clusters ≠ Simulated Halos

!8

Credit: NASA, ESA, and J. Lotz, M. Mountain, A. 
Koekemoer, and the HFF Team (STScI) 
 http://www.spacetelescope.org/images/heic1401a/ 

Credit: NASA, ESA, the Hubble Heritage Team (STScI/AURA), J. 
Blakeslee (NRC Herzberg Astrophysics Program, Dominion 
Astrophysical Observatory), and H. Ford (JHU) http://
www.spacetelescope.org/images/heic1317a

Credit: NASA/CXC/Cinestav/T.Bernal et al.

In practice: 
Empirical calibration of observable—mass relations

http://www.spacetelescope.org/images/heic1401a/
http://www.spacetelescope.org/images/heic1317a
http://www.spacetelescope.org/images/heic1317a


Sebastian Bocquet - LMU Munich Towards the Coordination of the European CMB program

Cluster Cosmology Calls for Forward Modeling

!9

Halo Mass Function 
Abundance dN/dM/dz  

from numerical simulations

Observable—Mass Relation 
Statistical description

P(obs | mass, redshift)

Model prediction in Observable-Space 
dNmodel/dobs/dz

Observed Distribution in Observable-Space 
dNdata/dobs/dz

Likelihood
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Mass Proxies (correlate with halo mass)

• SZ effect and X-ray YX

• Small intrinsic & measurement 

scatter < 20 %

• Systematically limited by our 

(lack of) understanding of gas 
physics in clusters


• Weak gravitational lensing

• Measures total mass


• Mass modeling in N-body 
simulations


• %-level systematics


• Large intrinsic & measurement 
scatter > ~30 %
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Weak-Lensing Bias and Scatter

• WL is a biased mass estimator 
(with intrinsic scatter) because 
we fit an NFW profile


• Mass modeling


• NFW profile mismatch


• Miscentering


• Correlated LSS


• Other systematics:


• Cluster member 
contamination


• Shear and photo-z bias

!11

24 DES Collaboration

Table 6. Systematic error budget on the amplitude of the mass–richness relation as measured with the DES Y1 data compared to the DES SV result of
Melchior et al. (2017). The shear (Section 4.1), photo-z (Section 4.3), modeling systematics (Section 5.4.1), triaxiality, and projection effects (Section 5.4.2)
are conservatively taken to be perfectly correlated between cluster stacks. Membership dilution (Section 4.2) and miscentering (Section 5.2) are assumed to be
independent. Statistical and systematic errors are added in quadrature to arrive at the total error.

Source of systematic SV Amplitude uncertainty Y1 Amplitude Uncertainty
Shear measurement 4% 1.7%
Photometric redshifts 3% 2.6%
Modeling systematics 2% 0.73%
Cluster triaxiality 2% 2.0%
Line-of-sight projections 2% 2.0%
Membership dilution + miscentering 6 1% 0.78%
Total Systematics 6.1% 4.3%
Total Statistical 9.4% 2.4%
Total 11.2% 5.0%
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Premise & Modeling Framework

• Cluster cosmology is a modeling challenge.


• Be explicit about your assumptions!


• We will not 

• assume hydrostatic equilibrium


• consider a hydrostatic bias extracted from hydro simulations (let’s discuss their predictivity/
validation over coffee/beer!)


• We will trust our intuition (and decades of research) that


• cluster mass proxies correlate with mass


• Mean observable—mass relation is well described by a power law in mass and redshift (with 
unknown parameters)


• weak gravitational lensing measures halo mass on average with %-level systematic 
uncertainty (more on [known] biases later)

!12
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2500 deg2 SPT-SZ Survey Cluster Catalog 
and Multi-Observable Follow-up Data
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Multi-Observable—Mass Relation 
e.g., Bocquet+19

!14

6 Bocquet et al.

In this section, we present the observable–mass rela-
tions, the likelihood function, and the priors adopted.
Fig. 3 shows a flowchart of the analysis pipeline. The
data and likelihood code will be made publicly available.

3.1. Observable–mass Relations

We consider three cluster mass proxies: the unbiased
SZ significance ⇣, the X-ray YX, and the WL mass MWL.
We parametrize the mean observable–mass relations as

hln ⇣i = lnASZ +BSZ ln
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M500c h70
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(2)

hlnMWLi = ln bWL + lnM500c. (3)

The ⇣–mass and YX–mass relations are equivalent to the
ones adopted in dH16, except for replacing h/0.72 by h70

in YX–mass.
The intrinsic scatter in ln ⇣, lnYX, and lnMWL at fixed

mass and redshift is described by normal distributions
with widths �ln ⇣ , �lnYX

, and �WL. These widths are
assumed to be independent of mass and redshift. Note
that the parameters �ln ⇣ and �lnYX

have been called
DSZ and DX in some previous SPT publications. We
allow for correlated scatter between the SZ, X-ray, and
WL mass proxies as described by the covariance matrix
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with correlation coe�cients ⇢SZ�X, ⇢SZ�WL, and
⇢WL�X. With this, the full description of the multi-
observable–mass relation is
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All parameters of the observable–mass relations are
listed in Table 2.
While our default X-ray observable is YX, we also con-

sider the X-ray gas mass Mgas. Note that both observ-
ables share the same Mgas data, and so we do not use
them simultaneously. We define a relation for the gas
mass fraction fgas ⌘ Mgas/M500c
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with which the Mgas–mass relation becomes
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3.1.1. The SZ ⇠–mass Relation

The observable we use to describe the cluster SZ signal
is ⇠, the detection signal-to-noise ratio (SNR) maximized
over all filter scales. To account for the impact of noise
bias, the unbiased SZ significance ⇣ is introduced, which
is the SNR at the true, underlying cluster position and
filter scale (Vanderlinde et al. 2010). Following previous
SPT work, ⇠ across many noise realizations is related to
⇣ as

P (⇠|⇣) = N (
p
⇣2 + 3, 1) (8)

In practice, we only map objects with ⇣ > 2 to ⇠ using
this relation, but the exact location of this cut has no
impact on our results (see also dH16). The validity of
this approach and of Eq. 8 has been extensively tested
and confirmed by analyzing simulated SPT observations
of mock SZ maps (Vanderlinde et al. 2010).
The SPT-SZ survey consists of 19 fields that were

observed to di↵erent depths. The varying noise levels
only a↵ect the normalization of the ⇣–mass relation, and
leave BSZ, CSZ, and �ln ⇣ e↵ectively unchanged (dH16).
In the analysis presented here, ASZ is rescaled by a cor-
rection factor for each of the 19 fields, which then allows
us to work with a single SZ observable–mass relation,
given by Eq. 1. The scaling factors �field can be found
in Table 1 in dH16.
In a departure from previous SPT analyses, we do not

apply informative (Gaussian) priors on the SZ scaling re-
lation parameters. The self-calibration through fitting
the cluster sample against the halo mass function, (see,
e.g., Majumdar &Mohr 2004), the constraint on the nor-
malization of the observable–mass relations through our
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In this section, we present the observable–mass rela-
tions, the likelihood function, and the priors adopted.
Fig. 3 shows a flowchart of the analysis pipeline. The
data and likelihood code will be made publicly available.

3.1. Observable–mass Relations

We consider three cluster mass proxies: the unbiased
SZ significance ⇣, the X-ray YX, and the WL mass MWL.
We parametrize the mean observable–mass relations as
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hlnMWLi = ln bWL + lnM500c. (3)

The ⇣–mass and YX–mass relations are equivalent to the
ones adopted in dH16, except for replacing h/0.72 by h70

in YX–mass.
The intrinsic scatter in ln ⇣, lnYX, and lnMWL at fixed

mass and redshift is described by normal distributions
with widths �ln ⇣ , �lnYX

, and �WL. These widths are
assumed to be independent of mass and redshift. Note
that the parameters �ln ⇣ and �lnYX

have been called
DSZ and DX in some previous SPT publications. We
allow for correlated scatter between the SZ, X-ray, and
WL mass proxies as described by the covariance matrix
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with correlation coe�cients ⇢SZ�X, ⇢SZ�WL, and
⇢WL�X. With this, the full description of the multi-
observable–mass relation is
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All parameters of the observable–mass relations are
listed in Table 2.
While our default X-ray observable is YX, we also con-

sider the X-ray gas mass Mgas. Note that both observ-
ables share the same Mgas data, and so we do not use
them simultaneously. We define a relation for the gas
mass fraction fgas ⌘ Mgas/M500c

hln fgasi = ln
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3.1.1. The SZ ⇠–mass Relation

The observable we use to describe the cluster SZ signal
is ⇠, the detection signal-to-noise ratio (SNR) maximized
over all filter scales. To account for the impact of noise
bias, the unbiased SZ significance ⇣ is introduced, which
is the SNR at the true, underlying cluster position and
filter scale (Vanderlinde et al. 2010). Following previous
SPT work, ⇠ across many noise realizations is related to
⇣ as

P (⇠|⇣) = N (
p
⇣2 + 3, 1) (8)

In practice, we only map objects with ⇣ > 2 to ⇠ using
this relation, but the exact location of this cut has no
impact on our results (see also dH16). The validity of
this approach and of Eq. 8 has been extensively tested
and confirmed by analyzing simulated SPT observations
of mock SZ maps (Vanderlinde et al. 2010).
The SPT-SZ survey consists of 19 fields that were

observed to di↵erent depths. The varying noise levels
only a↵ect the normalization of the ⇣–mass relation, and
leave BSZ, CSZ, and �ln ⇣ e↵ectively unchanged (dH16).
In the analysis presented here, ASZ is rescaled by a cor-
rection factor for each of the 19 fields, which then allows
us to work with a single SZ observable–mass relation,
given by Eq. 1. The scaling factors �field can be found
in Table 1 in dH16.
In a departure from previous SPT analyses, we do not

apply informative (Gaussian) priors on the SZ scaling re-
lation parameters. The self-calibration through fitting
the cluster sample against the halo mass function, (see,
e.g., Majumdar &Mohr 2004), the constraint on the nor-
malization of the observable–mass relations through our
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In this section, we present the observable–mass rela-
tions, the likelihood function, and the priors adopted.
Fig. 3 shows a flowchart of the analysis pipeline. The
data and likelihood code will be made publicly available.

3.1. Observable–mass Relations

We consider three cluster mass proxies: the unbiased
SZ significance ⇣, the X-ray YX, and the WL mass MWL.
We parametrize the mean observable–mass relations as
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hlnMWLi = ln bWL + lnM500c. (3)

The ⇣–mass and YX–mass relations are equivalent to the
ones adopted in dH16, except for replacing h/0.72 by h70

in YX–mass.
The intrinsic scatter in ln ⇣, lnYX, and lnMWL at fixed

mass and redshift is described by normal distributions
with widths �ln ⇣ , �lnYX

, and �WL. These widths are
assumed to be independent of mass and redshift. Note
that the parameters �ln ⇣ and �lnYX

have been called
DSZ and DX in some previous SPT publications. We
allow for correlated scatter between the SZ, X-ray, and
WL mass proxies as described by the covariance matrix
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with correlation coe�cients ⇢SZ�X, ⇢SZ�WL, and
⇢WL�X. With this, the full description of the multi-
observable–mass relation is
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All parameters of the observable–mass relations are
listed in Table 2.
While our default X-ray observable is YX, we also con-

sider the X-ray gas mass Mgas. Note that both observ-
ables share the same Mgas data, and so we do not use
them simultaneously. We define a relation for the gas
mass fraction fgas ⌘ Mgas/M500c

hln fgasi = ln
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with which the Mgas–mass relation becomes
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3.1.1. The SZ ⇠–mass Relation

The observable we use to describe the cluster SZ signal
is ⇠, the detection signal-to-noise ratio (SNR) maximized
over all filter scales. To account for the impact of noise
bias, the unbiased SZ significance ⇣ is introduced, which
is the SNR at the true, underlying cluster position and
filter scale (Vanderlinde et al. 2010). Following previous
SPT work, ⇠ across many noise realizations is related to
⇣ as

P (⇠|⇣) = N (
p
⇣2 + 3, 1) (8)

In practice, we only map objects with ⇣ > 2 to ⇠ using
this relation, but the exact location of this cut has no
impact on our results (see also dH16). The validity of
this approach and of Eq. 8 has been extensively tested
and confirmed by analyzing simulated SPT observations
of mock SZ maps (Vanderlinde et al. 2010).
The SPT-SZ survey consists of 19 fields that were

observed to di↵erent depths. The varying noise levels
only a↵ect the normalization of the ⇣–mass relation, and
leave BSZ, CSZ, and �ln ⇣ e↵ectively unchanged (dH16).
In the analysis presented here, ASZ is rescaled by a cor-
rection factor for each of the 19 fields, which then allows
us to work with a single SZ observable–mass relation,
given by Eq. 1. The scaling factors �field can be found
in Table 1 in dH16.
In a departure from previous SPT analyses, we do not

apply informative (Gaussian) priors on the SZ scaling re-
lation parameters. The self-calibration through fitting
the cluster sample against the halo mass function, (see,
e.g., Majumdar &Mohr 2004), the constraint on the nor-
malization of the observable–mass relations through our

Mean relations
Covariance matrix

Multi-obs relation
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In this section, we present the observable–mass rela-
tions, the likelihood function, and the priors adopted.
Fig. 3 shows a flowchart of the analysis pipeline. The
data and likelihood code will be made publicly available.

3.1. Observable–mass Relations

We consider three cluster mass proxies: the unbiased
SZ significance ⇣, the X-ray YX, and the WL mass MWL.
We parametrize the mean observable–mass relations as
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The ⇣–mass and YX–mass relations are equivalent to the
ones adopted in dH16, except for replacing h/0.72 by h70

in YX–mass.
The intrinsic scatter in ln ⇣, lnYX, and lnMWL at fixed

mass and redshift is described by normal distributions
with widths �ln ⇣ , �lnYX

, and �WL. These widths are
assumed to be independent of mass and redshift. Note
that the parameters �ln ⇣ and �lnYX

have been called
DSZ and DX in some previous SPT publications. We
allow for correlated scatter between the SZ, X-ray, and
WL mass proxies as described by the covariance matrix
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with correlation coe�cients ⇢SZ�X, ⇢SZ�WL, and
⇢WL�X. With this, the full description of the multi-
observable–mass relation is
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All parameters of the observable–mass relations are
listed in Table 2.
While our default X-ray observable is YX, we also con-

sider the X-ray gas mass Mgas. Note that both observ-
ables share the same Mgas data, and so we do not use
them simultaneously. We define a relation for the gas
mass fraction fgas ⌘ Mgas/M500c
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3.1.1. The SZ ⇠–mass Relation

The observable we use to describe the cluster SZ signal
is ⇠, the detection signal-to-noise ratio (SNR) maximized
over all filter scales. To account for the impact of noise
bias, the unbiased SZ significance ⇣ is introduced, which
is the SNR at the true, underlying cluster position and
filter scale (Vanderlinde et al. 2010). Following previous
SPT work, ⇠ across many noise realizations is related to
⇣ as

P (⇠|⇣) = N (
p
⇣2 + 3, 1) (8)

In practice, we only map objects with ⇣ > 2 to ⇠ using
this relation, but the exact location of this cut has no
impact on our results (see also dH16). The validity of
this approach and of Eq. 8 has been extensively tested
and confirmed by analyzing simulated SPT observations
of mock SZ maps (Vanderlinde et al. 2010).
The SPT-SZ survey consists of 19 fields that were

observed to di↵erent depths. The varying noise levels
only a↵ect the normalization of the ⇣–mass relation, and
leave BSZ, CSZ, and �ln ⇣ e↵ectively unchanged (dH16).
In the analysis presented here, ASZ is rescaled by a cor-
rection factor for each of the 19 fields, which then allows
us to work with a single SZ observable–mass relation,
given by Eq. 1. The scaling factors �field can be found
in Table 1 in dH16.
In a departure from previous SPT analyses, we do not

apply informative (Gaussian) priors on the SZ scaling re-
lation parameters. The self-calibration through fitting
the cluster sample against the halo mass function, (see,
e.g., Majumdar &Mohr 2004), the constraint on the nor-
malization of the observable–mass relations through our
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In this section, we present the observable–mass rela-
tions, the likelihood function, and the priors adopted.
Fig. 3 shows a flowchart of the analysis pipeline. The
data and likelihood code will be made publicly available.

3.1. Observable–mass Relations

We consider three cluster mass proxies: the unbiased
SZ significance ⇣, the X-ray YX, and the WL mass MWL.
We parametrize the mean observable–mass relations as
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The intrinsic scatter in ln ⇣, lnYX, and lnMWL at fixed
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with widths �ln ⇣ , �lnYX

, and �WL. These widths are
assumed to be independent of mass and redshift. Note
that the parameters �ln ⇣ and �lnYX

have been called
DSZ and DX in some previous SPT publications. We
allow for correlated scatter between the SZ, X-ray, and
WL mass proxies as described by the covariance matrix
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with correlation coe�cients ⇢SZ�X, ⇢SZ�WL, and
⇢WL�X. With this, the full description of the multi-
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All parameters of the observable–mass relations are
listed in Table 2.
While our default X-ray observable is YX, we also con-

sider the X-ray gas mass Mgas. Note that both observ-
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The observable we use to describe the cluster SZ signal
is ⇠, the detection signal-to-noise ratio (SNR) maximized
over all filter scales. To account for the impact of noise
bias, the unbiased SZ significance ⇣ is introduced, which
is the SNR at the true, underlying cluster position and
filter scale (Vanderlinde et al. 2010). Following previous
SPT work, ⇠ across many noise realizations is related to
⇣ as
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In practice, we only map objects with ⇣ > 2 to ⇠ using
this relation, but the exact location of this cut has no
impact on our results (see also dH16). The validity of
this approach and of Eq. 8 has been extensively tested
and confirmed by analyzing simulated SPT observations
of mock SZ maps (Vanderlinde et al. 2010).
The SPT-SZ survey consists of 19 fields that were
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only a↵ect the normalization of the ⇣–mass relation, and
leave BSZ, CSZ, and �ln ⇣ e↵ectively unchanged (dH16).
In the analysis presented here, ASZ is rescaled by a cor-
rection factor for each of the 19 fields, which then allows
us to work with a single SZ observable–mass relation,
given by Eq. 1. The scaling factors �field can be found
in Table 1 in dH16.
In a departure from previous SPT analyses, we do not

apply informative (Gaussian) priors on the SZ scaling re-
lation parameters. The self-calibration through fitting
the cluster sample against the halo mass function, (see,
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All parameters of the observable–mass relations are
listed in Table 2.
While our default X-ray observable is YX, we also con-
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3.1.1. The SZ ⇠–mass Relation

The observable we use to describe the cluster SZ signal
is ⇠, the detection signal-to-noise ratio (SNR) maximized
over all filter scales. To account for the impact of noise
bias, the unbiased SZ significance ⇣ is introduced, which
is the SNR at the true, underlying cluster position and
filter scale (Vanderlinde et al. 2010). Following previous
SPT work, ⇠ across many noise realizations is related to
⇣ as

P (⇠|⇣) = N (
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⇣2 + 3, 1) (8)

In practice, we only map objects with ⇣ > 2 to ⇠ using
this relation, but the exact location of this cut has no
impact on our results (see also dH16). The validity of
this approach and of Eq. 8 has been extensively tested
and confirmed by analyzing simulated SPT observations
of mock SZ maps (Vanderlinde et al. 2010).
The SPT-SZ survey consists of 19 fields that were

observed to di↵erent depths. The varying noise levels
only a↵ect the normalization of the ⇣–mass relation, and
leave BSZ, CSZ, and �ln ⇣ e↵ectively unchanged (dH16).
In the analysis presented here, ASZ is rescaled by a cor-
rection factor for each of the 19 fields, which then allows
us to work with a single SZ observable–mass relation,
given by Eq. 1. The scaling factors �field can be found
in Table 1 in dH16.
In a departure from previous SPT analyses, we do not

apply informative (Gaussian) priors on the SZ scaling re-
lation parameters. The self-calibration through fitting
the cluster sample against the halo mass function, (see,
e.g., Majumdar &Mohr 2004), the constraint on the nor-
malization of the observable–mass relations through our
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Forward-Modeling Analysis Strategy  
e.g., Bocquet+19

!16

Use the known relation 
mass -> weak lensing shear profile 

to calibrate 
mass -> SZ effect and mass -> X-ray 

Simultaneous analysis of all observables to capture all covariances 
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Likelihood Function in Observable Space

!17

Poisson likelihood for cluster abundance Selection 
xi >5, z>0.25

Mass calibration

8 Sebastian & Friends

Note that the total expected number of false detectionsR
d⇠

dNfalse(⇠)
d⇠ is independent of p and is therefore ne-

glected in Eq. 11.
The mass calibration term in Eq. 11 is computed as

P (Y obs

X
,g

obs

t
|⇠, z,p) =

ZZZZ
dM d⇣ dYX dMWL [

P (Y obs

X
|YX)P (gobs

t
|MWL)P (⇠|⇣)

P (⇣, YX,MWL|M, z,p)P (M |z,p) ]

(14)

with the HMF P (M |z,p) and the multi-observable scal-
ing relation P (⇣, YX,MWL|M, z,p) that includes the
e↵ects of correlated scatter. Computing this multi-
dimensional integral in the (⇣, YX,MWL) space is expen-
sive. We minimize the computational cost of this step
by i) only considering parts of the (⇣, YX,MWL) space
that have non-negligible probability densities; we esti-
mate this sub-space from the measurements and p, ii)
using Fast Fourier Transform convolutions, and iii) only
performing this computation for clusters that actually
have both follow-up measurements YX and MWL; other-
wise, we restrict the computation to the much cheaper
two-dimensional (YX, ⇣) or (MWL, ⇣) spaces. The mass
calibration term does not need to be computed at all for
clusters that have no X-ray or WL follow-up data.

3.3. The Halo Mass Function

We assume the HMF fit by Tinker et al. (2008). This
approach assumes universality of the HMF across the
cosmological parameter space considered in this work,
and uses a fitting function that was calibrated against
N -body simulations. Universality is expected to be valid
at the 10% level and thus remains a valid assumption for
this work (Warren et al. 2006; Bhattacharya et al. 2011).
Then, in principle, the HMF is a↵ected by baryonic ef-
fects. However, hydrodynamic simulations suggest that
these have negligible impact for clusters with masses as
high as those considered here (Velliscig et al. 2014); this
was explicitly tested for a simulated and idealized SPT-
SZ cluster survey (Bocquet et al. 2016). Finally, note
that the Tinker et al. (2008) fit applies to mean spherical
overdensities in the range 200  �mean  3200, and we
thus convert to �500crit using �mean(z) = 500/⌦m(z).
As the HMF fit is only calibrated up to �mean = 3200,
we require ⌦m(z) � 500/3200 = 0.15625 for all redshifts
z � 0.25 relevant for our cluster sample.

3.4. Pipeline Validation on Mock Data

We have run extensive tests to ensure that our anal-
ysis pipeline is unbiased at a level that is sub-dominant
compared to our total error budget. The primary tool is
testing against mock catalogs. Of course such tests are
only useful if producing mocks is easier and more reli-
able than the actual analysis. In our case, the analysis is
challenging mainly because of the computation of multi-
dimensional integrals. To create one of our mocks on the

other hand, one has to compute the halo mass function,
apply the mass-observable relations, draw random devi-
ates, and compute WL shear profiles. Using the same
code to compute the HMF for the mocks and the anal-
ysis would undercut the usefulness of the testing, and
so we also created mocks using HMFs computed with
independent code (from co-authors TdH and CR). The
mock shear profiles were created by co-author JD using
independent code. We typically create mock catalogs
that contain an order of magnitude more clusters and
calibration data than our real sample. We created and
analyzed sets of mocks using di↵erent random seeds and
di↵erent sets of input parameters (notably, some with
w 6= �1). No test indicated any biases in our analysis
pipeline at the level relevant for our data set.

3.5. Quantifying Posterior Distribution
(Dis-)Agreement

We characterize the agreement between constraints
obtained from pairs of probes by quantifying whether
the di↵erence between both posterior distributions is
consistent with zero di↵erence. We draw representa-
tive samples [x1] and [x2] from the posteriors of the
two probes P1(x) and P2(x), compute the di↵erence be-
tween all pairs of points � ⌘ x1�x2 and then construct
the probability distribution D from the ensemble [�].
The probability value (or p-value) that both distribu-
tions agree then is

p =

Z

D<D(0)

dyD(y) (15)

where D(0) is the probability of zero di↵erence. The
p-value can be converted into a significance assuming
Gaussian statistics. The code is publicly available.4

4. RESULTS

Our fiducial cluster results are obtained from the SPT-
selected clusters with detection significances and red-
shifts, together with the WL and X-ray follow-up data
where available. We refer to this dataset as SPTcl (SPT-
SZ+WL+YX).
We assume spatial flatness and allow the sum of neu-

trino masses to vary. The comparison of our results
with constraints from primary CMB anisotropies is of
prime interest– notably, the comparison of constraints
on �8. For primary CMB anisotropies, �8 is strongly
degenerate with

P
m⌫ and so the latter should be a free

parameter of the model to avoid artificially tight con-
straints. We refer to the flat ⇤CDM model with varying
summed neutrino masses as ⌫⇤CDM, and to its exten-
sion with a free dark energy equation of state parameter
as ⌫wCDM.

4
https://github.com/SebastianBocquet/PosteriorAgreement
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cluster sample 
(ξ, Δξ), (z, Δz)

WL tangential shear profiles 
gt(θ), Δgt(θ)

radial X-ray profiles 
YX(θ), ΔYX(θ)

model HMF dN/dM/dz 
SZ ξ-M relation 
intrinsic scatter 
survey selection

model abundance 
dN/dξ/dz

cluster abundance 
(Poisson) likelihood

SZ ξ-M relation 
YX-M relation 

MWL-M relation 
selection effects

joint PDF 
P(MWL, YX | ξ, z, p)

modelYX profile
model shear 
profile using 

NFW, c(M,z), Nsource(z)

P(gt(θ) | p) P(YX(θ) | p)

WL mass calibration 
likelihood

YX mass calibration 
likelihood

cosmological constraints

correlated 
intrinsic scatter

WL modeling & sim. calibration 
of MWL-M relation 

• miscentering 
• halo triaxiality 
• c(M,z) relation 
• corr. & uncorrelated LSS

Figure 3. Analysis flowchart showing how the cluster data (blue boxes) are used to obtain cosmological constraints (orange

box). White boxes show model predictions, ellipses show functions that use or create those models. The lower left side represents

the cluster number count (abundance) part of the analysis; the lower right side shows the mass calibration using followup data.

The number count analysis is performed using the full SPT-SZ catalog, while the mass calibration is performed using the subset

of clusters for which follow-up data is available.

3.2.1. Implementation of the Likelihood Function

We compute the individual terms in Eq. 11 as follows.

dN(⇠, z|p)

d⇠dz
=

ZZ
dM d⇣ [ P (⇠|⇣)P (⇣|M, z,p)

dN(M, z|p)

dMdz
⌦(z,p) ]

(12)

where ⌦(z,p) is the survey volume and dN(M, z|p)/dMdz

is the HMF. We evaluate Eq. 12 in the space (⇠, z)
by convolving the HMF with the intrinsic scatter
in P (⇣|M, z,p) and the measurement uncertainty in
P (⇠|⇣).
The first term in Eq. 11 is then evaluated by inter-

polating Eq. 12 to each cluster’s measured (⇠i, zi). The
second term is a simple two-dimensional integral over
Eq. 12.

Our cluster sample contains 21 SZ detections for which
no optical counterparts were found; these were assigned
lower redshift limits in Bleem et al. (2015). Then,
simulations were used to determine the expected false-
detection rate dNfalse(⇠)/d⇠ given survey specifics (see
Section 2.2 and Table 1 in dH16). We remind the reader
that the expected number of false detections in the SPT-
SZ survey is 18 ± 4, which is consistent with our 21
unconfirmed candidates (dH16). For these unconfirmed
cluster candidates, we evaluate a modified version of the
first term in Eq. 11

dNunconf. cand.(⇠, z|p)

d⇠dz
=
dNcluster(⇠, z|p)

d⇠dz

+
dNfalse(⇠)

d⇠
.

(13)

Total predicted number 
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LCDM with varying sum of neutrino masses 
Bocquet et al. 2019ApJ...878...55B

• Wide flat priors on SZ scaling 
relation parameters fully 
encompass posterior


• Cluster constraint statistically 
limited by mass calibration: 
need more (weak lensing) 
data! (currently 32 clusters)


• 1.5 σ agreement with Planck 
TT+lowTEB
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https://ui.adsabs.harvard.edu/#abs/2019ApJ...878...55B/abstract
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Neutrino Masses 
Bocquet et al. 2019ApJ...878...55B

• Combination with Planck primary CMB 
measurements yields 2 σ preference for non-zero sum 
of neutrino masses


• Again, limited by mass calibration uncertainties


• Using τ prior from Planck 2018 gives 1.7 σ preference


• Using only the z < 0.6 cluster sample gives no 
preference for non-zero sum of neutrino masses
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https://ui.adsabs.harvard.edu/#abs/2019ApJ...878...55B/abstract
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Outlook for SPT Cluster Cosmology

• Weak-lensing mass calibration of SPT clusters


• Currently limited by number of WL observations


• Use overlap of SPT and the Dark Energy Survey (DES) to get WL data for all SPT clusters 
at z <~ 1 (Paulus+, Bocquet+, both in prep.)


• Ongoing HST programs for high-z clusters (Schrabback+)


• CMB lensing


• SPTpol (2nd generation camera) analyses ongoing


• Wide survey extension (another 2700 square deg: SPTpol-ECS, Bleem+ to be submitted)


• Main, deep fields: Push to lower-mass clusters (more abundant)


• Deepest 100d catalog is published: Huang+19


• SPT-3G: ongoing, deep 1500 square degree survey


• Planck + SPT-3G clusters: σ(Σmν) ~ 0.06 eV

!20



Baryons: Challenges and Opportunities
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Baryons and the Halo Mass Function

• At fixed halo mass, feedback 
processes change the abundance (e.g., 
Cui+12, Cui+14, Cusworth+14, Martizzi+14, 
Velliscig+14, Vogelsberger+14, Schaller+15)


• Hydro effects are important for 
upcoming studies using 
M < ~1e14 Msun


• From Magneticum Pathfinder: for 
eROSITA, bias in Ωm as large as total 
error 
(Bocquet+16, Dolag+16)
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Baryons and Halo Profiles

• For weak-lensing analyses: need mapping 
from halo mass to (projected) mass profile


• N-body simulations sufficient for mapping 
halo structure outside of the core


• Hydro effects most important for 
r<~100kpc


• “Trick”: Impact of hydro effects can 
effectively be captured by a change in 
halo concentration


• No need to calibrate that change in 
concentration if we treat it as free 
parameter

 23

Impact of baryons on lensing by clusters 9

Figure 4. The top left panel of this figure shows the median bias with respect to the true mass and the standard deviation of the
estimated masses as a function of true mass using an inner fit radius of rin = 0.1 Mpc and an intrinsic ellipticity dispersion of �✏ = 0.25.
The top right and bottom left panels show the same quantities using an inner fit radius of rin = 0.25 Mpc and rin = 0.5 Mpc, respectively.
The lower right panel shows the low-noise analog.

out their individual shapes, whereas baryonic processes (spe-
cifically AGN feedback), impact all clusters in more or less
the same way. Therefore stacking clusters will not smooth
out the impact of baryons. Secondly, we emphasize that al-
though the mass estimation bias is unchanged between simu-
lation runs of DMO and various baryonic models, the overall
masses of the haloes di↵er between the simulation runs. This
is important for constraints on cosmology from the cluster
mass function (e.g., Cusworth et al. 2014) and will be the
topic of future work.
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Cluster Constraints on Feedback Models

• At high k, correlation function analyses are limited by 
uncertainties in feedback models


• We study the relation between halo mass and gas 
observables (X-ray gas mass (fraction), X-ray temperature, 
SZ effect)


• Validation dataset for hydro simulations


• Measured cluster profiles can directly feed into 
“baryonification” models (e.g., Schneider+19)

!24



Where we are going
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Cosmology Dependence of Halo Mass Function

• Current “universal HMF” approach: 
extrapolate cosmology dependence


• Better: Use emulators to interpolate 
between numerical simulations of 
different cosmologies (for HMF: 
McClintock+18, Nishimichi+19)


• Mira-Titan Universe: first emulator suite 
to include massive neutrinos and 
dynamical dark energy (Heitmann+16)


• Use 111 (2.1 Gpc)3 and (5 Gpc)3 
simulations covering 8 cosmological 
parameters and interpolate using 
Gaussian process 
(Bocquet+ to be submitted)


• Percent-level accuracy
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SZ Effect-Selected Cluster Catalogs

• Planck DR 2 ~1700 clusters


• ACT + ACTpol ~270


• SPT-SZ + SPTpol (deep 100d, shallow 2700d) ~1e3 
clusters


• advACT and SPT-3G will each detect several 1e3 
clusters

 27

12 N. Huang, L. E. Bleem, B. Stalder, et al.

Figure 4. The mass and redshift distributions for several recent SZ-selected galaxy cluster catalogs. We plot the estimated
mass and redshift for each of the 79 galaxy clusters with measured redshifts from this catalog, 517 from the SPT 2500 deg2

survey (B15), 182 from the ACTPol-ED56 survey (Hilton et al. 2018), 91 from the ACT survey (Hasselfield et al. 2013), and
1653 from the second Planck galaxy cluster catalog (Planck Collaboration et al. 2016). The black line is the forecast detection
threshold (50 photon counts) for eROSITA (Pillepich et al. 2012).

catalog contains 0.22 confirmed clusters per square de-
gree, while our catalog has nearly four times the density,
at 0.86 clusters per square degree. The median redshifts
of the two catalogs are similar (zmed = 0.60 for this
work, and zmed = 0.55 in B15), but our catalog con-
tains a much larger fraction at high redshift. 18% of the
clusters with measured redshifts in this work are more
distant than z = 1, while only 8% of the clusters in B15
have z > 1.
The B15 catalog contains 28 candidates in the

ra23h30dec�55 field, and we find 22 of them in this
work. One cluster (SPT-CL J2332-5053) is optically
confirmed in B15, but not included in this catalog. It
is part of an interacting system with SPT-CL J2331-
5052, which was also noted in previous X-ray observa-
tions (Andersson et al. 2011). Our source finding algo-
rithm groups all connected pixels above a fixed thresh-

old. Due to the deeper data used in this work, there
is a high significance “bridge” that connects the two
clusters detected in B15. By increasing the detection
threshold above the minimum value in the bridge in
our source finding algorithm, we can force this detec-
tion to become separate objects. We find two clusters,
one at (R.A., decl.) of (352.96122,�50.864841) with
⇠ = 19.08, and the other at (353.02512,�50.892534)
with ⇠ = 9.59, both with ✓c = 0.05. In Table 1 we re-
port the single cluster SPT-CL J2331-5052. Figure 6
shows a composite image with combined optical imag-
ing and SZE contours of this system. Both objects are
at the same redshift (the smaller object, reported only
in B15 is at z = 0.56± 0.04, while SPT-CL J2331-5052
is at z = 0.576). The remaining 5 candidates found
in B15 are not optically confirmed, which is consistent
with the expected false detection rate. Finally, one can-

4

FIG. 1: Top: The number of clusters that can be detected
through tSZ emission by CMB Stage-4 in each redshift bin of
width �z = 0.1. The di↵erent colors correspond to di↵erent
beam FWHMs in the 150 GHz channel. Bottom: The ratio
of the number of clusters at various resolutions to that for a
telescope with 30 resolution at 150 GHz.

where B⌫(`) is the Fourier transform of the beam, which
we assume to be Gaussian. The FWHM of the beams for
corresponding frequency bands are shown in Table I. The
CMB secondary anisotropies that we include are, radio
point sources (Poisson term), the cosmic infrared back-
ground (CIB, both Poisson and clustered terms), kinetic
Sunyaev-Zel’dovich, unresolved tSZ, and the tSZ-CIB
cross-correlation term [2]. For the unresolved tSZ contri-
bution, we estimate that half of the total auto-spectrum
power is coming from clusters with masses ⇠ 1014M�
[e.g., 7, 38, 70], that will be detected. Therefore, we re-
moved the contribution from these clusters to the auto-
spectrum power for the purposes of additional secondary
anisotropy noise. We use the functional forms and pa-
rameters for these secondary anisotropies presented in
Dunkley et al. [24].

B. tSZ cluster abundances

For simplicity the abundance of tSZ clusters is modeled
as the number of clusters (N) observed in bins of lensing
mass calibration (ML), tSZ signal-to-noise (qY) from the
matched filter, and redshift (z):

FIG. 2: The number of cluster detections as a function of the
`knee atmospheric noise parameter for each resolution consid-
ered and for three di↵erent values of the ↵ atmospheric noise
parameter. The solid lines correspond to ↵ = �4.5, dashed
to ↵ = �4 and dot-dashed to ↵ = �5. The vertical dashed
line corresponds to the `knee used in the rest of the analysis.

N(ML, qY, z)

�ML�qY�z
=

Z
d2N

dzdM
P (ML, qY|Y,M)

N (logY |logȲ ,�logY )dMdY. (11)

Here P (ML, qY|Y,M) is the probability distribution func-
tion of ML and qY given the integrated Compton-y, Y ,
and halo mass, M (see Equation 12), d2N

dMdz is the di↵er-
ential number of clusters with respect to M and z (see
Equation 13), and N (logY |logȲ ,�logY ) is a lognormal
distribution of Y given the mean integrated Compton-y
(Ȳ , see Equation 14) and the intrinsic scatter (�logY see
Equation 15).
We model the probability distribution function of ML

and qY given Y and M as two independent normal dis-
tributions (N ),

P (ML, qY|Y,M) = N (qY|Y/�Y , 1)

N (MLbL|M,�M ). (12)

The Y measurement errors, �Y , is determined from the
matched filter (see Equation 9) and ML measurement
errors, �M , comes from either the optical weak-lensing
or CMB halo-lensing mass calibration (see Sections IV
and V for details). The parameter bL is set to bL = 1 for
the main analysis but is allowed to vary with a 1% Gaus-
sian prior when we wish to explore the imposition of a
1% systematic floor on the mass calibration. We apply bL

to ML and not �M since we want to impose a systematic
floor that is independent of �M and is irreducible.
The di↵erential numbers counts can be further decon-

structed into

d2N

dMdz
=

dV

dzd⌦
n(M, z). (13)

Huang+19

Madhavacheril+17

30

Deep survey complements 
measurements from a wide 
survey.  For SPT-3G:

-  Damping Tail Physics: 
Improve S/N of CMB power 
spectra by factors of > ~10 at 
�>2500 versus current 
measurements

-  CMB lensing: Maps have 
similar S/N to LSST in broad 
tomographic bins 

-  Clusters: More efficient at 
finding high-z clusters, 
discovering clusters at z > 2, 
proto-clusters out to z > 4

-  Transients: Daily 
observations of 1500 deg2 
field provide new window into 
mm-wave transients (e.g., 
GRBs, FRBs), and mJy-level 
monitoring of 1000s of 
blazars 

-  and more!

SPT-3G: Cosmology & Astrophysics

G.Holder 
L. Bleem 

K. Aylor 
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CMB Cluster Lensing

• CMB lensing not affected by 
galaxy lensing systematics such as 
shear or photo-z calibration


• Measurements now routinely 
performed using Planck, ACT, SPT 
temperature data


• CMB lensing using polarization 
detected (SPT, Raghunathan+19)
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other extragalactic sources. As a result, CMB polarization will be the primary channel for CMB-cluster
lensing measurements from the upcoming low-noise surveys [22] like CMB-S4. The measurements allow
us to calibrate the mass scaling relations of other observables like optical richness, and SZ/X-ray flux across
redshift.

BACKLIGHT is expected to return even deeper maps than CMB-S4, with exquisite control of the fore-
ground contamination through unprecedented broad spectral coverage. However, while most of the frequency-
dependent foregrounds can be cleaned by combining temperature data from multiple frequencies, the kSZ
signal, which has the same blackbody spectrum as the CMB, cannot be removed by this technique. As a
result, the kSZ signal sets a floor for the lensing measurements using CMB temperature data. CMB polar-
ization, on the other hand, is largely insensitive to the foregrounds and hence will be crucial for the lensing
measurements with BACKLIGHT. We demonstrate this in Fig. 2, which gives the uncertainty in the stacked
mass of a cluster sample containing 25,000 clusters for different telescope aperture sizes (dashed lines rep-
resents an aperture size of 4 m and the solid lines are for 6 m). For simplicity, all clusters were placed at
z = 0.7 with a mass of 2⇥10

14
M�. CMB polarization, which is robust against foreground signals, can pro-

vide better mass constraints than temperature at noise levels lower than �T = 0.25 µK-arcmin. Depending
on the noise level, these measurements will be a factor of 2–10 better than those expected from the CMB-S4
survey [see also figure 2 of Ref. 22] which is forecasted to have a map noise level of �T = 2 µK-arcmin
[15].
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Mass constraints of clusters using CMB lensing
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Figure 2: Mass uncertainties for a cluster sample containing 25,000 clusters derived using CMB-lensing measurements
from temperature (black circles) and polarization (orange diamonds) data. The open and filled data points correspond
to the constraints expected from a telescope with resolution 1

0 (6m aperture) and 1.40 (4-m aperture) at 220 GHz,
respectively. The flattening of the constraints from CMB temperature data is due to the floor set by kSZ signals from

unresolved halos that cannot be removed using data from multiple frequencies.

2.1.3 Search for primordial non-Gaussianity with the kSZ effect

The primordial fluctuations that seeded cosmic structure are observed to be very close to Gaussian. Models
of multi-field inflation predict a small amount of local primordial non-Gaussianity, parameterized by the
amplitude fNL. In general, all single-field inflation models with standard Bunch-Davies initial conditions
can be ruled out by a detection of |fNL| & 1 [23, 24] . This makes searches for non-Gaussianity a powerful
probe of the early Universe.

In addition to inducing higher-point functions in late time observables, this type of local primordial
non-Gaussianity leads to a distinct scale-dependence of galaxy bias on large scales, ranging as a function of

5

Future of CMB lensing 
(Basu+19, Delabrouille+19)
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FIG. 2. Lensing mass constraints of DES RM clusters using
polarization-only data from the SPTpol survey at the location
of 17,661 clusters. In the top panel, the light shaded curves are
for 25 individual simulations and their combined likelihood
is the thicker solid curve. The true mass from DES weak
lensing measurements is given as the red dash-dotted line.
The result from stacked SPTpol data (bottom panel) is in
good agreement with the weak lensing measurements from
DES (red region) and the SPTpol temperature result (yellow
region). The (Q � U) null test is shown as the dashed curve
in the bottom panel.

FIG. 3. Rotated, background-subtracted Q and U stacks
from the SPTpol data showing the cluster lensing dipole sig-
nals. Unlike in Fig. 1, these images have been filtered to
remove the small-scale noise for illustrative purposes.

using the temperature data, however, we must addition-
ally fit for the rotationally invariant thermal SZ signal in
the stacked cutouts and other possible sources of cluster
correlated foregrounds. Similarly, the performance of the
estimator must be compared to other lensing estimators
[24–26] to determine the optimal method of CMB-cluster
lensing reconstruction both in terms of the computational
requirements and the sensitivity. We defer a detailed in-
vestigation of these to a future work.

For future experiments, CMB polarization-based re-
sults will be increasingly important for CMB-lensing
based cluster mass estimates. The CMB polarization
signal is less sensitive to systematics from astrophysical
foregrounds, which are largely unpolarized. For exam-
ple, sources in CMB maps have been measured to have
a fractional polarization of ⇠ 3% with random polariza-
tion angles [recently, 49, 50]. In Raghunathan et al. [24],
we showed that polarized point sources cause negligible
bias in CMB-cluster lensing even at polarization fractions
higher than this. The polarization of the SZ effect should
also have negligible impact, and is expected to be two or-
ders of magnitude smaller [51–53] than the lensing signal
expected from the clusters.

This measurement is the first step towards achieving
precise mass constraints [24] from next-generation CMB
surveys like CMB-S4 [16] and SPT-3G [54], and will
be important to maximize the cosmological constraining
power of future cluster surveys.
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CMB lensing-calibrated cluster cosmology

• First self-consistent cluster 
cosmology with mass 
calibration from CMB lensing 
(Zubeldia & Challinor 19)


• Cluster sample and lensing 
from Planck data

 29

Cosmological constraints from Planck galaxy clusters with CMB lensing mass bias calibration 17

Figure 3. Constraints on the cosmological parameters ⌦m and
�8, and on the SZ mass bias, 1 � bSZ, from our analysis of the
Planck MMF3 cosmology sample of clusters (red). We stress that
the joint constraints on ⌦m and �8 along their long degeneracy
axis are strongly dependent on the priors on ↵ and �, whereas the
perpendicular direction (the approximate combination �8⌦0.25

m ) is
more immune to these priors. The one-dimensional constraints on
⌦m and �8 are similarly strongly a↵ected. Also shown (in blue)
are the constraints from the Planck 2018 measurements of the
CMB angular power spectra and CMB lensing, using the data
combination TT,TE,EE+lowE+lensing (Planck 2018 Results VI
2018). Both constraints assume a flat ⇤CDM cosmology.

interesting, regarding the cluster counts, is the degeneracy
between 1 � bSZ and �8. As expected, there is a negative
correlation between these parameters, which arises mostly
through the dependence of our likelihood on the halo mass
function. The physical interpretation of this degeneracy is
straightforward: a given set of cluster SZ measurements can
be explained with some given values of 1 � bSZ and �8, or
with a smaller value of 1� bSZ (making the mass larger at a
given SZ cluster signal) and a larger value of �8 (to enhance
the number of more massive clusters to match the observed
number). Finally, there is also an anti-correlation between
⌦m and �8, arising primarily from the mass function: the
increase in the number density of massive clusters with in-
creasing �8 can be o↵set by the overall reduction in the
number density of clusters with decreasing matter density.

Finally, we note that our CMB lensing signal-to-noise
pobs measurements are interesting per se in that they rep-
resent a significant detection of cluster CMB lensing with
Planck data. Since the observational scatter is much larger
than the intrinsic scatter and than the scatter associated
with the spread of M500 and z across the sample, our pobs
measurements roughly follow a Gaussian distribution with
some mean and standard deviation of unity. If no cluster
lensing signal were present, they would follow a Gaussian
distribution with zero mean and unit standard deviation.

We find hpobsi = 0.234 ± 0.052, where angular brackets de-
note averaging over the cluster sample, thus detecting the
CMB cluster lensing signal at 4.5� significance. For compar-
ison, Baxter et al. (2015) detect the CMB lensing cluster sig-
nal of 513 SZ-selected SPT clusters with SPT data at 3.1�
significance, Baxter et al. (2017) detect that of 3697 high-
redshift DES clusters with SPT data at 8.1� significance,
and Raghunathan et al. (2019) detect that of 4003 and 1741
DES clusters with SPTpol data at 8.7� and 6.7� signifi-
cance, respectively. In addition, Madhavacheril et al. (2015)
detect the CMB lensing signal of 12 000 optically-selected
CMASS galaxies using ACT data at 3.2� significance.

9 CONCLUSION

In this paper we have presented constraints on the ⇤CDM-
model parameters ⌦m, �8, and H0, and a CMB lensing cali-
bration of the SZ mass bias, 1� bSZ, obtained from 439 SZ-
selected galaxy clusters from the Planck MMF3 cosmology
sample. Our analysis revisits the Planck SZ counts analysis
with CMB lensing mass calibration presented in Planck 2015
Results XXIV (2016). The analysis there used cluster counts
in the SZ signal-to-noise and redshift plane in order to con-
strain cosmological (and cluster model) parameters, impos-
ing a prior on 1�bSZ derived from a CMB lensing mass cali-
bration also presented in Planck 2015 Results XXIV (2016).
Such calibration found no evidence for a SZ mass bias, in
contrast to galaxy weak lensing calibrations on subsets of
the cluster sample (e.g., von der Linden et al. 2014; Hoek-
stra et al. 2015) that favour 1 � bSZ < 1 at more than 2�.
Although the statistical significance of the di↵erence in mass
bias measured from CMB and galaxy lensing is relatively
weak, given the large measurement errors for CMB lens-
ing, adopting the CMB lensing calibration of Planck 2015
Results XXIV (2016) exacerbates tension between cluster
constraints in the �8–⌦m plane and those derived from the
primary CMB anisotropies in ⇤CDM.

We argued in Section 5 that there are several e↵ects
that may have led to bias in this previous mass calibration
from CMB lensing. We have remeasured the cluster masses
via CMB lensing, and included the signal-to-noises of these
and the SZ measurements, along with the cluster redshifts,
in a Bayesian analysis that naturally takes account of all sig-
nificant e↵ects that likely biased the analysis in Planck 2015
Results XXIV (2016). This approach allows us to constrain
jointly the cosmological parameters and the SZ mass bias
(and other cluster model parameters) in an unbiased way,
as demonstrated through simulated data in Section 7.

With our likelihood, and including priors on some of
the cluster model parameters informed by results from nu-
merical simulations (but, notably, with no prior on the SZ
mass bias 1 � bSZ), we obtain constraints on ⌦m, �8, and
H0 that are consistent with the constraints in the ⇤CDM
model derived from the Planck measurements of the CMB
power spectra (see Figs. 2 and 3, and Table 5). We measure
a significant SZ mass bias, 1 � bSZ = 0.71 ± 0.10, consistent
with measurements from galaxy weak lensing. We therefore
find no evidence in our analysis of tensions between ⇤CDM
model parameters derived from the Planck cluster sample
and the primary CMB anisotropies.

Our work is further evidence of the growing power of

MNRAS 000, 1–20 (2019)
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Growth of Structure: Present and Future

!30
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(e.g., Peebles 1980; Wang & Steinhardt 1998)

f (a) ≡ d ln δ

d ln a
= Ωm(a)γ , (13)

where γ is the cosmic growth index and δ ≡ δρm/⟨ρm⟩ is the
ratio of the comoving matter density fluctuations and the mean
matter density. Solving for γ and assuming GR, one obtains

γGR ≈ 6 − 3(1 + w)
11 − 6(1 + w)

, (14)

where the leading correction depends on the dark energy
equation-of-state parameter w and so γGR = 0.55 for a cosmo-
logical constant with w = − 1. Normalizing the parameterized
cosmic growth factor D(z) ∝ δ(z) at some high redshift zini, we
can express it as

Dini(z) = δ(z)
δ(zini)

= δ(zini)− 1 exp
∫

d ln a Ωm(a)γ (15)

and the parameterized matter power spectrum becomes

P(k, z) = P (k, zini)D2
ini(z). (16)

Note that the complete wavenumber-dependence is contained in
P (k, zini) while the growth factor Dini(z), which now depends
on γ , evolves with redshift only.

In our analysis, we choose an initial redshift of zini = 10 as a
starting point for the parameterized growth which corresponds
to an era well within matter domination when f (a) = 1 is a very
good approximation. We modify the likelihood code presented
in Section 4.1.1 so that the matter power spectrum at redshift
zini is provided by CAMB and then evolves depending on the
growth index γ according to Equations (15) and (16).

We note that this parameterization is in principle degenerate
with a cosmological model containing neutrino mass as a free
parameter; given a particular power spectrum constrained by
the CMB anisotropies at very high redshift, variations in both
neutrino mass and γ modify the low-redshift power spectrum.
However, the SPT sample spans a broad redshift range, which
should ultimately allow one to differentiate between the two
effects.

5.8.2. Constraints on the Cosmic Growth Index

We fit for a spatially flat ΛCDM model with the additional
degree of freedom γ (we will refer to this model as γ +ΛCDM).
Using our SPTCL sample with BBN and H0 priors, we get results
that are consistent with the prediction of GR, γGR = 0.55.
However, the uncertainty on γ is large, and the 68% confidence
interval is [− 0.2, 0.7]. We tighten the constraints by including
the CMB data set which serves as a high-redshift “anchor”
of cosmic evolution. To isolate the constraining power clusters
have on growth of structure, we choose not to use the constraints
on γ that come from the Integrated Sachs–Wolfe (ISW) effect,
which has an impact on the low l CMB temperature anisotropy.
Regardless, we would expect the additional constraints on γ
from the ISW to be less constraining than the cluster-based
constraints presented here (see, e.g., Rapetti et al. 2010). We
further use distance information from BAO and SNe Ia. As
presented in Table 3, we find γ = 0.72 ± 0.24, which agrees
with the prediction of GR. In Figure 5, we show the two-
dimensional likelihood contours for γ and the most relevant
cosmological parameters Ωm and σ8. The degeneracy between

Figure 5. γ +ΛCDM: Likelihood contours (68% and 95%) for the growth index
γ and σ8 (top), and γ and Ωm (bottom). The prediction by GR γGR = 0.55
is indicated by the dashed line. The strong degeneracy between γ and σ8 is
clear. We measure γ = 0.72 ± 0.24, indicating no tension with the growth rate
predicted by GR.

γ and Ωm is weak. We see a strong degeneracy with σ8, as would
be expected given the dependence of σ8 on growth history.

Our constraints are weaker than those obtained from an
X-ray cluster sample (Rapetti et al. 2013). Using 238 clusters
from different X-ray catalogs together with CMB anisotropy
data from the 5-year WMAP release, these authors obtain
γ = 0.415 ± 0.127.

We also consider a γ +νCDM cosmological model, where
we additionally allow a non-zero sum of the neutrino masses.
There is only a mild degeneracy between γ and

∑
mν , which

does not significantly degrade our constraints on cosmic growth
or neutrino masses (see upper panel of Figure 5 and Table 3).
However, the best-fit value for γ shifts by ∼0.5σ closer to the
GR value.

Finally, we consider a γ +wCDM cosmological model, where
we fix

∑
mν = 0 eV, and allow a varying dark energy equation-

of-state parameter w. In doing so we can simultaneously account
for possible departures from the standard cosmic growth history
as well as departures from the expansion history as described
by the ΛCDM model. As presented in Table 3, the results
show consistency with the fiducial values γGR = 0.55 and
wΛ CDM = − 1. Joint parameter constraints are shown in the
bottom panel of Figure 6. This combined test confirms that the
standard cosmological model accurately describes the evolution
of the cosmic expansion and structure formation throughout a
wide redshift and distance range.
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Figure 6. Likelihood contours (68% and 95%) for γ +ΛCDM with additional
one-parameter extensions

∑
mν (top) and w (bottom). The prediction for γ by

GR and the ΛCDM value for w are indicated by the lines. The cosmological
data sets combined exhibit no tension with a GR+ΛCDM description of the
universe.

6. SUMMARY

We use an SZE selected galaxy cluster sample from 720 deg2

of the SPT-SZ survey in combination with follow-up data from
optical spectroscopy and X-ray observations to carry out a
calibration of the SPT mass-observable relation. This work
improves on previous analyses by the inclusion of the velocity
dispersion data.

We present a method to fit for the SPT mass-observable rela-
tion through comparison of the SZE observable to the external
calibrators σv and/or YX. The method accounts for selection
effects in the SPT cluster survey, for intrinsic scatter in the
mass-observable scaling relations, for observational uncertain-
ties, and for uncertainties in the scaling relation parameters.
With this method we compute the likelihood for the cluster
counts in the space of ξ and z, and for the mass calibration
using measurements in the follow-up observables.

Before combining the YX and σv mass calibration data sets
we show that their individual constraints on the SPT ζ -mass
scaling relation parameters are comparable, agreeing at the
0.6σ level. Given the different nature of YX and σv and their
different calibration schemes, we argue that this agreement is
a useful crosscheck of systematics present in either calibrating
data set. Combining the mass calibration data sets leads to an
improvement of the constraints on ASZ and σ8(Ωm/0.27)0.3.
Cosmological constraints from SPT clusters with external BBN

and H0 priors differ from the independent CMB anisotropy
constraints from WMAP9 (Planck+WP) at the 1.3σ (1.9σ )
level (see Figure 1 and Table 1). Accounting for the impact of
one massive neutrino (mν = 0.06 eV) reduced the differences
to 1.0σ (1.5σ ).

Combining our SPT cluster sample with CMB data from
WMAP9, we show that the mass calibration from σv or YX lead
to tighter constraints on key cosmological parameters; the use of
both mass calibration data sets together furthers tightens these
constraints. Throughout the different combinations of cluster
mass calibration and external data, we observe that the cluster
mass scale from dispersions is higher than the one inferred from
YX. As we summarize in Figure 2, the SZE scaling relation
normalization ASZ obtained using the multi-probe data set is in
better agreement with the σv calibration results (0.8σ ) than with
the YX calibration results (1.9σ ). Analyzing the cluster sample
with data from Planck+WP, BAO, and SNe Ia, we find that the
average cluster masses in this work have increased by ∼32%
relative to Reichardt et al. (2013), primarily driven by the use of
new CMB and BAO data sets, which prefer a ΛCDM cosmology
with a higher σ8(Ωm/0.27)0.3.

Assuming a flat ΛCDM model, and using the SPT clus-
ter catalog, σv and YX mass calibration, and external data
from Planck+WP, BAO, and SNe Ia, we measure Ωm =
0.299 ± 0.009, σ8 = 0.829 ± 0.011, and σ8 (Ωm/0.27)0.3 =
0.855 ± 0.016. These correspond to 18% (Ωm), 8% (σ8), and
11% (σ8(Ωm/0.27)0.3) improvements over the constraints from
Planck+WP+BAO+SNe Ia without SPTCL.

We execute two goodness-of-fit tests to evaluate whether the
adopted SZE mass-observable scaling relation parameterization
is adequate to describe our cluster sample. As shown in Figure 3,
there is good agreement between the distribution of the observed
cluster sample in ξ and z, and the prediction by the model.
We also find good agreement between the predicted SZE mass
estimates and the follow-up mass measurements, using either
σv and YX (see Figure 4).

We examine an extension of the standard ΛCDM model
by adding the dark energy equation-of-state parameter w.
Our results are all compatible with w = −1, and our best
constraint is w = −0.995 ± 0.063, which we obtained from
our cluster sample in combination with Planck+WP, BAO, and
SNe Ia (12% improvement after adding SPTCL). We consider
another extension to ΛCDM in which we fit for the sum of
neutrino masses, and find

∑
mν = 0.148 ± 0.081 eV, with∑

mν < 0.270 eV (95% CL).
We then allow for another additional cosmological degree

of freedom by parameterizing the cosmic growth rate. The
growth index is constrained to γ = 0.72 ± 0.24 when assuming
a ΛCDM background. This agrees with the GR prediction
γGR = 0.55, indicating that the growth of structure is correctly
described by GR. We consider the effect on γ when additionally
allowing a non-zero sum of the neutrino masses, and find only
a weak degeneracy between the two parameters, with relatively
small changes in the constraints on γ and

∑
mν . Finally, we

consider a γ +wCDM model, and allow both γ and w to vary. We
recover results (γ = 0.73±0.28 and w = −1.007±0.065) that
are consistent with the predictions of the standard GR+ΛCDM
cosmological model.

Velocity dispersions haven proven to be useful follow-up
mass calibrators in our analysis. However, much of their con-
straining power relies on a precise knowledge of the scaling
relation normalization Aσv

, which we assume to be calibrated
to within 5% from N-body simulations (Saro et al. 2013). When
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Figure 7. Constraints on models where the growth index of cosmic structure formation, �, is a free parameter. Dark and light shading
respectively indicate the 68.3 and 95.4 per cent confidence regions, accounting for systematic uncertainties. Left: Constraints from clusters,
the CMB, and galaxy survey data individually, marginalizing over the standard flat ⇤CDM parametrization of the cosmic expansion
history. Note that the treatment of the galaxy survey data uses a multivariate Gaussian approximation to constraints from RSD and the
AP e↵ect (see also Rapetti et al. 2013). GR corresponds approximately to � = 0.55 (dashed line). Right: Constraints from clusters and
the combination of clusters and the CMB for models where w is allowed to be free in the parametrization of the expansion history (this
parameter does not directly a↵ect the growth history in this model). Here the horizontal and vertical dashed lines respectively correspond
to the standard models for the growth of cosmic structure (GR) and the expansion of the Universe (⇤CDM). In these figures, ‘CMB’
refers to the combination of ACT, SPT and WMAP data; see Appendix B for the corresponding figures using Planck+WP instead of
WMAP data.

dark energy equation of state, but simply as a phenomeno-
logical departure from the cosmic expansion model given by
⇤CDM, in the same way that � parametrizes departures of
the growth history from that given by GR. (In particular,
dark energy perturbations associated with values of w dif-
ferent from �1 are not included in the growth equations,
which instead depend on � through Equation 14.) The fig-
ure shows constraints from clusters alone, and the combina-
tion of cluster and CMB data. Here again, the clusters and
clusters+CMB data are fully consistent with the standard
w = �1, � = 0.55 model, although the full combination, in-
cluding the galaxy survey data, exhibits mild (< 2�) tension
(Table 3).

4.5 Constraints on Non-Gaussianity

In the standard cosmological model, the primordial density
perturbations sourced by inflation are assumed to be Gaus-
sian, in which case their statistical properties are completely
described by the power spectrum (i.e. two-point correla-
tion function). However, many viable inflation models pro-
duce non-Gaussianity, which results in non-vanishing higher-
order correlations (see, e.g., Bartolo et al. 2004). CMB and
galaxy survey studies of non-Gaussianity typically focus on
constraining the amplitude of the bispectrum (three-point
function), parametrized by fNL, for a given “triangle” tem-
plate configuration of momentum vectors (e.g. Bennett et al.
2013; Planck Collaboration 2013e).

For clusters, non-Gaussianity manifests itself in an en-
hancement or suppression of the mass function at the high-
est masses, and respectively a corresponding suppression or
enhancement at low masses, relative to the Gaussian case.

Importantly, the cluster signal is influenced by the entire se-
ries of n-point correlation functions (Lo Verde et al. 2008;
Shandera et al. 2013a), and therefore has the potential to
distinguish competing models of inflation that have identi-
cal bispectra but a di↵erent scaling of higher-order moments
(e.g. Barnaby & Shandera 2012).

Shandera et al. (2013b) present constraints on two such
inflation models, referred to as hierarchical-type (single-
field inflation) and feeder-type (including interactions with
a spectator field), based on the M10a,b data set. In this
work, the free parameter describing the overall level of non-
Gaussianity is the dimensionless third moment of the density
perturbation field, smoothed on scales of 8h�1 Mpc, M3;
the two models above di↵er in the scaling of higher-order
moments relative to M3, and in the form of the modified,
non-Gaussian mass function. In particular, the feeder scaling
generates greater non-Gaussianity overall for a given value
of M3 than the hierarchical scaling.

More recently, Adhikari et al. (2014) have performed N -
body simulations of structure formation from non-Gaussian
initial conditions. Their results for non-Gaussian mass func-
tions broadly vindicate the analytic approach of Shandera
et al. (2013b), but motivate several refinements of the model,
detailed in Adhikari et al. (2014), which we adopt here.
We do not recapitulate these refinements here, but note
that their net e↵ect is to reduce the modification to the
mass function for a given value of M3 compared with the
Shandera et al. (2013b) model, for both hierarchical- and
feeder-type scalings. Consequently, our constraints on non-
Gaussianity are weaker than those reported by Shandera
et al. (2013b), despite our addition of lensing data to the
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[31]. Since most clusters in the cosmological sample are
not in this regime of high S/N and since the information
on halo masses does not purely come from the small lens
limit, we ignore these complications and leave a more
complete treatment for later work.

We can now compare the performance of CMB lens-
ing and optical lensing. Using the formalism described
above, in Figure 3, we compare the signal-to-noise-ratio
per cluster �(M)

M for clusters of various masses for a 1
arcminute FWHM beam experiment that utilizes both
temperature and polarization for CMB lensing (and in-
cludes noise from temperature foregrounds). Since shape
noise increases with redshift as fewer source galaxies be-
come available, optical weak lensing starts becoming less
statistically informative for clusters at redshifts greater
than around z = 1.2 depending on the mass of the clus-
ter.

When stacking on clusters where we have no optical
follow-up data (for the highest-redshift clusters), assum-
ing that the tSZ centroid is the center of the cluster can
result in a smearing of the signal. To model this, we
convolve the convergence profile with a Rayleigh distri-
bution:

P (✓) =
✓

�2
m

exp(�1

2

✓
2

�2
m

) (28)

where �m is taken to be half the FWHM of the beam.
While the resolution of the CMB instrument a↵ects

the number of clusters detected through the tSZ e↵ect, it
also a↵ects the mass sensitivity since a higher resolution
experiment images smaller scales in the CMB tempera-
ture and polarization field that contribute to the lens-
ing signal. In Figure 4, we show the dependence of the
mass sensitivity on beam FWHM for five scenarios. The
most optimistic assumes that both temperature and po-
larization data are used and that there are no sources of
noise from foregrounds (discussed in Section IIA). Fore-
grounds in temperature degrade the mass sensitivity by
up to 80%. If one assumes there is no foreground contam-
ination in polarization, utilizing only the EE and EB po-
larization based estimators results in further degradation
of mass sensitivity by around 20%. While galactic fore-
grounds in polarization uncorrelated with the positions
of galaxy clusters are highly uncertain at small-scales,
polarized emission from clusters is expected to be well
below the 1µK level [42]. We also show in Figure 4 how
mis-centering enhances the degradation of sensitivity as a
function of beam FWHM. Our baseline forecasts assume
both temperature and polarization data with foregrounds
in temperature, and mis-centering only for clusters with
z > 2.

VI. COSMOLOGICAL CONSTRAINTS

By finding galaxy clusters and calibrating their masses,
we are constraining the halo abundance n(M, z), a func-

FIG. 5: The uncertainty on �8(z) as a function of redshift for
tSZ clusters from a CMB Stage-4 experiment calibrated in-
ternally using CMB halo lensing (including temperature and
polarization data). The dark blocks have redshift bin edges
of [0., 0.5, 1.0, 1.5, 2.0, 3.0] chosen to roughly produce the same
relative constraint in each bin, while the light blocks illustrate
the �8(z) constraints for bins of width �z = 0.1. The di↵er-
ent colors correspond to di↵erent beam FWHMs at 150 GHz.
With a 1 arcminute beam at 150 GHz it is possible to con-
strain �8(z) at ⇠ 1% in the redshift bins chosen above.

tion that is sensitive to the amplitude of matter fluctu-
ations �8 and the total matter density ⌦m. The halo
abundance is related to the matter power spectrum (and
consequently the growth factor). Physics that a↵ects the
matter power spectrum or its growth can lead to di↵er-
ing predictions on the abundance of halos as a function
of mass and redshift.
We obtain predicted constraints on cosmological pa-

rameters by calculating Fisher matrices for each exper-
imental configuration [e.g., 25, 35, 37]. We proceed as
in [41, 64], modeling the observed number counts N as
Poisson distributed about the predicted mean number of
clusters N̄ (See Equation 11) in each (M, q, z) bin,

lnL(N |N̄) =
X

ML,q,z

N lnN̄ � N̄ � ln(N !) (29)

and obtain 68% C.L. constraints by expanding assuming
the likelihood is Gaussian in the parameters. This re-
quires us to calculate derivatives of the observed number
counts as a function of the parameters varied. The Fisher
matrix is

Fab =
X

ML,q,z

@aN@bN

N
(30)

where a and b indicate the cosmological, scaling re-
lation and other nuisance parameters. Marginalized 68
%C.L. constraints on parameter a for instance can then
be calculated as

Mantz+15

Bocquet+15

σ8 as function of redshift

SPT: Bocquet+19

Forecast: Madhavacheril+17



Sebastian Bocquet - LMU Munich Towards the Coordination of the European CMB program

Sum of Neutrino Masses: Future

!31

10

FIG. 7: Constraint in the m⌫ � w0 plane for a CMB Stage-4 telescope with 10 beam FWHM at 150 GHz shown as 68 %C.L.
levels. Left: For a ⇤CDM + m⌫ + w0 cosmology with wa = 0 held fixed. Right: For a ⇤CDM + m⌫ + w0 + wa cosmology.
The blue contours are for mass calibration using CMB lensing (temperature and polarization in solid and polarization only
in dashed). The orange contours use mass calibration from an LSST-like optical survey. The blue dashed contour uses CMB
polarization only, and the dashed orange contour only uses z < 1 source galaxies.

FIG. 8: The 1�� uncertainty on neutrino mass obtained when marginalizing over ⇤CDM , ⇤CDM+w0 and ⇤CDM+w0+wa,
from tSZ clusters detected using a CMB Stage-4 telescope with 10 beam FWHM at 150 GHz . Unlike in the case where only the
CMB lensing auto spectrum is used [see 4], the constraints do not degrade significantly when freeing up dark energy equation
of state parameters owing to the redshift resolution of growth of structure with tSZ clusters. Left: Constraints when the mass
calibration is from internal CMB lensing reconstruction with temperature and polarization data. Middle: Constraints when the
mass calibration is from an LSST-like optical survey using clusters up to z = 2. Right: Constraints when the mass calibration
is a combination of internal CMB and optical weak lensing. Note that “DESI” corresponds to adding BAO measurements from
the DESI survey. We show how constraints improve when the prior on the optical depth ⌧ is tightened from the fiducial width
0.01 to the Planck Blue Book value [55] of 0.006 and further to the cosmic-variance-limit value of 0.002. The grey solid line
shows the value of the minimal neutrino mass in the normal hierarchy of 58 meV, and the dashed and dot-dashed lines show
levels required for a 3� and 5� detection respectively.

given the mass calibration errors.

A. External data sets

The cosmological constraints considered here will ben-
efit from primary CMB information that pins down the
amplitude of primordial power. For this purpose, we
include a CMB Stage-4 Fisher matrix for {✓c} + ⌃m⌫

when varying neutrino mass and {✓c} when not. For
CMB Stage-4, Fisher information is only included for
the temperature multipole range 300 < ` < 3000 and

the polarization multipole range 100 < ` < 5000. In
addition, we include a Planck Fisher matrix for tempera-
ture and polarization. We avoid including low-` polariza-
tion from Planck and avoid double counting as follows.
We include 2 < ` < 30 Planck temperature information
for fsky = 0.6, 30 < ` < 100 Planck temperature and
polarization in the overlapping sky of fsky = 0.4 and
30 < ` < 2500 Planck temperature and polarization in
the non-overlapping sky of fsky = 0.6�0.4 = 0.2. We use
unlensed spectra to e↵ectively exclude ⌃m⌫ information
from primary CMB. In lieu of including low-` polariza-
tion from Planck, we impose a flat prior of 0.01 on ⌧

CMB lensing Galaxy lensing (LSST) CMB+gal lensing

Bottomline (reminder): constraints on sum of neutrino masses do not significantly 
degrade when opening up cosmological parameter space (Madhavacheril+17)



• Data-driven cosmology from SZ 
effect-selected galaxy clusters 

• Multi-observable modeling 
framework 

• Weak-lensing mass 
calibration 

• Galaxy WL samples are 
expanding thanks to the Dark 
Energy Survey, KiDS, HSC 

• CMB lensing is catching up! 

• First CMB stage 2 catalogs are 
available 

• Expect tremendous 
improvements!

Summary


