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Evaluate the impact of a cache layer on regional basis 
○ studying CMS historical job accesses metadata

2. Setup a PoC for a distributed cluster of cache servers on Italian Tier2’s
○ And opportunistic resources we might have (HPC, Clouds etc) <--storage-less (e.g. CCC) 

3. Measure the effect in terms of 
○ CPU efficiency
○ disk space
○ operational efforts

4. R&D usage of ML-based algorithm for further improvements
5. Deploy a PoC for a modular all-in-one infrastructure for smart cache decisions
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83 %

68 %

(*) such inefficiencies have been investigated by a dedicated WG → The motivation for that is a trade-off made b/w CPUEff loss and reduced replicas of data around

Situation in line 
with the overall 
CMS values
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XCache
T2_IT_Bari

XCache
CNAF

WLCG XRootD Federation

Clients

Cache redirector

XCache
T2_IT_Legnaro

Working prototype since mid-2018 with 
a limited amount of real tasks using it.
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Bari → Cache

Pisa → No-Cache

Legnaro → No-Cache

Avg Job CPU Eff.

https://indico.cern.ch/event/764787/contributions/3174436/attachments/1765020/2865204/INFN_cache_federation_for_CMS_-_DOMA.pdf
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Cache resources

HPCRecipes on 

Scenario 2

https://github.com/Cloud-PG/CachingOnDemand
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Cloud resource provider 

Opportunistic CMS startd Service

Opportunistic Cache Service

Redirector

XcacheXcache Xcache

WNWN WN

Opportunistic Storage Service 

Ceph/HDFS/IOVolumes/?

WLCG 
XRootD 

Federation

Recipes on 

https://github.com/Cloud-PG/CachingOnDemand
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Cloud resource provider 

Opportunistic CMS startd Service

Opportunistic Cache Service

Redirector

XcacheXcache Xcache

WNWN WN

Opportunistic Storage Service 

Ceph/HDFS/IOVolumes/?

WLCG 
XRootD 

Federation

(*) https://dodas-ts.github.io/dodas-doc/

https://dodas-ts.github.io/dodas-doc/


Not negligible gain with significant spike of direct cache disk/memory usage 

2.8Gbps outbound network

2.8Gbps network inboundCache Network IN

Cache Network OUT



No cache overhead observed

Local read reference

Cache hit - Avg CPU efficiency

No cache overhead observed●
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https://dodas-ts.github.io/dodas-doc/
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Preliminary tests ongoing 
with a PoC deployed on 
INFN cloud resources
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