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PEOPLE
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◦ Bastien GOUNON joined LSST team at 
CC-IN2P3 in December 2018 

◦ Currently working on distributed data 
management tools
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IN2P3
A DISTRIBUTED 
LABORATORY

COMPUTING CENTER

2500 researchers, engineers 
and technicians 

700 post-docs and PhD 
students 

25 laboratories and research 
platforms in France, 16 
international laboratories

in2p3.fr

http://www.in2p3.fr
http://www.in2p3.fr


IN2P3 COMPUTING CENTER
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◦ CC-IN2P3 
84 people, 80 FTE, 80% permanent positions 
~15 M€ overall annual budget 
scientific data center, high throughput computing 
well connected to national and international 
networks 

◦ Shared computing facility supporting 
the institute’s research program 
~70 projects in high energy physics, nuclear 
physics and astroparticle physics

◦ Operations: 24x7 
unattended during nights and 
weekends
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CPU:�� 34k�CPU�cores,�~900�nodes�
Disk:�� 36�PB�
Tape:�� 64�PB�

2�machine�rooms,�1600�m2
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click here for a virtual visit

http://static.in2p3.fr/sc2016/ccin2p3
http://www.apple.com


doc.lsst.eu

https://doc.lsst.eu


good place to start for 
newcomers



#in2p3

You are kindly invited to subscribe to this Slack channel 
(please click on the link below)

There are other channels of potential 
interest for LSST-France members. 

All of them start by #in2p3-*

https://lsstc.slack.com/messages/C3WLSCNKA/


CPU CAPACITY
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utilization of CPU time by all 
members of the lsst group

allocation is equivalent to 
1600 CPU cores
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CPU EFFICIENCY
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percentage of the allocated 
wallclock time the CPU cores 
were actually used (higher is 
better)
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DISK STORAGE
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DISK STORAGE (CONT.)
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60 GB/s

aggregated 
throughput over 
several GPFS clients 
reading data stored 
under /sps/lsst
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GPU RESOURCES AT CC-IN2P3
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◦ Significant GPU resources are available at CC-IN2P3 
40 GPUs Nvidia Tesla K80 GK210, 12 GB DDR5  
24 GPUs Nvidia Tesla V100 GV100, 32 GB HBM2, PCIe 
you can find more details of the installation in this presentation by N. Fournials 

◦ See also the material presented at the Workshop GPU 
@CC-IN2P3 (April 2019) 

◦ Documentation on how to use that hardware is 
available here
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LSST DATA EXCHANGE WITH NERSC
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Average application-level network 
throughput over 20 hours from 
2019-05-07 17h: 


1 GB/s (8 Gbps)

data flow: CC-IN2P3 → NERSC

disk-to-disk, 150ms RTT, 9300 km
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Machine room infrastructure upgraded to host 
two additional hot corridors, equivalent to 80 
additional racks of computing equipment



ONGOING ACTIVITIES
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◦ Distributed data management 
evaluation of RUCIO (replica catalogue and rule-based replication engine) 
and FTS (file transfer scheduler) for cataloguing and moving data over 
distributed sites 
initial deployment complete and ready to perform evaluation in 
production-like conditions 
FTS used to orchestrate transfer input data for image simulation (a.k.a. 
instance catalogs) from NERSC to Imperial College’s grid site 
close contact with the RUCIO and FTS developers and user community
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ONGOING ACTIVITIES (CONT.)
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◦ CC-IN2P3 and LAPP grid interfaces configured to accept 
LSST image simulation jobs 
contribution by EU grid sites (currently UK + FR) to the simulation effort for DESC 

◦ Renewal of hardware for catalog database (Qserv) in 
preparation 
hardware configuration better suited for database servers 

◦ Deployment of Firefly for data visualization 
web-based application, integrated with notebook environment but also usable 
standalone
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Demonstration of Firefly for 
data visualisation inside a 
Jupyter notebook

Source: B. Rigaud



ONGOING ACTIVITIES (CONT.)

�21fabio hernandez   |   fabio@in2p3.fr

◦ Stabilising the Kubernetes infrastructure for the catalog database 
(Qserv) 
joint work between LPC, LAPP, and CC-IN2P3 

◦ Preparation of a web site for LSST members to easily share static 
files 
store the files you want to share under /sps/lsst/users/yourlogin/web 
those files will be accessible via https://me.lsst.eu/yourlogin 

◦ Exploration of alternative workflow engines for implementing the 
image processing pipeline 
initial target: Pegasus + HT Condor
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github.com/airnandez/alba

https://github.com/airnandez/alba


UPCOMING WORK
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◦ Preparation of infrastructure for LSST-France broker demonstrator 

◦ Improve interface for launching notebooks 
based on JupyterHub 
would allow for resuming work sessions 

◦ Instrumentation of jobs for collecting and analysing coarse-grained job 
profiling data 
used CPU time, memory, I/O activity, stdout/stderr 
error detection by the job itself 

◦ Design and development of tools for monitoring and keeping track of 
image processing activities 
from the application level perspective
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UPCOMING WORK (CONT.)
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◦ Contribute to testing Butler generation 3 
when available this summer 

◦ Preparation of a documentation web site for people involved in operations 
for documenting how things work behind the scenes 

◦ Perform real-world exercises to determine if the tools we have for migrating 
data between disk and tape are suitable for our needs 

◦ Organise storage areas for groups, similar to what we did for individual 
users 
move the data currently under /sps/lsst/data and organise it under /sps/lsst/groups 

expect this to be disruptive and maybe even painful, both for you and for me, so bear with me
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QUESTIONS & COMMENTS


