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Strong tension between early and 
late universe probes of H0.  

Direct measurements Indirect measurements 

Wang+ 2019 

CMB 

BAO+lensing+BBN 

SnIA+Cepheids 

Time delays multiply imaged quasars 

SnIA+Tip of the red giants  

(Freedman et al. 2019)  
69.8±1.9 



Overview 

1.  Measurements 
a.  CMB measurements and indirect  
b.  BAO results 
c.  SnIa 
d.  Tip of the Red giants 
e.  Quasar results 
f.  Tip of the Red giants 

2.  Systematics? 
3.  Physical interpretations: 

a.  Late versus Early solutions. 
b.  Neutrino, Early dark energy. 



CMB 

Direct measurements Indirect measurements 

Wang+ 2019 

CMB 

BAO+lensing+BBN 

SnIA+Cepheids 

Time delays multiply imaged quasars 

SnIA+Tip of the red giants  

(Freedman et al. 2019)  
69.8±1.9 



The Planck satellite 

l  1st  release 2013: Nominal mission,
15.5 months, Temperature only (large 
scale polarization from WMAP). 
 

l  2nd release 2015: Full mission, 29 
months for HFI, 48 months for LFI, 
Temperature + Polarization, large scale 
pol. from LFI. 
Intermediate results 2016: low-l 
polarization from HFI 
 

l  3nd release 2018: Full mission, 
improved polarization, low/high-l 
from HFI. Better control of systematics 
specially in pol., still systematics limited. 

3rd generation full sky satellites (COBE, WMAP) 
Launched in 2009, operated till 2013. 
2 Instruments, 9 frequencies. 
LFI: 
•  22 radiometers at 

30, 44, 70 Ghz. 
HFI:  
•  50 bolometers (32 polarized) at 

100, 143, 217, 353, 545, 857 Ghz. 
•  30-353 Ghz polarized. 
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Low+high-l: some 
changes, but impact on 
parameters is almost 
negligible 

Low-l High-l 

Low-l High-l 

Low-l High-l 

Improved
Map-
making 
and sims 

Better systematics modeling in polarization 

Not used 

Added bin at L=8-40. 

TT, TE, EE: different likelihoods at low-l (<30) and high-l (>30). 

Beam leakage, 
polarization 
efficiencies 

Beam leakage, 
polarization 
efficiencies 
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As 

Scalar Amplitude primordial spectrum 

ns 

Scalar spectral index 

τt 
Optical depth to reionization 

Ωch2 

Physical density of dark matter 

θ

Angular scale of sound horizon 

Ωbh2 

Physical density of baryons 

6 ΛCDM parameters 
l  Initial conditions As, ns: 

 
 
 
 
 
 
 

l  Acoustic scale of sound 
horizon θ

l  Reionization τ 
 
 

l  Dark Matter density 
Ωch2 

l  Baryon density Ωbh2

  

 
Assumptions: 

l  Adiabatic initial conditions 
l  Neff=3.046 
 

 
 
l  1 massive neutrino 0.06eV. 
l  Tanh reionization (Δz=0.5) 
 



Baseline ΛCDM results 2018 
(Temperature+polarization+CMB lensing) 

    
Mean σ [%] 

Ωbh2 Baryon density 0.02237 0.00015 0.7 

Ωch2   DM density 0.1200 0.0012 1 

100θ Acoustic scale 1.04092 0.00031 0.03 
τ  Reion. Optical depth 0.0544 0.0073 13 
ln(As 1010) Power 
Spectrum amplitude 3.044 0.014 0.7 
ns         Scalar spectral 
index 0.9649 0.0042 0.4 
H0        Hubble 67.36 0.54 0.8 
Ωm      Matter density 0.3153 0.0073 2.3 
σ8 Matter perturbation 
amplitude 0.8111 0.0060 0.7 

•  Most of parameters 
determined at (sub-) 
percent level! 
 

•  Best determined 
parameter is the 
angular scale of sound 
horizon θ to 0.03%. 
 

•  τ lower and tighter 
due to HFI data at 
large scales.  
 

•  ns is 8σ away from 
scale invariance (even 
in extended models, 
always >3σ) 
 

•  Best (indirect) 0.8% 
determination of the 
Hubble constant to 
date. Robust against changes of likelihood, <0.5σ. 



Calculate the physical dimension of sound 
horizon assumes model for sound speed and  
expansion of the universe before recombination 
(after measuring ωm and ωb) 

Measure this

rs

DA(z = 1100)

✓s

Calculate this

Infer this

DA(z) =

Z z

0
dz0/H(z0)

To get the right DA, only thing left in the model to adjust is 
the cosmological constant. With that done, we have H(z).  

Determining H0 from CMB Data  
Step 2:  Use the Ruler to Infer Distance

Step 3:

Infer the distance to 
the last scattering 
surface, which 
depends on H0 
Friedmann equation, 
infer H0. 

Measure the angular 
scale of sound horizon 
from the position of the 
peaks 

Indirect measurement of the Hubble 
constant from the CMB 
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Baryon Acoustic Oscillations

We measure H(z) and DA(z) ! 

Sound horizon at drag epoch (from Planck) : 

5

VI. COSMOLOGY

H =

ȧ

a
(39)

H2

H2
0

= ⌦r a�4
+ ⌦m a�3

+ ⌦⇤ + ⌦k a�2
(40)

DM (z) = K�1/2
sin

⇣
K1/2DC(z)

⌘
⇡ DC(z)

"
1 +

1

6

⌦k

✓
DC(z)

c/H0

◆2
#
, (41)

where the comoving distance is

DC(z) =
c

H0

Z z

0
dz0

H0

H(z0)
(42)

or

DC(z) =

Z z

0
dz0

c

H(z0)
(43)

and the dimensional curvature is K = �⌦k(c/H0)
�2

Luminosity distance

DL(z) = DM (z) (1 + z) (44)

Angular diameter distance

DA(z) = DM (z)/(1 + z) (45)

For flat universe

DA(z) =
DC(z)

(1 + z)
(46)

DH(z) =
c

H(z)
(47)

VII. BAO

rd =

Z 1

zd

cs(z)

H(z)
dz (48)

rd = 147.49 Mpc

�vBAO =

rd
1 + z

H(z) (49)

�zBAO =

rd
c
H(z) (50)
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We measure BAO peak along the line of sight in BOSS : 
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Cross power specrum

X(k) = hf(k) q(k)i = PFQ(k)

Quasar variance

CQQ = 2Q2
= 2 (PQQ +NQ)

2

Forest variance

CFF = 2F 2
= 2 (PFF +NF )

2

Cross variance

CXX = X2
+ F Q = P 2

FQ + (PFF +NF ) (PQQ +NQ)

Are they independent?

CXF = 2FX = 2 (PFF +NF )PFQ

Approximations :

PQQ(k) << NQ(k)

PFF (k) << NF (k)

CQQ ⇠ 2N2
Q

CFF ⇠ 2N2
F

CXX ⇠ NQ NF

CXF ⇠ 2NF X

X2
= P 2

FQ  PFFPQQ << NQNF

Correlation coe�cient

r =

CXFp
CFFCXX

⇠ 2NFXp
2N2

F NQNF

⇠

s
2X2

NQNF
<< 1

V. BAO

�vBAO =

rs
1 + z

H(z) (35)

�✓BAO =

rs
1 + z

1

DA(z)
(36)

[1] P. McDonald and D. J. Eisenstein, Phys. Rev. D 76, 063009 (2007), arXiv:astro-ph/0607122.

[2] M. McQuinn and M. White, Mon. Not. Roy. Astron. Soc. 415, 2257 (2011), 1102.1752.
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We measure BAO peak in the transverse direction in BOSS : 
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�✓BAO =

rd
1 + z

1

DA(z)
(51)

H0

[1] P. McDonald and D. J. Eisenstein, Phys. Rev. D 76, 063009 (2007), arXiv:astro-ph/0607122.

[2] M. McQuinn and M. White, Mon. Not. Roy. Astron. Soc. 415, 2257 (2011), 1102.1752.

H2(z)=H0
2(Ωm (z+1)3+ΩDE+..) 

Model dependent! 

Expansion rate after recombination 



Take away message stable across releases 

Changes across releases 
compatible with 

statistical fluctuations.

ΛCDM is a good fit to the 
data 

No evidence of 
preference for classical 

extensions of ΛCDM 
 

Just a few (2-3σ ) 
curiosities. 

Planck	  2018	  results.	  VI.	  Cosmological	  parameters	  



No extension of LCDM where H0 is high 
from Planck data alone 



BAO 

Direct measurements Indirect measurements 

Wang+ 2019 

CMB 

BAO+lensing+BBN 

SnIA+Cepheids 

Time delays multiply imaged quasars 



Indirect measurement of the Hubble 
constant from the BAO   
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The Accelerating Universe

Standard candle Standard ruler

For the last 15 years we have been trying to figure out what 
is causing the accelerated expansion. 

known luminosity

measure flux
+

distance

known size

measure apparent size
+

distance

We need to measure distances at different redshifts, 
but this is hard!

Baryon acoustic oscillation scale imprint in galaxy distribution. 
 
BAO only measures angular dimension of sound horizon at 
baryon drag at different redshifts.  
 
Need CALIBRATION: calculate rs assuming a model. 
In LCDM, this means that BAO depends on ωm, H0, and ωb 
Need measurements at different z to break degeneracy ωm-H0, 
and need ωb to calculate rs 

 



BBN calculations of the baryon 
density  
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Standard BBN:

(Adelberger et al. 2011)
(Marcucci et al. 2016)

Planck 

Helium 

Deuterium 

BBN 

Planck	  collabora7on	  2018	  



BAO and H0 

10 G. E. Addison et al.

and metallicity, which must be modeled. An important
recent development is the use of the HeI line at 10830 Å
to help break modeling degeneracies (Izotov et al. 2014).
The value of the primordial helium fraction reported by
Izotov et al. (2014), Yp = 0.2551 ± 0.0022, is, however,
significantly higher than values found in some subsequent
analyses of the same HII sample using different selection
criteria and fitting methodology. For example, Aver et al.
(2015) found Yp = 0.2449± 0.0040, while Peimbert et al.
(2016) found Yp = 0.2446± 0.0029. The different Yp val-
ues lead to significantly different inferences for N

e↵

when
used in combination with D/H or CMB power spectra
measurements. Izotov et al. (2014) found evidence for
additional neutrino species at 99% confidence, while, for
instance, Cyburt et al. (2016) report N

e↵

= 2.85± 0.28,
and Peimbert et al. (2016) found N

e↵

= 2.90±0.22, con-
sistent with the standard model value of 3.046.

Current D/H and 4He constraints clearly have the pre-
cision to weigh in significantly on the question of whether
allowing N

e↵

> 3 is effective at resolving ⇤CDM ten-
sions. Given the spread in Yp values discussed above,
and the impact of the choice of d(p, �)3He rate when
N

e↵

is allowed to vary (Section 5.2 of C16), we do not
present a full set of results including BAO and light ele-
ment abundance data for ⇤CDM+N

e↵

. Instead we note
that combining BAO measurements with D/H and 4He
constraints on N

e↵

that are consistent with the standard
model value would produce H

0

values consistent with
the values in Table 3, although with larger uncertainties,
while higher values of N

e↵

would produce a higher H
0

,
improving agreement with the distance ladder. The BAO
measurements, being only sensitive to H

0

rd, and not to
H

0

or N
e↵

directly, are unable to discriminate between
these possibilities.

4. DISCUSSION
We have presented evidence for a lower H

0

value than
measured by the local distance ladder that is indepen-
dent of Planck, both from combining BAO with other
CMB datasets (WMAP, ACTPol and SPT), and from
joint fits to BAO and D/H measurements, within the
context of the standard ⇤CDM model. In light of this
analysis it is clear that the H

0

tension cannot be resolved
solely through a systematic error specific to the Planck
data. It should be noted, however, that it is not simply
a case of having a ‘high’ H

0

from the distance ladder,
and a ‘low’ H

0

from Planck and the joint BAO fits. The
high-multipole Planck temperature data prefer H

0

values
that are even lower than the CMB+BAO or BAO+D/H
values (bottom two rows of Table 2 and top right panel
of Fig. 1). Restricting the Planck temperature power
spectrum to multipoles ` > 800 produces

H
0

= 65.12± 1.45 km s�1 Mpc�1

(Planck 2015 TT ` > 800, ⌧ = 0.07± 0.02),
(8)

or
H

0

= 64.30± 1.31 km s�1 Mpc�1

(Planck 2015 TT ` > 800, ⌧ = 0.055± 0.009),
(9)

depending on the choice of ⌧ prior. These values are not
only in strong tension with R16, but are in moderate ten-
sion with some of the CMB+BAO values reported in Ta-
ble 2. For example, for ⌧ = 0.055±0.009, the SPT+BAO

Figure 4. Adding an estimate of the baryon density, ⌦bh
2, in

this case from deuterium abundance (D/H) measurements, breaks
the BAO H0 � rd degeneracy in ⇤CDM. The same contours
are shown as in Figure 3, with the addition of a Gaussian prior
100⌦bh

2 = 2.156 ± 0.020 (Cooke et al. 2016). In contrast to Fig-
ure 3, here ⌦m determines both the early time expansion, including
the absolute sound horizon, rd, as well as the late-time expansion
history. The radiation density is fixed from COBE/FIRAS CMB
mean temperature measurements. The combined BAO+D/H con-
straint, H0 = 66.98 ± 1.18 km s�1 Mpc�1 is 3.0� lower than the
Riess et al. (2016) distance ladder determination and is indepen-
dent of CMB anisotropy data.

value is lower than R16 by 2.5�, but the Planck ` > 800
value is 2.6� lower again than SPT+BAO. The shift in
H

0

from adding the BAO to the ` > 800 Planck con-
straints is also larger than expected given the improve-
ment in precision, as discussed in Section 3.1. Some
H

0

tension remains even if we do not consider the dis-
tance ladder constraints. In fact, concordance cannot
be achieved through the removal of any single data set
(e.g., BAO, CMB, distance ladder, or D/H). This is part
of the reason the H

0

discrepancy is challenging to resolve:
a convincing solution must simultaneously address mul-
tiple avenues of disagreement.

A wide range of fits to expanded cosmological mod-
els, with various combinations of data, have been pre-
sented in recent years to try to reconcile H

0

and other
parameter tensions. Our fits in this paper have been
restricted to the standard flat ⇤CDM model, partly be-
cause our results for expanded models would be simi-
lar to those already presented by Planck Collaboration
XIII (2015), Alam et al. (2016), Heavens et al. (2017),
and others. The BAO, CMB, and light element abun-
dance measurements have some common dependence on
the early universe expansion history, which makes allow-
ing freedom in, for example, N

e↵

, seem attractive. As
discussed in Section 1, varying N

e↵

does not sufficiently
relieve tensions and is not statistically favored over stan-
dard ⇤CDM for the current BAO, CMB, and distance
ladder data. There are good prospects for tightening
N

e↵

constraints through improved measurements of the

Gal	  BAO+Ly	  BAO+D/H	  
H0=66.98	  ±	  1.1	  
Addison+	  2018	  
	  
	  •  BAO	  measure	  a	  combina7on	  of	  Ωm	  and	  H0	  rd,	  with	  the	  degeneracy	  evolving	  with	  z	  (Galaxy	  
BAO	  z~0.1-‐0.6,	  Lyα	  BAO	  z~2.3)	  

•  To	  break	  H0	  rd(to	  “calibrate”	  the	  BAO),	  rd	  from	  CMB	  or	  deuterium+BBN.	  

4 The Dark Energy Survey and the South Pole Telescope Collaborations

Prior or Data Set Citation

DV(z = 0.106)/rs = 3.047± 0.137 Beutler et al. (2011)
DV(z = 0.15)/rs = 4.480 ± 0.168 Ross et al. (2015)
DM(z = 0.38)rs,fid/rs = 1512 ± 24 Mpc Alam et al. (2017b)
DM(z = 0.51)rs,fid/rs = 1975 ± 30 Mpc Alam et al. (2017b)
DM(z = 0.61)rs,fid/rs = 2307 ± 37 Mpc Alam et al. (2017b)
H(z = 0.38)rs/rs,fid = 81.2± 2.4 km/s/Mpc Alam et al. (2017b)
H(z = 0.51)rs/rs,fid = 90.9± 2.4 km/s/Mpc Alam et al. (2017b)
H(z = 0.61)rs/rs,fid = 99.0± 2.5 km/s/Mpc Alam et al. (2017b)

100Ωbh
2 = 2.208 ± 0.052 Cooke et al. (2016)

TCMB = 2.7255 ± 0.0006 K Fixsen (2009)

redMaGiC clustering Elvin-Poole et al. (2017)
redMaGiC shear profiles Prat et al. (2017)
Cosmic shear Troxel et al. (2017b)

Table 1. BAO and BBN priors, and DES data sets used in this analysis. The BOSS BAO priors report the comoving angular distance
and Hubble expansion relative to a fiducial sound horizon rs,fid = 147.78 Mpc. In practice, our analysis uses the full covariance matrix for
the BAO measurements quoted above as reported in Alam et al. (2017a) Table 8. The parameter DV(z) is defined via ≡ [D2

McH−1]1/3.

and compute the probability to exceed the observed value
assuming the number of degrees of freedom is equal to
the number of shared parameters. In the above expression,
Ctot = CA + CB is the expected variance of the random
variable pA−pB, with CA and CB being the covariance ma-
trix of the shared cosmological parameters. Both matrices
are marginalized over any additional parameters exclusive
to each data set. We evaluate the Probability-To-Exceed
(PTE) Pχ2 of the recovered χ2 value, and turn it into a
Gaussian-σ using the equation

Pχ2 = erf

(

No. of σ√
2

)

(2)

With this definition, a probability of 1− Pχ2 = 68% (95%)
corresponds to 1σ (2σ) difference. As a reminder, we have
adopted 3σ difference (PTE=0.27%) as our threshold for
“evidence of tension,” and 5σ (PTE = 5.96 × 10−7) as
“definitive evidence of tension.”

Figure 1 shows the Ωm–h degeneracy from the
BAO+BBN data (blue and purple ellipses). Also shown are
the corresponding constraints achieved by the DES Y1 anal-
ysis (solid curves). The two are consistent with each other at
0.6σ. A joint analysis of these data sets (yellow and orange
ellipses) results in

h = 0.672+0.012
−0.010 . (3)

Throughout, we quote the most likely h value, and the error
bars are set by the 68% contour of the posterior. This result
is in excellent agreement with and has similar precision to
that of A17 (h = 0.674 ± 0.013) obtained from combining
our same BAO+BBN data set with BAO measurements in
the Ly-α.

We compare our posterior on H0 to constraints derived
from four fully independent datasets. These are:

• Planck measurements of CMB anisotropies as probed
by the temperature-temperature (TT ) and low-l polar-
ization power spectra. The Planck TT+lowP data con-
strains h when adopting a flat ΛCDM cosmology with

Figure 1. Constraints in the Ωm–h plane from the DES and
BAO+BBN data as labeled. We have adopted a definition in
which Ωm includes the contribution from massive neutrinos. All
inner and outer contours enclose 68% and 95% of the posterior
respectively. Solid black lines show the DES Ωm–h degeneracy,
while the blue and purple contours show the BAO+BBN degen-
eracy. The DES+BAO+BBN contours are shown in yellow and
orange. For reference, we have also included the corresponding
contours for the Planck TT+lowP data set (see text).

minimal neutrino mass. Planck finds h = 0.673 ± 0.010
(Planck Collaboration 2015).

• SPTpol has measured anisotropies in the CMB via the
TE and EE angular power spectra (Henning et al. 2017). In
our fiducial cosmological model, they find h = 0.712±0.021.

• The SH0ES collaboration constrains the Hubble param-
eter by using type-Ia supernovae as standard candles. They
find h = 0.732 ± 0.017 (Riess et al. 2016).

• The H0LiCOW collaboration constrains the Hubble pa-

c⃝ 0000 RAS, MNRAS 000, 000–000

Clustering+weak	  lensing+	  
Gal	  BAO+D/H	  
H0=67.4+-‐1.1	  
DES	  collabora7on	  2017	  

Gal	  BAO+D/H+Supernovae	  
+thetaCMB	  
H0=67.9 ± 0.8	  
Planck	  collabora7on	  2018	  



Supernovae+Cepheids 

Direct measurements Indirect measurements 

Wang+ 2019 

CMB 

BAO+lensing+BBN 

SnIA+Cepheids 

Time delays multiply imaged quasars 



15	  cepheids	  w.	  
parallaxes	  

8	  late	  DEB	  
785	  cef.	  

2	  early	  DEB	  	  
(372	  cepheids)	  

1	  water	  maser	  (139	  cef.)	  

18	  SN	  with	  ~700	  
cepheids	  in	  hosts	  

300	  SN	  

Direct	  H0measurements	  
distance	  ladder	  from	  

supernovae	  

<~Mpc	  

>50Mpc	  

Supernovae	  magnitude-‐	  
distance	  rela7on.	  

Calibrate	  SN	  rela7on	  with	  	  
cepheid-‐determined	  distances	  	  

Calibrate	  cepheid	  
period-‐luminosity	  
rela7on	  with	  
geometric	  distance	  
calibra7ons	  

Plot	  from	  Riess	  2016	  



Additional 

Credit: A. Riess 

The Hubble Constant in 3 Steps: Present Data

H0=74.0 +/- 1.4,
Km s-1 Mpc-1 

(Riess et al. 2019)

1.9% total 
uncertainty

19 Calibrations

300 SNe

5 Sources

1

2

3

4.4! from CMB + ΛCDM !
Tension:
0.2 mag

1% Goal:
0.02 mag

5log H0=MB
0+5aB+25

Credit:A. Riess 2019 



Local anchors 

          



Supernovae+Tip of the red Giants 

Direct measurements Indirect measurements 

Wang+ 2019 

CMB 

BAO+lensing+BBN 

SnIA+Cepheids 

Time delays multiply imaged quasars 

SnIA+Tip of the red giants  

(Freedman et al. 2019)  
69.8±1.9 



Tip of the red giants branch 
•  Measure of the position of the brightest 

luminosity of Red Giants before helium 
flash (when helium core starts fusion), 
which is used as a standard candle. 

•  Used instead of cepheids to calibrate SnIA in 
second rung of the ladder. 

•  Brightness calibrated by measuring TRGB in 
the LMC, whose distance is determined from 
detached eclipsing binaries. 

•  CCHP program uses Carnegie Supernova 
Project I (CSP-I) sample containing about 
100 well- observed SNe Ia, independent of 
Sh0ES program. 

•  In agreement both with Planck (1.2σ) and 
SnIA+cepheids (1.7σ). 

Temperature 

B
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gh
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s 



Time dealys of multiply imaged quasars 

Direct measurements Indirect measurements 

Wang+ 2019 

CMB 

BAO+lensing+BBN 

SnIA+Cepheids 

Time delays multiply imaged quasars 

SnIA+Tip of the red giants  

(Freedman et al. 2019)  
69.8±1.9 



Time delays of multiply imaged quasars 

•  Multiple images of quasars arrive at different times due to 
different paths and different travelled potential.  

•  Time differences depend on distances and thus on H0 

•  Need to measure the time-delay between two images, 
measure and model the potential and the line of sight effects. 

Time-delay Cosmography

• Time-delay distance

Courtesy: Martin Millon

D�t = (1 + zd)
DdDs

Dds
/ �t

� 
/ 1

H0
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Results in ΛCDM 

Wong+ 2019 



Model dependent measurement 

H0LiCOW XIII: A 2.4% measurement of H0 from lensed quasars 11

Figure 2. Marginalized H
0

for a flat ⇤CDM cosmology with uniform priors. Shown are the H
0

posterior PDFs for the individual lens
systems (shaded curves), as well as the combined constraint from all six systems (black line). The median and 16th and 84th percentiles
are shown in the figure legend.

Table 5. Cosmological parameters for various cosmologies from time-delay cosmography only.

Model H
0

(km s�1 Mpc�1) ⌦
m

⌦
⇤

or ⌦
DE

⌦
k

w or w
0

wa

U⇤CDM 73.3+1.7
�1.8 0.30+0.13

�0.13 0.70+0.13
�0.13 ⌘ 0 ⌘ �1 ⌘ 0

Uo⇤CDM 74.4+2.1
�2.3 0.24+0.16

�0.13 0.51+0.21
�0.18 0.26+0.17

�0.25 ⌘ �1 ⌘ 0

UwCDM 81.6+4.9
�5.3 0.31+0.11

�0.10 0.69+0.10
�0.11 ⌘ 0 �1.90+0.56

�0.41 ⌘ 0

Uw
0

waCDM 81.3+5.1
�5.4 0.31+0.11

�0.11 0.69+0.11
�0.11 ⌘ 0 �1.86+0.63

�0.45 �0.05+1.45
�1.37

Reported values are medians, with errors corresponding to the 16th and 84th percentiles.

time-delay distance is only weakly sensitive to ⌦
m

and ⌦
⇤

,
so we would expect a similar insensitivity to ⌦

k

. However,
the fact that time-delay cosmography constrains H

0

very
tightly indirectly imposes a tight constraint on curvature
when combined with other probes.

5.2.2 Flat wCDM

We consider a flat wCDM cosmology in which the dark en-
ergy density is not a cosmological constant, but instead is

time-dependent with an equation-of-state parameter w. We
denote the dark energy density parameter as ⌦

DE

= 1�⌦
m

.
The w = �1 case corresponds to flat ⇤CDM with ⌦

DE

=
⌦

⇤

. We adopt a uniform prior on w in the range [�2.5, 0.5],
keeping the same uniform priors on H

0

and ⌦
m

as in the flat
⇤CDM model.

We show the parameter constraints in Table 5. In Fig-
ure 5, we show the marginalized constraint on H

0

in this cos-
mology, which is H

0

= 81.6+4.9
�5.3 km s�1 Mpc�1. The com-

bined constraint on H
0

appears to be shifted to a higher

MNRAS 000, 1–?? (2019)

Zsource~0.6-1.7 
Zlens  ~0.2-0.7 



Strong tension between early and 
late universe probes of H0.  

Direct measurements Indirect measurements 

Wang+ 2019 

CMB 

BAO+lensing+BBN 

SnIA+Cepheids 

Time delays multiply imaged quasars 



So what’s wrong? 
 

•  Statistical fluctuation starts to be unlikely 
•  Systematics in distance ladder and time delays? And/or 

in CMB and BAO? 
•  Extension of LCDM? 
 



Systematics in direct measurements? 

•  H0 reanalysis of the Riess (2011/2016) data: 
•  Zhang et al. 2017 (arXiv:1706.07573v1): Riess 2011 data,global fit, impact of 

systematics from cepheids (outliers, anchors, period) and SNIA. 
 Applied on R11, finds H0 = 72.5 ± 3.1(stat) ± 0.77(sys) km/s/Mpc 

•  Follin & Knox 2017  (arXiv:1707.01175) (modelling of cepheid photometry. 
H0=73.3 ± 1.7 (stat) km/s/Mpc) 

•  Cardona et al. 2017 (arxiv:1611.06088): Bayesian hyper-parameters for 
outlier rejection. H0 = 73.75 ± 2.11 km/s/Mpc  

•  Feeney et al. 2017 (arXiv:1707.00007): Bayesian hierarchical model, impact of 
non-gaussian likelihoods. H0 = 72.72 ± 1.67 km/s/Mpc  

•  Dhawan et al 1707.00715.pdf. Use of NIR observations of a subsample of 
the Riess 2016 supernovae (9/19 for the intermediate calibration rung, 
27/300 SN in the Hubble flow). H0=72.8 ± 1.6 (stat.) ± 2.7 (syst.) km/s/
Mpc.   
 
H0 consistently high! 



	  
SPT	  
uses	  ~	  
6%	  of	  
the	  
sky.	  
	  Error	  
bar	  
due	  to	  
sampl
e	  
varian
ce	  ~3	  
7mes	  
larger	  
than	  
Planck.	  

Planck	  
TT	  	  	  2-‐2500	  
TE,EE	  2-‐30	  

WMAP	  
TT	  2-‐1200	  
TE	  2-‐800	  

Only	  TT,	  same	  τBaselines	  

TT	  2-‐800	  

H0	  [Km/Mpc/s]	  

Planck	   WMAP	  

Planck	  X	  SPT	  
in	  patch	  

SPT	  in	  patch	  

Planck	  vs	  SPT-‐SZ	  Planck	  vs	  WMAP	  

Planck	  full-‐sky	  

Aylor	  et	  al.	  2017	  arXiv:1706.10286	  
Hou	  et	  al.	  2017	  arXiv:	  1704.00884	  

Consistency between CMB experiments: 
the role of cosmic variance and multipole range 

Hou	  et	  al.	  2017	  
Ayden	  et	  al.	  2017	  

7

Figure 5. Top: observed binned power spectrum di↵erence between WMAP9 and Planck 2015, normalized by error bars estimated from
simulations, which account for the correlated CMB cosmic variance between the two experiments. Most data points are within 2� from
zero. The first 13 bins are anti-correlated at ⇠ 13% with their immediate neighbors, while the rest are at ⇠ 5%. Bottom: the vector of
di↵erences is rotated so that its covariance is diagonalized and the bins are uncorrelated. The rotated di↵erence shows no statistically
significant deviation from zero, except for the 72nd bin. We do not consider it as a sign of inconsistency, because the probability of at
least 1 out of 136 bins deviating more than 3� from zero is 25%, for 136 independent Gaussian-distributed random variables. We note that
similar “clumping” of adjacent points also appears in randomly generated sets of 136 Gaussian numbers.

its associated covariance �⌃. The latter is given by

�⌃ = ⌃WW +⌃PP �⌃WP �⌃PW (5)

and �Cb = COBS
W,b � COBS

P,b is the observed di↵erence of
binned power spectra in the common range of `, provided
by the two experiments. Then we calculate the �2 of the
di↵erence defined by

�2
di↵ =

136X

b,b0=1

�CT
b �⌃�1

bb0�Cb (6)

and its probability to exceed (PTE) for a �2 distribution
with 136 degrees of freedom (the number of bins). Finally
we convert the PTE values to an equivalent number of
Gaussian standard deviations.

For ⌃PP , we bin and co-add the covariance matrices
for the 4 frequency combinations provided by the Planck
2015 likelihood code while ⌃WW is from inverting the
Fisher matrix calculated from the WMAP9 likelihood
code. For ⌃WP and ⌃PW we use the corrected analytic
W ⇥P and P ⇥W covariance matrices described in Sec-
tion 2.3.
The �2

di↵ and PTE of the observed power spectrum dif-
ference are shown in Table 2. Using di↵erent input fidu-
cial spectra or di↵erent pixel weighting schemes on sim-
ulated WMAP9 temperature maps does not change the
values of �2

di↵ or PTE significantly. The cases closest to
the actual experiments are the ones using hybrid weight-
ing for simulated WMAP9 maps. Using the WMAP9
best-fit TT spectrum as the fiducial gives PTE 0.35,

Huang	  et	  al.	  2018	  	  



•  WMAP	  and	  SPT	  give	  somewhat	  larger	  values	  of	  H0	  
	  
•  WMAP9*	  H0=70±2.2	  [Km/s/Mpc]	  (Hinshaw	  et	  al.	  2013)	  
•  SPT-‐SZ* 	  H0=75.0	  ±	  3.5	  (Story	  et	  al.	  2012)	  

	  
	  

•  Are	  these	  consistent	  with	  the	  low	  H0	  Planck	  measurement?	  When	  adding	  BAO,	  yes!	  

•  Combining	  WMAP	  ACT	  and	  SPT	  with	  BAO	  to	  decrease	  errors	  low	  H0	  
•  WMAP9+BAO	  (BOSSDR11+6dFGS+Lyman	  α)+high-‐z	  Sne	  	  

	   	   	   	  H0=	  68.1	  ±	  0.7	  (2.5σ	  tension)	  (Aubourg+	  2015)	  
	  

•  WMAP9+ACT+SPT	  +	  BAO	  (BOSS	  DR11+6dFGS)	  	  	  
	   	   	   	  H0	  =	  69.3	  ±	  0.7	  (1.9s	  tension)	  	  (Bennet+	  2014)	  
	  

•  Planck,	  WMAP	  and	  SPT	  are	  consistent	  with	  each	  other.	  

Planck	  2018	  	  	  	  	  	  	  	  	  H0=67.4±0.5	  
	  
Riess+	  2019	   	  	  	  	  	  	  	  	  H0=74.0±1.4	  	  

Systematics in the CMB ? 
Consistency between different experiments 

See	  also	  
SPTPol	  (TE,EE)	  
H0	  =71.2	  ±	  2.12	  (Henning+17)	  
	  
	  
ACTPol	  (TT,TE,EE)	  	  
H0	  =67.3	  ±	  3.6	  (Louis+17)	  

*NB:	  these	  were	  obtained	  using	  
slightly	  different	  assump7ons	  for	  
neutrino	  mass	  and	  op7cal	  depth	  
w.r.t.	  Planck,	  see	  also	  Calabrese+16	  



Whatever it is, it’s not a giant void! 
Peculiar velocities. If we live in a large void and peculiar velocities are 
not properly taken into account when measuring redshifts, the local 
measurements of H0 might be biased (e.g. Keenan 2013, Romano+ 2016). 
However, simulations show it would need to be a very atypical void (e.g. 

Marra+ 2013, Wojtak+ 2013, Odderskov+ 2016, Wu+ 2017 ), sample variance at the 
level of ~0.3km/s/Mpc. Supernovae at different redshifts do not show any 
deviation. 

Odderskov+ 2016 

The Local Perspective on the Hubble Tension 13

Figure 6. Di↵erence between values of H0 measured above and below zsplit using SNe in redshift range 0.01 < z < 0.5. zsplit
is allowed to vary over the R16 redshift range. Red crosses show expected change in H0 for KBC and WS14 voids.

cosmic variance from Wu & Huterer (2017), since we see no significant variation and our empirical errors are larger
than this e↵ect.

5. DISCUSSION AND CONCLUSIONS

Our work looks for evidence of outflows in the SNe Ia Hubble diagram that would impact the determination of H
0

.
We create a sample of distance and redshift measurements of cosmological SNe by combining data from the Pantheon
sample with the Foundation survey and the most recent release of lightcurves from the Carnegie Supernova Project.
We conclude that the distance-redshift relation of this sample is inconsistent with the large local void proposed by
Keenan et al. (2013) at 5.3�, that of Shanks et al. (2018) at 4.5�, and find no evidence of a change in the Hubble
constant corresponding to a void with a sharp edge at any redshift used in Riess et al. (2016). From our analysis we
derive a 5� constraint on local density contrasts on scales larger than 69Mpc h�1(z < 0.023) of |�| < 27%.
In comparison with the work of Hoscheit & Barger (2018) and Shanks et al. (2018), which found marginal evidence

for the e↵ect of local voids upon the Hubble diagram, our study uses a larger sample of low-redshift SNe than either.
Further, neither of these studies accounted for systematic uncertainties in the SNe data, uncertainties which we have
estimated based on the analysis of Scolnic et al. (2018). Neglecting these systematics leads to the artificially low errors
in ⌦M seen in Shanks et al. (2018) of �

⌦M = 0.01 (compared to �
⌦M = 0.022 from Scolnic et al. (2018) ) as well

as overestimation of the significance of the results of both analyses. The e↵ects of systematics on our analysis are
significant, as seen in Table 4.2, contributing ⇡ 70% of the variance in our primary results.
A reconciliation of the results of Keenan et al. (2013) or Whitbourn & Shanks (2014) with this study would require

that there be unquantified systematic uncertainties. Scolnic et al. (2018) specifically budgets for 85 known systematics
in the SN data. While we have not repeated this analysis for the new SNe included in our sample, we have set the size
of these systematics to be equal to past surveys. Furthermore our analysis uses the same scatter model and nuisance
parameters as Riess et al. (2016). Bias corrections used in the full Pantheon analysis averaged over the G10 scatter

Kenworthy+ 2019 
0.01 < z < 2.26 



Early and late time solutions 
1.   Change in late time universe  

•  (late-time dynamics of dark matter and/or dark energy, e.g. 
dynamical dark energy, decaying DM (Poulin+ 2018, Vattis+ 
2019) interacting dark matter-dark energy etc..) => highly 
constrained by BAO, Supernovae and other probes. 

•  Modified gravity changes to Cepheid period-luminosity 
relation (Desmond et al. 1907.03778)=> but might be 
constrained by time delays. 

 
2.   Change in the early time physics. BAO and CMB measure angles, 

assuming calculation of  sound horizon rs.one can infer the distances 
and thus H0=> changing rs can change inferred H0, but hard because 
usually these models impact other observables as well. 

Measure this

rs

DA(z = 1100)

✓s

Calculate this

Infer this

DA(z) =

Z z

0
dz0/H(z0)

To get the right DA, only thing left in the model to adjust is 
the cosmological constant. With that done, we have H(z).  

Determining H0 from CMB Data  
Step 2:  Use the Ruler to Infer Distance

Step 3:

Measure this

rs

DA(z = 1100)

✓s

Calculate this

Infer this

DA(z) =

Z z

0
dz0/H(z0)

To get the right DA, only thing left in the model to adjust is 
the cosmological constant. With that done, we have H(z).  

Determining H0 from CMB Data  
Step 2:  Use the Ruler to Infer Distance

Step 3:

BAO and CMB measure 
angles 

Need to 
calculate 
rsto infer 
distance rs =

Z td

0
csdt/a =

Z ad

0
cs

da

a2H(a)

Determining H0 from CMB Data  
Step 1:  Calibrating a Standard Ruler

Need to know cs(a) and H(a) to calibrate the ruler.

c2s = @P/@⇢

⇢m

⇢b /⇢�

H2(a) = 8⇡G/3(⇢� + ⇢⌫+ )

See also e.g. Bernal
+2016, Lemos+ 
2018, Aylor 2018 


