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Context
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Joint European Torus (JET)

Aim: energy production from fusion reactions (D+T→He+n) in 
magnetically confined plasmas with auxiliary heating 
Difficulty: minimize transport and radiation losses 
Tokamak: device with the best performance (so far)

Tokamak

Magnetic fusion research
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The issue of transport in tokamaks
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Figure 1 | Magnetic-field structure in a tokamak. a, Schematic view of the magnetic-field configuration and examples of particle trajectories. The image on
the lower left shows a particle gyrating rapidly around a smooth ‘guiding-centre’ trajectory. The term ‘trapped particles’ refers to particles that, contrary to
‘passing particles’, are unable to complete a full poloidal turn, owing to the e�ect of the non-uniformity of the magnetic-field intensity, which acts as a
magnetic mirror. b, Magnetic-field lines (red) and nested-flux surfaces, labelled by the value of the poloidal flux  , in a toroidal plasma equilibrium.

The MHD model describes the evolution of the electromagnetic
field through a reduced set of Maxwell’s equations valid for certain
low-frequency phenomena, and the dynamics of the plasma current
density J, the average single-fluid velocity u, the mass density ⇢ and
the plasma pressure p. The parameter � in the equation of state
for p and ⇢ is referred to as the adiabatic exponent, in analogy
with conventional fluids. For processes that can be considered
as adiabatic, � corresponds to the ratio between specific heat at
constant pressure and specific heat at constant volume, whereas
in isothermal processes � = 1. We note that in plasma-transport
simulations a full heat-balance equation is retained rather than
this simple equation of state. The very low resistivity of the hot
plasmas encountered in fusion research justifies in several cases
the ideal MHD approximation (⌘= 0) (ref. 3), used for describing
plasma equilibrium and stability and general phenomena that
occur over timescales that are shorter than the resistive di�usion
time for current through the plasma. It cannot describe, on the
other hand, e�ects that occur over timescales comparable to the
current di�usion time, such as those associated with changes in
the topology of the magnetic field. The choice of the appropriate
model for describing a particular plasma phenomenon constitutes
an important aspect of the computational challenges in magnetic-
fusion research.

This Review addresses a number of phenomena in magnetically
confined plasmas that need to be understood both individually
and in situations where they are coupled, including the equilibrium
and stability of a plasma during build-up into a high-performance
regime, heating scenarios, core and edge transport of thermal and
non-thermal particles, the exhaust of plasma particles and power,
and the interactions with the surrounding walls.

Although this is beyond the intended scope of this paper, we also
recognize the crucial issue of modelling structural and functional
materials for fusion4. Of particular importance are the e�ects
associated with the interaction between the plasma and the first wall
of a reactor, including erosion of the wall and the trapping of plasma
fuel, which a�ects the tritium burn-up e�ciency and increases
to unacceptable levels the required tritium inventory. In addition,
the high fluxes of 14.1MeV neutrons produced by the deuterium–
tritium (DT) fusion reactions (a few MWm�2) lead to structural
modifications at the microscopic level (up to 15 displacements per
atom per year in a fusion plant), which degrade the mechanical
and thermal properties of the materials. (For a further overview on
these issues—and of materials research in the context of nuclear
fusion—see ref. 5.) As experimental results are very limited owing
to the present unavailability of a neutron source reproducing the
intensity and energy spectrum of a DT fusion reactor, numerical

simulations play a key role. Computing radiation damage in fusion
materials is also a challenging multi-scale problem, ranging from
the atomic scales—that is, 10�9 m and 10�12 s—to the macroscopic
size and lifespan of a fusion reactor. Results from simulations
at the shorter scales provide essential information for setting
parameters and properties of the reduced models employed for the
larger scales. At the atomic scale, ab initio quantum-mechanical
simulations are carried out to compute the electronic states of basic
material configurations6. These computations provide interaction
potentials, which are then used in classical molecular-mechanics
simulations to study systems with a significantly larger number of
atoms, in particular, displacement cascades induced by neutrons.
Systems are studied at microscopic scales (10�6 m and 10�6–1 s)
by means of kinetic Monte Carlo simulations, which are based
on a statistical approach. Such simulations can address crystalline-
defect nucleation, growth andmigration, leading tomicrostructural
changes of materials. Dynamic simulations are also carried out at
these scales to study the interaction between dislocations and defects
and to address the modification of the mechanical properties of the
materials. Finally, materials properties at the macroscopic scale are
simulated on the basis of di�usion–reaction models using finite-
element methods.

This Review intends to provide an overview of the computational
challenges that the fusion community faces in view of reaching
and controlling the burning-plasma regime. It is not meant to be a
systematic review of the whole body of knowledge in this large field;
we base our discussion on examples drawn from our experience,
focusing on tokamaks and stellarators, with a focus on numerical
predictions and applications for plasma control and optimization.

Global equilibrium and stability of a tokamak
At the most fundamental level, magnetic-fusion devices need to
confine the charged plasma particles, that is, provide a magnetic-
field structure in which most particle orbits are contained. In
addition to the gyrational motion of the plasma particles around
the magnetic-field lines in a (complex) magnetic-confinement
structure, di�erent kinds of orbits feature disparate characteristic
frequencies and sizes even for the same species, as illustrated in
Fig. 1a for a tokamak magnetic-field configuration.

Once a scheme is devised that provides good single-particle
confinement, amacroscopic equilibrium statemust be found. As the
characteristic times for the departure from equilibrium (<100 µs)
aremuch shorter than the time required for extracting fusion energy
from a confined plasma, it is imperative that this equilibrium is
macroscopically stable7. A variety of confinement systems have been
analysed for equilibrium and stability8. We focus on the two most
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‣ Nested magnetic flux surfaces 
‣ Radial transport << parallel transport 
‣ But radial transport is still finite...

������
���
���	
������	�����




#

�����

����	����

4�
���
5��.
��������0�����6
�������
�)��*��
��6
��.
���	�
��)�*�
��7�+��777

��$$������$��	���%�	��&�$������$'

(�
����!��)���	��!�$�������&����$������$'

�����
��������	����

���������� �
��� ��� �
)�
��
� �.
�
������� �
����
� ���� �
��
�����
�
	����
���

���6��
��� ���������� ������
� ��
� ���
�0�����
����*���	�����
�.�	.
���.���
�
�)�����)������������

density 
profile

radial 
particle flux

radial coordinate r

particle source ‣ Radial transport  
→ link between sources and profiles 

‣ Lower transport  
→ better confinement 

‣ What drives transport? 
‣ How to predict and control transport?



The gyrokinetic description of turbulent transport
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‣ Kinetic description desirable (wave/particles interaction) 

‣ 6D + fast and short scales → very costly!! 

‣ Exploit scale separation between gyro-motion and plasma fluctuations
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Figure 1 | Magnetic-field structure in a tokamak. a, Schematic view of the magnetic-field configuration and examples of particle trajectories. The image on
the lower left shows a particle gyrating rapidly around a smooth ‘guiding-centre’ trajectory. The term ‘trapped particles’ refers to particles that, contrary to
‘passing particles’, are unable to complete a full poloidal turn, owing to the e�ect of the non-uniformity of the magnetic-field intensity, which acts as a
magnetic mirror. b, Magnetic-field lines (red) and nested-flux surfaces, labelled by the value of the poloidal flux  , in a toroidal plasma equilibrium.

The MHD model describes the evolution of the electromagnetic
field through a reduced set of Maxwell’s equations valid for certain
low-frequency phenomena, and the dynamics of the plasma current
density J, the average single-fluid velocity u, the mass density ⇢ and
the plasma pressure p. The parameter � in the equation of state
for p and ⇢ is referred to as the adiabatic exponent, in analogy
with conventional fluids. For processes that can be considered
as adiabatic, � corresponds to the ratio between specific heat at
constant pressure and specific heat at constant volume, whereas
in isothermal processes � = 1. We note that in plasma-transport
simulations a full heat-balance equation is retained rather than
this simple equation of state. The very low resistivity of the hot
plasmas encountered in fusion research justifies in several cases
the ideal MHD approximation (⌘= 0) (ref. 3), used for describing
plasma equilibrium and stability and general phenomena that
occur over timescales that are shorter than the resistive di�usion
time for current through the plasma. It cannot describe, on the
other hand, e�ects that occur over timescales comparable to the
current di�usion time, such as those associated with changes in
the topology of the magnetic field. The choice of the appropriate
model for describing a particular plasma phenomenon constitutes
an important aspect of the computational challenges in magnetic-
fusion research.

This Review addresses a number of phenomena in magnetically
confined plasmas that need to be understood both individually
and in situations where they are coupled, including the equilibrium
and stability of a plasma during build-up into a high-performance
regime, heating scenarios, core and edge transport of thermal and
non-thermal particles, the exhaust of plasma particles and power,
and the interactions with the surrounding walls.

Although this is beyond the intended scope of this paper, we also
recognize the crucial issue of modelling structural and functional
materials for fusion4. Of particular importance are the e�ects
associated with the interaction between the plasma and the first wall
of a reactor, including erosion of the wall and the trapping of plasma
fuel, which a�ects the tritium burn-up e�ciency and increases
to unacceptable levels the required tritium inventory. In addition,
the high fluxes of 14.1MeV neutrons produced by the deuterium–
tritium (DT) fusion reactions (a few MWm�2) lead to structural
modifications at the microscopic level (up to 15 displacements per
atom per year in a fusion plant), which degrade the mechanical
and thermal properties of the materials. (For a further overview on
these issues—and of materials research in the context of nuclear
fusion—see ref. 5.) As experimental results are very limited owing
to the present unavailability of a neutron source reproducing the
intensity and energy spectrum of a DT fusion reactor, numerical

simulations play a key role. Computing radiation damage in fusion
materials is also a challenging multi-scale problem, ranging from
the atomic scales—that is, 10�9 m and 10�12 s—to the macroscopic
size and lifespan of a fusion reactor. Results from simulations
at the shorter scales provide essential information for setting
parameters and properties of the reduced models employed for the
larger scales. At the atomic scale, ab initio quantum-mechanical
simulations are carried out to compute the electronic states of basic
material configurations6. These computations provide interaction
potentials, which are then used in classical molecular-mechanics
simulations to study systems with a significantly larger number of
atoms, in particular, displacement cascades induced by neutrons.
Systems are studied at microscopic scales (10�6 m and 10�6–1 s)
by means of kinetic Monte Carlo simulations, which are based
on a statistical approach. Such simulations can address crystalline-
defect nucleation, growth andmigration, leading tomicrostructural
changes of materials. Dynamic simulations are also carried out at
these scales to study the interaction between dislocations and defects
and to address the modification of the mechanical properties of the
materials. Finally, materials properties at the macroscopic scale are
simulated on the basis of di�usion–reaction models using finite-
element methods.

This Review intends to provide an overview of the computational
challenges that the fusion community faces in view of reaching
and controlling the burning-plasma regime. It is not meant to be a
systematic review of the whole body of knowledge in this large field;
we base our discussion on examples drawn from our experience,
focusing on tokamaks and stellarators, with a focus on numerical
predictions and applications for plasma control and optimization.

Global equilibrium and stability of a tokamak
At the most fundamental level, magnetic-fusion devices need to
confine the charged plasma particles, that is, provide a magnetic-
field structure in which most particle orbits are contained. In
addition to the gyrational motion of the plasma particles around
the magnetic-field lines in a (complex) magnetic-confinement
structure, di�erent kinds of orbits feature disparate characteristic
frequencies and sizes even for the same species, as illustrated in
Fig. 1a for a tokamak magnetic-field configuration.

Once a scheme is devised that provides good single-particle
confinement, amacroscopic equilibrium statemust be found. As the
characteristic times for the departure from equilibrium (<100 µs)
aremuch shorter than the time required for extracting fusion energy
from a confined plasma, it is imperative that this equilibrium is
macroscopically stable7. A variety of confinement systems have been
analysed for equilibrium and stability8. We focus on the two most
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Gyro-motion

⇢i = 1� 6mm

⇢e = 0.02� 0.1mm fc,e = 109 Hz

fc,i = 107 Hz

Cyclotron frequency Larmor radius 

L? ⇠ 5� 20⇢i

f ⇠ 104 � 105 Hz

Density fluctuations

‣ Drop the gyro-phase: 6D → 5D  

‣ Gyrokinetic Vlasov-Maxwell system



Model hierarchy
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‣ Good but numerically too expensive, simplifying further: 

‣ Frozen magnetic equilibrium 
Global full-f codes (e.g. GYSELA, GT5D, ORB5) 

‣ Frozen background (𝛿f approximation) 
Global delta-f codes (e.g. GYRO, GENE, GKW) 

‣ Local approximation 
Local delta-f codes (e.g. GYRO, GENE, GKW)  

‣ Quasi-linear approximation 
Local delta-f linear codes 
‣ Cross-phase assumed to be given by the linear response 
‣ Saturation amplitude is modelled 

‣ Quasi-linear +  additional simplifications 
Gyro-fluid (e.g. TGLF) 
Gyro-kinetic with fluid eigenfunctions (QuaLiKiz) 

~102-103 CPU hours

~107-108 CPU hours

~104-105 CPU hours

@B0/@t = 0

F = F0 + �f@F0/@t = 0 with

andF0(r) = F0(r0) rF0(r) = rF0(r0)

~0.01 CPU hours



A gyrokinetic database, what for?
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‣Wishlist: 
‣ Store inputs/outputs of linear gyrokinetic runs 
‣ Possibility to store/access millions of entries (SQL requests) 
‣ Open access 

‣ Purposes of the database (non exhaustive): 
‣ Repository for data presented in publications and conferences 
‣ References for benchmarks 
‣ Instantaneous linear stability calculations (from fits of the 

database content) 

‣ Opens the route to ultrafast 1st principle QL transport models 
‣ Proof of principle demonstrated for a 5D database using neural 

network fits [Citrin NF2015] 
‣ Applications: real-time control, fast integrated modeling, 

uncertainty propagation, etc..



The GKDB project
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‣ Project hosted on Gitlab: https://gitlab.com/gkdb/gkdb 

‣ Source for the SQL/Python interface 

‣ Routines (matlab, python,…) to convert data from various GK codes 
to the GKDB format (unified normalisations) 

‣ Documentation (wiki): GKDB format, coupling to GK codes, how to 
download/upload data, etc…

‣ Database on gkdb.org (hosted by DigitalOcean at the moment) 

‣ User access managed by LDAP 

‣ Account created on request  

‣ Read access for everybody 

‣Write access once validated reference cases are provided

https://gitlab.com/gkdb/gkdb


Database content
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‣ Flux-tube 𝜹f simulations (linear and non-linear runs)

‣ Inputs 

‣Mag. equilibrium 
‣ Species 
‣Wavevectors 
‣Model (collisions, 

EM effects,…)

‣ Outputs 

‣ Eigenvalues 
‣ Eigenfunctions 
‣ Fluxes

‣Metadata 

‣ Code name and version  
‣ Code specific parameters 
‣ Date 
‣ Contributor 
‣ Comments
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Database structure

Yann Camenen

ids properties

provider text
creation date timestamp
comment text

ids properties tag
ids properties id integer
tag id integer

tag

name text
comment text

code

ids properties id integer
name text
version text
parameters jsonb

model

ids properties id integer
initial value run (1 if NL) boolean
non linear run boolean
time interval norm (NL) array 2 ⇥ 1
include a field parallel boolean
include b field parallel boolean
inconsistent curvature drift boolean
include centrifugal e↵ects boolean
collisions pitch only boolean
collisions momentum conservation boolean
collisions energy conservation boolean
collisions finite larmor radius boolean

flux surface

ids properties id integer
r minor norm real
q real
magnetic shear r minor real
pressure gradient norm real
ip sign smallint
b field tor sign smallint
shape coe�cients c array (N

sh

+1)⇥1
shape coe�cients c array N

sh

⇥ 1
dc dr minor norm array (N

sh

+1)⇥1
ds dr minor norm array N

sh

⇥ 1
elongation real
triangularity upper real
triangularity lower real

species all
ids properties id integer
beta reference real
debye length reference real
velocity tor norm real
shearing rate norm (NL) real
ze↵ real

wavevector
ids properties id integer
radial component norm real
binormal component norm real
poloidal turns (1 if NL) integer

eigenmode
wavevector id integer
growth rate norm (L) real
frequency norm (L) real
growth rate tolerance (L) real
phi potential perturbed norm real array N

✓

⇥ 1
phi potential perturbed norm imaginary array N

✓

⇥ 1
a field parallel perturbed norm real array N

✓

⇥ 1
a field parallel perturbed norm imaginary array N

✓

⇥ 1
b field parallel perturbed norm real array N

✓

⇥ 1
b field parallel perturbed norm imaginary array N

✓

⇥ 1
poloidal angle array N

✓

⇥ 1
phi potential perturbed weight real
phi potential perturbed parity real
a field parallel perturbed weight real
a field parallel perturbed parity real
b field parallel perturbed weight real
b field parallel perturbed parity real

species
ids properties id integer
charge norm real
mass norm real
density norm real
temperature norm real
density log gradient norm real
temperature log gradient norm real
velocity tor gradient norm real

collisions
species1 id integer
species2 id integer
collisionality norm real

fluxes integrated norm (NL)

species id integer
ids properties id integer
particles phi potential real
particles a field parallel real
particles b field parallel real
momentum tor parallel phi potential real
momentum tor parallel a field parallel real
momentum tor parallel b field parallel real
momentum tor perpendicular phi potential real
momentum tor perpendicular a field parallel real
momentum tor perpendicular b field parallel real
energy phi potential real
energy a field parallel real
energy b field parallel real

fluxes norm
species id integer
eigenmode id integer
particles phi potential real
particles a field parallel real
particles b field parallel real
momentum tor parallel phi potential real
momentum tor parallel a field parallel real
momentum tor parallel b field parallel real
momentum tor perpendicular phi potential real
momentum tor perpendicular a field parallel real
momentum tor perpendicular b field parallel real
energy phi potential real
energy a field parallel real
energy b field parallel real

moments norm rotating frame
species id integer
eigenmode id integer
density real array N

✓

⇥ 1
density imaginary array N

✓

⇥ 1
velocity parallel real array N

✓

⇥ 1
velocity parallel imaginary array N

✓

⇥ 1
temperature parallel real array N

✓

⇥ 1
temperature parallel imaginary array N

✓

⇥ 1
temperature perpendicular real array N

✓

⇥ 1
temperature perpendicular imaginary array N

✓

⇥ 1
density gyroaveraged real array N

✓

⇥ 1
density gyroaveraged imaginary array N

✓

⇥ 1
velocity parallel gyroaveraged real array N

✓

⇥ 1
velocity parallel gyroaveraged imaginary array N

✓

⇥ 1
temperature parallel gyroaveraged real array N

✓

⇥ 1
temperature parallel gyroaveraged imaginary array N

✓

⇥ 1
temperature perpendicular gyroaveraged real array N

✓

⇥ 1
temperature perpendicular gyroaveraged imaginary array N

✓

⇥ 1

5

‣ Relational database (SQL) 

‣ Possibility to “tag” entries 
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Uploading entries to the database
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‣ User to provide: 

‣ a JSON file with a GKDB entry 

‣ including code specific inputs (grids, 
dissipation, etc…)

‣ Python scripts: 

‣ Convert the JSON file to SQL 

‣ Compute derived quantities for queries 

‣ Check mandatory fields, ranges, 
dimensions (implemented) 

‣ Check entry sanity (numerical stability, 
quasineutrality...)

‣ Database server



Querying the database
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‣ GKDB web browser: http://database.gkdb.org 

‣ Direct SQL queries can be performed from Python, Matlab and IDL  

‣ Possible to run Python (and maybe Matlab/Octave) directly on the 
GKDB server: http://jupyter.gkdb.org 

‣ Small subsets could also be exported via zipped JSON files

http://database.gkdb.org
http://jupyter.gkdb.org


Present status and next steps
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‣Database online at gkdb.org, 

‣ Project repository at https://gitlab.com/gkdb/gkdb 

‣Database format and conventions documented 

‣GKDB presently interfaced with gyrokinetic code GKW 

‣Near future actions: 

‣ Interface with gyrokinetic code GENE (in progress), and hopefully 
other codes 

‣ Use the reference cases to validate the interface with GKDB 

‣ Finalize Python scripts to check the entries integrity 

‣ Start populating the database and test the pipeline 

http://gkdb.org
https://gitlab.com/gkdb/gkdb


Open issues

‣ Licensing 
‣ Open Database License from Open Data Commons? 

‣ Storage 
‣Where? Maintenance? 
‣ Not an issue at present, but needs to be anticipated 
‣ Database scale: 
‣ >10 millions of entries 
‣ 0.1 - 10 Mo per entry → database: ~10To 
‣ <100 users
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