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Introduction

Top pairs at LHC

pp ⇥ tt̄ @ 7 TeV:
theoretical approx. NNLO �tt̄ = 165+11

�16 pb

⇤ with 35 pb�1 >5000 tt̄ pairs expected

A first ATLAS x-section measurement
(combining ⇤+jets with b-tagging and di-lepton
channels) already performed with 2.9 pb�1:
�tt̄ = 145± 31 (stat.) +42

�27 (syst.+lumi.)
[CERN-PH-EP-2010-064, December 8, 2010]

With 35 pb�1 and with more sophisticated
techniques a precision measurement is possible

A measurement in ⇤+jets channel only and
without any use of b-tagging is here presented
[ATLAS-CONF-2011-023, March 14, 2011]

Complementary measurements are being
finalized:

�+jets channel with b-tagging
di-lepton channel
all-hadronic channel

December 2010
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Top-quark pair cross-section measurement in the lepton+jets channel at ATLAS
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Outline
• Why top quarks? 

‣ Special, standard and “beyond” reasons 

• Top quark production @ LHC  - standard 
‣ inclusive

‣ differential


• Measuring the top quark mass  - special  

• Top quark and Higgs: Yukawa coupling - special 

• Top quark and new physics  - “beyond” 
‣ search for resonances

‣ the quest for an effective field theory


• Conclusions & Outlook
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Ubiquitous background to new phys searches (SUSY, exotica..)

Various scenarios with new 
particles prefer decay to/
like top (top partners)

                      

  Cargese 2010                                                                                                                                                      Fabio Maltoni
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W+To access the spin of the intermediate 
resonance spin correlations should be 
measured.

It therefore mandatory for such cases to have 
MC samples where spin correlations are kept 
and the full matrix element pp>X>tt>6f is 
used.

New resonances
In many scenarios for EWSB new resonances show up, some of which preferably couple 
to 3rd generation quarks.

Given the large number of models, in this case is more efficient to adopt a “model 
independent” search and try to get as much information as possible on the quantum 
numbers and coupling of the resonance.
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* Vector resonance, in a color 
singlet or octet states.

*Widths and rates very 
different

* Interference effects with 
SM ttbar production not 
always negligible

* Direct information on 
!•Br and ".
 

Phase 1: discovery

A large effort has been devoted to search for new physics in tt resonances
-

Frederix-Maltoni’09

“Beyond” 
reason(s)

most massive known constituent of matter

largest coupling yt to 
Higgs boson

Masses of known fundamental particles
mtop~ m(Gold 

Atom)who 
ordered 

this?

“Special” reasons

Is yt~1? 

2.1 Decays to quarks and leptons

2.1.1 The Born approximation

In the Born approximation, the partial width of the Higgs boson decay into fermion pairs,
Fig. 2.1, is given by [111,145]

ΓBorn(H → f f̄) =
GµNc

4
√

2π
MH m2

f β
3
f (2.6)

with β = (1 − 4m2
f/M

2
H)1/2 being the velocity of the fermions in the final state and Nc the

color factor Nc = 3 (1) for quarks (leptons). In the lepton case, only decays into τ+τ− pairs
and, to a much lesser extent, decays into muon pairs are relevant.

•H
f

f̄

Figure 2.1: The Feynman diagram for the Higgs boson decays into fermions.

The partial decay widths exhibit a strong suppression near threshold, Γ(H → f f̄) ∼
β3

f → 0 for MH ≃ 2mf . This is typical for the decay of a Higgs particle with a scalar
coupling eq. (2.3). If the Higgs boson were a pseudoscalar A boson with couplings given in
eq. (2.5), the partial decay width would have been suppressed only by a factor βf [146]

ΓBorn(A → f f̄) =
GµNc

4
√

2π
MH m2

f βf (2.7)

More generally, and to anticipate the discussions that we will have on the Higgs CP–
properties, for a Φ boson with mixed CP–even and CP–odd couplings gΦf̄f ∝ a + ibγ5,
the differential rate for the fermionic decay Φ(p+) → f(p, s)f̄(p̄, s̄) where s and s̄ denote the
polarization vectors of the fermions and the four–momenta are such that p± = p± p̄, is given
by [see Ref. [147] for instance]

dΓ

dΩ
(s, s̄) =

βf

64π2MΦ

[
(|a|2 + |b|2)

(1

2
M2

Φ − m2
f + m2

fs·s̄
)

+(|a|2 − |b|2)
(
p+ ·s p+·s̄ −

1

2
M2

Φs·s̄ + m2
fs·s̄− m2

f

)

−Re(ab∗)ϵµνρσpµ
+pν

−sρs̄σ − 2Im(ab∗)mfp+ ·(s + s̄)
]

(2.8)

The terms proportional to Re(ab∗) and Im(ab∗) represent the CP–violating part of the cou-
plings. Averaging over the polarizations of the two fermions, these two terms disappear and
we are left with the two contributions ∝ 1

2 |a|
2(M2

Φ−2m2
f−2m2

f ) and ∝ 1
2 |b|

2(M2
Φ−2m2

f +2m2
f)

which reproduce the β3
f and βf threshold behaviors of the pure CP–even (b = 0) and CP–odd

(a = 0) states noted above.

74

mtop  =  yt v/√2

Why study the top quark ?
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Why study the top quark ?

LHC (pp) is a “TOP FACTORY”

232 Chapter 8. Physics of Top Quarks

Figure 8.14: Feynman diagrams for the three channels of single top production.

MADGRAPH [80], and ALPGEN [160] programs as indicated in the Table 8.16. The hard
process events containing all needed information were passed to PYTHIA 6.227 [24] for show-
ering, hadronisation and decays of unstable particles. The tt and W + jets background
events were generated with the same PYTHIA version. All simulations were done with Mt =
175 GeV/c2 and Mb = 4.7 � 4.8 GeV/c2, proper considerations of the spin correlations, and
the finite W -boson and t-quark widths. The list of the signal and background process cross
sections as well as generators used are given in the Table 8.16. Both the full simulation chain
(OSCAR [8] and ORCA [10]) and a fast simulation (FAMOS [11]) were used.

Table 8.16: Cross section values (including branching ratio and kinematic cuts) and genera-
tors for the signal and background processes (here � = e, µ, ⇧ ). Different generator-level cuts
are applied.

Process ⌅⇥BR, pb generator Process ⌅⇥BR, pb generator
t-ch. (W ⇤ µ⇤) 18 (NLO) SINGLETOP Wbb (W ⇤ �⇤) 100 (LO) TOPREX
t-ch. (W ⇤ �⇤) 81.7 (NLO) TOPREX Wbb + jets (W ⇤ µ) 32.4 (LO) MADGRAPH
s-ch. (W ⇤ �⇤) 3.3 (NLO) TOPREX W + 2j (W ⇤ µ⇤) 987 (LO) COMPHEP
tW (2 W ⇤ �⇤) 6.7 (NLO) TOPREX W + 2j (W ⇤ �⇤) 2500 (LO) ALPGEN

tW (1 W ⇤ �⇤) 33.3 (NLO) TOPREX Z/�⇥(⇤ µ+µ�)bb 116 (LO) COMPHEP
tt (inclusive) 833 (NLO) PYTHIA

8.4.1.2 Reconstruction algorithms and triggers

Muons are reconstructed by using the standard algorithm combining tracker and muon
chamber information as described in [310]; tracker and calorimeter isolation cuts are applied
as described in [311]. The electrons are reconstructed by the standard algorithm combining
tracker and ECAL information, see [312]. The jets are reconstructed by the Iterative Cone
algorithm with the cone size of 0.5, see [313]; for the calibration both the Monte Carlo (in the
t-channel analysis) and the � + jets (in the tW - and s-channel) methods are used, see [314].
For b-tagging a probability algorithm based on the impact parameter of the tracks is used, as
described in [315].

t

νν

l+

W 
+

b

tW 
–

b

q

q'

tool for calibration test standard model interactions 

Standard reason(s)

pp →tt: first time gluon-gluon 
dominates

√s(TeV) tt (t) frequency at L= 1034 cm-2 s-1 

13 ~8.3 (~3.0) Hz

no tt meson observed, spin info preserved in decay

interacts EM, strongly, weakly(NC), Higgs:t →t +g/γ/Z/H

• Produced in pairs (strong) and singly (weak)
• Decays weakly

• t→Wb~BR(99%)   
• 𝛤top ~1.32 GeV    

1/mtop ≪ 1/ 𝛤top ≪ 1/ ΛQCD ≪ mtop/ΛQCD
Production 
time 

Lifetime Hadronization 
time

Spin decorrelation 
time 
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What to measure about the top quark
Special reasons 

 Mass

“Beyond” 
reasons 

Resonant  
production 

& New 
Physics

Spin: angular 
properties in 
production & decay 
 (tt spin correlation 
top polarization, 
W helicity)

Couplings to other 
force mediators  
i.e. bosons (W, Z, 
photon, gluon)

Production 
cross section for 
double and single top 
quarks
inclusive  
& differential 

Standard reasons 

Deviations 
from SM 

predictions

Width/Lifetime 
Branching Fractions

Charge

Coupling to 
Higgs boson

today

top-antitop 
mass difference
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S. Redaelli, LHC jamboree, 17-12-2010

Introduction

3

Units for the luminosity: 
! Peak luminosity given in event rate per unit of area! cm-2s-1:! 2010 goal = 1032cm-2s-1

! Integral luminosity (prop. to number of collisions)! ! fb-1!      : ! 2011 goal = 1 fb-1

L � N1N2nb

�2

Key parameters: 
! Ni = bunch intensity

! nb = number of bunches

! σ  = colliding beam size

The rate of new particle!s production 

is proportional to the luminosity:

Collisions at the LHC: counter-rotating, high-
intensity bunches of protons or heavy ions.

Nominal LHC parameters (7 TeV): 2808 bunches of 1.1x1011 protons, 0.000016 m size.

 LHC : a Top producer i.e. providing the luminosity
counter-rotating high intensity proton bunches colliding at center of mass energy (Ecm or √s ) 

= 7,8, 13 TeV in 27 Km tunnel 

S. Redaelli, LHC jamboree, 17-12-2010

Introduction

3

Units for the luminosity: 
! Peak luminosity given in event rate per unit of area! cm-2s-1:! 2010 goal = 1032cm-2s-1

! Integral luminosity (prop. to number of collisions)! ! fb-1!      : ! 2011 goal = 1 fb-1

L � N1N2nb

�2

Key parameters: 
! Ni = bunch intensity

! nb = number of bunches

! σ  = colliding beam size

The rate of new particle!s production 

is proportional to the luminosity:

Collisions at the LHC: counter-rotating, high-
intensity bunches of protons or heavy ions.

Nominal LHC parameters (7 TeV): 2808 bunches of 1.1x1011 protons, 0.000016 m size.

Nevents(Δt)= ∫𝓛dt * cross section
LHC Machine Coordination Twiki

design: 
ECM=14TeV , 

lumi 1034cm-2 s-1   
(~30 times Tevatron 

pp collider )

F. Bordry, LHC Status and PLans, Moriond QCD 2019

9 
LHC status and plans 
Rencontres de Moriond - QCD and High Energy Interactions 
Frédérick Bordry  
24th March 2019 

LHC: Run 1 and Run 2 Run 2 at 13 TeV:  
  2015, 2016, 2017, 2018 

10 

LHC status and plans 
Rencontres de Moriond - QCD and High Energy Interactions 
Frédérick Bordry  
24th March 2019 

Period 
Integrated 
Luminosity 

 [fb-1] 

Run 1 29.2 

Run 2: 2015 4.2 

Run 2: 2016 39.7 

Run 2: 2017 50.2 

Run 2: 2018 66.0 

Total Run1 + Run 2 189.3 

Run1 + Run 2: Luminosity Production 

Run 2 at 13 TeV 
160.1 fb-1  

10 

LHC status and plans 
Rencontres de Moriond - QCD and High Energy Interactions 
Frédérick Bordry  
24th March 2019 

Period 
Integrated 
Luminosity 

 [fb-1] 

Run 1 29.2 

Run 2: 2015 4.2 

Run 2: 2016 39.7 

Run 2: 2017 50.2 

Run 2: 2018 66.0 

Total Run1 + Run 2 189.3 

Run1 + Run 2: Luminosity Production 

Run 2 at 13 TeV 
160.1 fb-1  

10 

LHC status and plans 
Rencontres de Moriond - QCD and High Energy Interactions 
Frédérick Bordry  
24th March 2019 

Period 
Integrated 
Luminosity 

 [fb-1] 

Run 1 29.2 

Run 2: 2015 4.2 

Run 2: 2016 39.7 

Run 2: 2017 50.2 

Run 2: 2018 66.0 

Total Run1 + Run 2 189.3 

Run1 + Run 2: Luminosity Production 

Run 2 at 13 TeV 
160.1 fb-1  

10 

LHC status and plans 
Rencontres de Moriond - QCD and High Energy Interactions 
Frédérick Bordry  
24th March 2019 

Period 
Integrated 
Luminosity 

 [fb-1] 

Run 1 29.2 

Run 2: 2015 4.2 

Run 2: 2016 39.7 

Run 2: 2017 50.2 

Run 2: 2018 66.0 

Total Run1 + Run 2 189.3 

Run1 + Run 2: Luminosity Production 

Run 2 at 13 TeV 
160.1 fb-1  

mailto:fracesco.spano@cern.ch?subject=
https://twiki.cern.ch/twiki/bin/view/LhcMachine/LhcCoordinationMain
http://moriond.in2p3.fr/QCD/2019/SundayMorning/Bordry.pptx


francesco.spano@cern.ch Top Physics @ LHC: selected highlights LPNHE Seminar, Sorbonne Université, 24th June 2019 7

Top quark @ LHC: top quark manifestation
232 Chapter 8. Physics of Top Quarks

Figure 8.14: Feynman diagrams for the three channels of single top production.

MADGRAPH [80], and ALPGEN [160] programs as indicated in the Table 8.16. The hard
process events containing all needed information were passed to PYTHIA 6.227 [24] for show-
ering, hadronisation and decays of unstable particles. The tt and W + jets background
events were generated with the same PYTHIA version. All simulations were done with Mt =
175 GeV/c2 and Mb = 4.7 � 4.8 GeV/c2, proper considerations of the spin correlations, and
the finite W -boson and t-quark widths. The list of the signal and background process cross
sections as well as generators used are given in the Table 8.16. Both the full simulation chain
(OSCAR [8] and ORCA [10]) and a fast simulation (FAMOS [11]) were used.

Table 8.16: Cross section values (including branching ratio and kinematic cuts) and genera-
tors for the signal and background processes (here � = e, µ, ⇧ ). Different generator-level cuts
are applied.

Process ⌅⇥BR, pb generator Process ⌅⇥BR, pb generator
t-ch. (W ⇤ µ⇤) 18 (NLO) SINGLETOP Wbb (W ⇤ �⇤) 100 (LO) TOPREX
t-ch. (W ⇤ �⇤) 81.7 (NLO) TOPREX Wbb + jets (W ⇤ µ) 32.4 (LO) MADGRAPH
s-ch. (W ⇤ �⇤) 3.3 (NLO) TOPREX W + 2j (W ⇤ µ⇤) 987 (LO) COMPHEP
tW (2 W ⇤ �⇤) 6.7 (NLO) TOPREX W + 2j (W ⇤ �⇤) 2500 (LO) ALPGEN

tW (1 W ⇤ �⇤) 33.3 (NLO) TOPREX Z/�⇥(⇤ µ+µ�)bb 116 (LO) COMPHEP
tt (inclusive) 833 (NLO) PYTHIA

8.4.1.2 Reconstruction algorithms and triggers

Muons are reconstructed by using the standard algorithm combining tracker and muon
chamber information as described in [310]; tracker and calorimeter isolation cuts are applied
as described in [311]. The electrons are reconstructed by the standard algorithm combining
tracker and ECAL information, see [312]. The jets are reconstructed by the Iterative Cone
algorithm with the cone size of 0.5, see [313]; for the calibration both the Monte Carlo (in the
t-channel analysis) and the � + jets (in the tW - and s-channel) methods are used, see [314].
For b-tagging a probability algorithm based on the impact parameter of the tracks is used, as
described in [315].

• Produced in pairs (strong) and singly (weak) √s(TeV) tt (t) frequency at L= 1034 cm-2 s-1 

7 
8

~1.7 (~0.8) Hz 
~2.4 (~1.2) Hz

13 ~8.3 (~3.0) Hz

LHC (pp) is a “TOP FACTORY”
• Decays weakly (CC): t→Wb~BR(99%)   𝛤top ~1.32 GeV    

interacts EM, strongly, weakly(NC),
 Higgs:t →t +g/γ/Z/H

‣ High PT jets of 
hadrons  

‣ b-jets 
‣ 1 to 2 high PT 
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‣ Missing energy
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Measuring Top quark production @LHC

9

standard reasons 
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Tevatron LHC(8) LHC(14)
gg ~10% ~86% ~90%
qq ~90% ~14% ~10%

pp collisions

At Tevatron

σtt ~ 7  pb
-

standard reasons:  top quark production@ LHC

top pairs: strong 

• inclusively:high 
precision

• differentially: 
extreme regions 

• explore rare 
decays (tt+X)

 production cross section increases

gluon fusionqq annihilation

At LHC

Measure

√s(TeV) σtt (pb) nominal rate
8 ~245 ~2.4 Hz

13 ~830 ~8.3 Hz

probing lower x than Tevatron →  
dominated by increasing gluon fusion 

JHEP 1307 (2013) 167

(√s=1.96 TeV)
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Top quark predictions@ LHC- the NNLO revolution : tt

  

The total cross section at hadron 

colliders

The contributing partonic channels:

LO:

NLO: NNLO:

  

The total cross section at hadron 

colliders

The contributing partonic channels:

LO:

NLO: NNLO:
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NNLO calculations

Partonic cross section:
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➢ 2 extra emitted partons at 

tree level

➢ Invention of a new 
subtraction scheme called 
STRIPPER   Czakon `10` 11  
 

➢ 1-loop virtual with one extra 
parton

➢ Code by Stefan Dittmaier

➢ New subtraction terms 
Bierenbaum, Czakon, Mitov ` 11  
 

➢ One loop squared amplitudes 
Körner, Merebashvili, Rogal `07    
gluon fusion: Anastasiou, Aybat `08       
gluon fusion done from scratch

➢ 2-loop virtual corrections      
Czakon `07 (quark annihilation) 
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3 principal contributions:
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Figure 8.14: Feynman diagrams for the three channels of single top production.

MADGRAPH [80], and ALPGEN [160] programs as indicated in the Table 8.16. The hard
process events containing all needed information were passed to PYTHIA 6.227 [24] for show-
ering, hadronisation and decays of unstable particles. The tt and W + jets background
events were generated with the same PYTHIA version. All simulations were done with Mt =
175 GeV/c2 and Mb = 4.7 � 4.8 GeV/c2, proper considerations of the spin correlations, and
the finite W -boson and t-quark widths. The list of the signal and background process cross
sections as well as generators used are given in the Table 8.16. Both the full simulation chain
(OSCAR [8] and ORCA [10]) and a fast simulation (FAMOS [11]) were used.

Table 8.16: Cross section values (including branching ratio and kinematic cuts) and genera-
tors for the signal and background processes (here � = e, µ, ⇧ ). Different generator-level cuts
are applied.

Process ⌅⇥BR, pb generator Process ⌅⇥BR, pb generator
t-ch. (W ⇤ µ⇤) 18 (NLO) SINGLETOP Wbb (W ⇤ �⇤) 100 (LO) TOPREX
t-ch. (W ⇤ �⇤) 81.7 (NLO) TOPREX Wbb + jets (W ⇤ µ) 32.4 (LO) MADGRAPH
s-ch. (W ⇤ �⇤) 3.3 (NLO) TOPREX W + 2j (W ⇤ µ⇤) 987 (LO) COMPHEP
tW (2 W ⇤ �⇤) 6.7 (NLO) TOPREX W + 2j (W ⇤ �⇤) 2500 (LO) ALPGEN

tW (1 W ⇤ �⇤) 33.3 (NLO) TOPREX Z/�⇥(⇤ µ+µ�)bb 116 (LO) COMPHEP
tt (inclusive) 833 (NLO) PYTHIA

8.4.1.2 Reconstruction algorithms and triggers

Muons are reconstructed by using the standard algorithm combining tracker and muon
chamber information as described in [310]; tracker and calorimeter isolation cuts are applied
as described in [311]. The electrons are reconstructed by the standard algorithm combining
tracker and ECAL information, see [312]. The jets are reconstructed by the Iterative Cone
algorithm with the cone size of 0.5, see [313]; for the calibration both the Monte Carlo (in the
t-channel analysis) and the � + jets (in the tW - and s-channel) methods are used, see [314].
For b-tagging a probability algorithm based on the impact parameter of the tracks is used, as
described in [315].
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Special reasons: measure inclusive σt vs √s
Systematics dominated, larger bkg than tt 

6.4 Summary of cross-section combinations

A summary of the cross-sections measured by ATLAS and CMS and their combinations in all single-
top-quark production modes at each centre-of-mass energy is shown in Figure 2. The measurements
are compared with the theoretical predictions shown in Table 1: NNLO for t-channel only, NLO
and NLO+NNLL for all three production modes. For the NLO calculation, the renormalisation- and
factorisation-scale uncertainties and the sum in quadrature of the contributions from scale, PDF, and ↵s are
shown separately. Only the scale uncertainty is shown for the NNLO calculation. For the NLO+NNLL
calculation, the sum in quadrature of the contributions from scale, PDF, and ↵s is shown. All measurements
are in good agreement with their corresponding theoretical predictions within their total uncertainties.
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Figure 2: Single-top-quark cross-section measurements performed by ATLAS and CMS, together with the combined
results shown in Sections 6.1�6.3. These measurements are compared with the theoretical predictions at NLO and
NLO+NNLL for all three production modes and the prediction at NNLO for t-channel only. The corresponding
theoretical uncertainties are also presented. The scale uncertainty for the NNLO prediction is small and is presented
as a narrow band under the dashed line.

The stability of the combinations of the cross-section measurements to variations in the correlation
assumptions, discussed in Section 5, is checked for the theory modelling, JES, the most important
contributions to the theoretical cross-section predictions (i.e. PDF+↵s and scale) and the integrated
luminosity. The results of these tests show that their impacts on the cross-section combinations are very
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6 Combinations of cross-section measurements

The cross-section measurements described in Section 3 are combined at each centre-of-mass energy for
each production mode. Systematic uncertainties are categorised and correlation assumptions are employed
according to Section 5. The combinations are performed using the iterative BLUE method, as described in
Section 4.

As discussed in Section 4, the uncertainty in the measured cross-section associated with the m
t

variation
is not considered in the combination of cross-sections. However, the shift in the combined cross-section
resulting from a variation of ±1 GeV in the top-quark mass is provided where this information is available.
This is calculated by repeating the combination with the up-shifted and down-shifted input cross-sections.
In measurements where only the magnitude of the shift is available for one experiment, the sign of the
shift is assumed to be the same for both experiments, as discussed in Section 5.1. If the uncertainty
associated with the m

t

variation is not available for one or both of the input measurements, then no shift in
the combined cross-section is given.

Additional information about the uncertainties considered in the combination of cross-section measurements
is provided in Appendix A.

6.1 Combinations of t-channel cross-section measurements

The combination of the ATLAS and CMS t-channel cross-section measurements at
p

s = 7 TeV [57, 58]
results, after one iteration, in

�
t-chan. = 67.5 ± 2.4 (stat.) ± 5.0 (syst.) ± 1.1 (lumi.) pb = 67.5 ± 5.7 pb.

The relative uncertainty is 8.4%, which improves on the uncertainty of 9.1% in the most precise individual
measurement from CMS [58]. The �2 for the combination is 0.01, corresponding to a probability of 93%.
The CMS weight in the combination is 0.58, while the ATLAS weight is 0.42. The overall correlation
between the two measurements is 20%. The contribution from each uncertainty category to the total
uncertainty in the combined t-channel cross-section measurement at

p
s = 7 TeV is shown in Table 3(a).

The combination of the ATLAS and CMS t-channel cross-section measurements at
p

s = 8 TeV [32, 33]
results, after two iterations, in a cross-section of

�
t-chan. = 87.7 ± 1.1 (stat.) ± 5.5 (syst.) ± 1.5 (lumi.) pb = 87.7 ± 5.8 pb.

The relative uncertainty is 6.7%, which improves on the uncertainty of 7.5% in the most precise individual
measurement from ATLAS [32]. The �2 for the combination is 0.59, corresponding to a probability of
44%. This probability is lower than the probability of the combination at

p
s = 7 TeV because of the

di�erences between the ATLAS and CMS measured cross-sections and their small uncertainties. The
ATLAS weight in the combination is 0.68, while the CMS weight is 0.32. The overall correlation between
the two measurements is 42%. This is larger than the correlation between the measurements at

p
s = 7 TeV

because the statistical and detector uncertainties are lower, thus increasing the importance of the theory
modelling uncertainty (which is correlated between the two experiments), as shown in Appendix A.1. The
contribution from each uncertainty category to the total uncertainty in the combined t-channel cross-section
measurement at

p
s = 8 TeV is shown in Table 3(b).
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dominant systematic 
uncertainties: 

theoretical modelling, 
jets 

Table 3: Contribution from each uncertainty category to the combined t-channel cross-section (�
t-chan.) uncertainty

at (a)
p

s = 7 TeV and (b)
p

s = 8 TeV. The total uncertainty is computed by adding in quadrature all the individual
systematic uncertainties (including the uncertainty in the integrated luminosity) and the statistical uncertainty in data.
Correlations of systematic uncertainties between experiments are presented in Appendix A.1.

(a)
�
t-chan.,

p
s = 7 TeV

Combined cross-section 67.5 pb

Uncertainty category Uncertainty
[%] [pb]

Data statistical 3.5 2.4
Simulation statistical 1.4 0.9
Integrated luminosity 1.7 1.1
Theory modelling 5.1 3.5
Background normalisation 1.9 1.3
Jets 3.4 2.3
Detector modelling 3.4 2.3
Total syst. unc. (excl. lumi.) 7.5 5.0
Total syst. unc. (incl. lumi.) 7.6 5.2
Total uncertainty 8.4 5.7

(b)
�
t-chan.,

p
s = 8 TeV

Combined cross-section 87.7 pb

Uncertainty category Uncertainty
[%] [pb]

Data statistical 1.3 1.1
Simulation statistical 0.6 0.5
Integrated luminosity 1.7 1.5
Theory modelling 5.3 4.7
Background normalisation 1.2 1.1
Jets 2.6 2.3
Detector modelling 1.8 1.6
Total syst. unc. (excl. lumi.) 6.3 5.5
Total syst. unc. (incl. lumi.) 6.5 5.7
Total uncertainty 6.7 5.8

At both centre-of-mass energies, the uncertainties from theory modelling are found to be dominant. Details
of the central values, the impact of individual sources of uncertainties, and their correlations between
experiments at

p
s = 7 and 8 TeV can be found in Appendix A.1.

The shift in the combined cross-section at
p

s = 8 TeV from a variation of ±1 GeV in the top-quark mass is
⌥0.8 pb, which is similar to the shifts in the input measurements for the same m

t

variation. The shift in the
combined cross-section at

p
s = 7 TeV is not evaluated since no estimate is available for the CMS input

measurement at
p

s = 7 TeV.

6.2 Combinations of tW cross-section measurements

The combination of the ATLAS and CMS tW cross-section measurements at
p

s = 7 TeV [59, 60] yields,
after two iterations, a cross-section of

�
tW

= 16.3 ± 2.3 (stat.) ± 3.3 (syst.) ± 0.7 (lumi.) pb = 16.3 ± 4.1 pb.

The relative uncertainty is 25%, which improves on the uncertainty of 28% in the most precise individual
measurement from CMS [60]. The �2 for the combination is 0.01, corresponding to a probability of 91%.
The CMS weight in the combination is 0.59, while the ATLAS weight is 0.41. The overall correlation
between the two measurements is 17%. The contribution from each uncertainty category to the total
uncertainty in the combined tW cross-section measurement at

p
s = 7 TeV is shown in Table 4(a).
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8 TeV

The combination of the ATLAS and CMS tW cross-section measurements at
p

s = 8 TeV [34, 35] results,
after two iterations, in

�
tW

= 23.1 ± 1.1 (stat.) ± 3.3 (syst.) ± 0.8 (lumi.) pb = 23.1 ± 3.6 pb.

The relative uncertainty is 15.6%, which improves on the uncertainty of 16.5% in the most precise individual
measurement from ATLAS [34]. The �2 for the combination is 0.01, corresponding to a probability of
94%. The ATLAS weight in the combination is 0.70, while the CMS weight is 0.30. The overall correlation
between the two measurements is 40%. Similar to the t-channel, this is larger than the correlation between
the measurements at

p
s = 7 TeV due to the increased importance of the theory modelling uncertainties.

The contribution from each uncertainty category to the total uncertainty in the combined tW cross-section
measurement at

p
s = 8 TeV is shown in Table 4(b).

Table 4: Contribution from each uncertainty category to the combined tW cross-section (�
tW

) uncertainty at (a)p
s = 7 TeV and (b)

p
s = 8 TeV. The total uncertainty is computed by adding in quadrature all the individual

systematic uncertainties (including the uncertainty in the integrated luminosity) and the statistical uncertainty in data.
Correlations of systematic uncertainties between experiments are presented in Appendix A.2.

(a)
�
tW

,
p

s = 7 TeV
Combined cross-section 16.3 pb

Uncertainty category Uncertainty
[%] [pb]

Data statistical 14.0 2.3
Simulation statistical 0.8 0.1
Integrated luminosity 4.4 0.7
Theory modelling 13.9 2.3
Background normalisation 6.0 1.0
Jets 11.5 1.9
Detector modelling 6.2 1.0
Total syst. unc. (excl. lumi.) 20.0 3.3
Total syst. unc. (incl. lumi.) 20.5 3.3
Total uncertainty 24.8 4.1

(b)
�
tW

,
p

s = 8 TeV
Combined cross-section 23.1 pb

Uncertainty category Uncertainty
[%] [pb]

Data statistical 4.7 1.1
Simulation statistical 0.8 0.2
Integrated luminosity 3.6 0.8
Theory modelling 11.8 2.7
Background normalisation 2.2 0.5
Jets 6.2 1.4
Detector modelling 4.9 1.1
Total syst. unc. (excl. lumi.) 14.4 3.3
Total syst. unc. (incl. lumi.) 14.8 3.4
Total uncertainty 15.6 3.6

At both centre-of-mass energies, the uncertainties in the theory modelling are found to be dominant.
The jet uncertainties are also important. Details of the central values, the impact of individual sources
of uncertainties, and their correlations between experiments at

p
s = 7 and 8 TeV are presented in

Appendix A.2.

The shift in the combined cross-section at
p

s = 8 TeV from a variation of ±1 GeV in the top-quark mass is
±1.1 pb, which is similar in magnitude to that in the input measurements for the same m

t

variation. The
shift in the combined cross-section at

p
s = 7 TeV is not evaluated since no estimates are available for the

input measurements at
p

s = 7 TeV.
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δσt/σt ~4.1% 

All results 
consistent with 
approx NNLO/
NNLO predictions
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When you hit the systematics wall

General consideration: when syst >> stat, to 
maximize the utility of your data you can:

● Stop and think
– (e.g., pin down the source of the problem, 

constrain it, then come back)
● Take ratios
● Go differential
● Any combination of the above

We had examples of all of those at TOP2017

mailto:fracesco.spano@cern.ch?subject=


francesco.spano@cern.ch Top Physics @ LHC: selected highlights LPNHE Seminar, Sorbonne Université, 24th June 2019 17

Standard reasons: On to measure dσtt,t/dX:  why?

• LHC is a top 
factory

test SM predictions (NLO+PS,NNLO QCD) & extension (EFT)
complement new physics  searches

 Constrain gluon 
content of the proton 

at high x (PDF)  

extract SM 
parameters 
(mtop,𝛼s)

measure kinematics→ 
reduce t/tt modeling 
uncertainties

develop new reconstruction/recognition techniques 
(high pile-up, very high pT..) :
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Figure 8. As in fig. 7 but for the mtt̄ distribution.

set. Given the difference in predictions between different pdf sets such a conclusion is non-

trivial and is an important test of the robustness of our chosen dynamic scales (3.9). To

– 15 –

JHEP04(2017)071

increasing 
 precision!
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Standard reasons: How?
(thanks to Maria Aldaya (DESY))

• Fiducial or extrapolated  
  to full phase space  

• Parton or particle level

• Absolute or normalized  
  to inclusive σtt

(4) Compare to Predictions with 
𝜒2 & p values using Covariance 
(stat,sys and correlation).
�2 = (X - P)TC�1(X - P) Response matrix Aij
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Figure 16: Fiducial phase-space absolute di↵erential cross-sections as a function of the (a) invariant mass (mtt̄),
(b) transverse momentum (ptt̄

T) and (c) the absolute value of the rapidity (
���ytt̄
���) of the tt̄ system in the resolved

topology. The yellow bands indicate the total uncertainty of the data in each bin. The Powheg+Pythia6 generator
with hdamp = mt and the CT10 PDF is used as the nominal prediction to correct for detector e↵ects. The lower
three panels show the ratio of the predictions to the data. The first panel compares the three Powheg+Pythia6
samples with di↵erent settings for additional radiation, the second panel compares the nominal Powheg+Pythia6
sample with the other Powheg samples and the third panel compares the nominal Powheg+Pythia6 sample with the
MadGraph5_aMC@NLO samples.
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Figure 16: Fiducial phase-space absolute di↵erential cross-sections as a function of the (a) invariant mass (mtt̄),
(b) transverse momentum (ptt̄

T) and (c) the absolute value of the rapidity (
���ytt̄
���) of the tt̄ system in the resolved

topology. The yellow bands indicate the total uncertainty of the data in each bin. The Powheg+Pythia6 generator
with hdamp = mt and the CT10 PDF is used as the nominal prediction to correct for detector e↵ects. The lower
three panels show the ratio of the predictions to the data. The first panel compares the three Powheg+Pythia6
samples with di↵erent settings for additional radiation, the second panel compares the nominal Powheg+Pythia6
sample with the other Powheg samples and the third panel compares the nominal Powheg+Pythia6 sample with the
MadGraph5_aMC@NLO samples.
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(3) Bin-wise cross section    
      measurement
• Subtract background

• Correct for detector  
 effects & acceptance  
à unfolding  

Δi
X = bin width for variable X
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Figure 10: Particle-to-detector-level migration matrices for (a) the hadronic top-quark transverse momentum and
(b) the absolute value of its rapidity, in the boosted topology. Powheg+Pythia6 is used to model the tt̄ process and
matrices are normalised so that the sum over the detector level yields 100%. The empty bins either contain no events
or the fraction of events is less than 0.5%.
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Figure 1: Kinematic distributions in the combined `+jets channel in the resolved topology at detector level:
(a) lepton transverse momentum and (b) missing transverse momentum Emiss

T , (c) jet multiplicity and (d) trans-
verse momenta of selected jets. Data distributions are compared to predictions using Powheg+Pythia6 as the tt̄
signal model. The hatched area indicates the combined statistical and systematic uncertainties in the total predic-
tion, excluding systematic uncertainties related to the modelling of the tt̄ system. Events beyond the range of the
horizontal axis are included in the last bin.
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(2) tt/t kinematic reconstruction
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Figure 7: Distributions of observables in the resolved topology in the combined `+jets channel at detector level:
(a) tt̄ invariant mass mtt̄, (b) transverse momentum ptt̄

T and (c) absolute value of the rapidity
���ytt̄
���. Data distributions

are compared to predictions, using Powheg+Pythia6 as the tt̄ signal model. The hatched area indicates the com-
bined statistical and systematic uncertainties (described in Section 9) in the total prediction, excluding systematic
uncertainties related to the modelling of the tt̄ system.
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Standard reasons:dσtt,t/dX @ √s=8,13 TeV

Final state kinematics 
Absolute and normalised cross sections for

“QCD” tt kinematics 

Standard tt kinematics

Individual top variables 

kinematic variables of leptons 
mass, pT and energy of dilepton system

energy, mass of system of leptons, b-jets and  
ETmiss 

jet multiplicities

b

t

W

�

W

+

g

b

`+

⌫

b

`�

⌫̄

Figure 1: A representative leading-order Feynman diagram for the production of a single top quark in the tW channel
and the subsequent leptonic decay of the W boson and semileptonic decay of the top quark.

violating gauge invariance. In the DS approach, a subtraction term is built into the amplitude to cancel
out the tt̄ component close to the top quark resonance while respecting gauge invariance.

This paper describes di�erential cross-section measurements in the tW dilepton final state, where events
contain two oppositely charged leptons (henceforth “lepton” refers to an electron or muon) and two
neutrinos. This channel is chosen because it has a better ratio of signal and tt̄ production over other
background processes than the single lepton+jets channel, where large W+jets backgrounds are relatively
di�cult to separate from top quark events. Distributions are unfolded to observables based on stable
particles produced in Monte Carlo (MC) simulation. Measurements are performed in a fiducial phase
space, defined by the presence of two charged leptons as well as the presence of exactly one central
jet containing b-hadrons (b-jet) and no other jets. This requirement on the jet multiplicity is expected
to suppress the contribution from tt̄ production, where a pair of b-jets is more commonly produced, as
well as reducing the importance of tt̄-tW interference e�ects [12]. After applying the reconstruction-
level selection of fiducial events (described in Section 5) backgrounds from tt̄ and other sources are
subtracted according to their predicted distributions from MC simulation. The definition of the fiducial
event selection is chosen to match the lepton and jet requirements at reconstruction level. Exactly two
leptons with pT > 20 GeV and |⌘ | < 2.5 are required, and furthermore one of the leptons must satisfy
pT > 27 GeV. Exactly one b-tagged jet satisfying pT > 25 GeV and |⌘ | < 2.5 must be present. No
requirement is placed on E

miss
T or m`` . A boosted decision tree (BDT) is used to separate the tW signal

from the large tt̄ background by placing a fixed requirement on the BDT response.

Although the top quark and the two W bosons cannot be directly reconstructed due to insu�cient kinematic
constraints, one can select a list of observables that are correlated with kinematic properties of tW

production and are sensitive to di�erences in theoretical modelling. Particle energies and masses are also
preferred to projections onto the transverse plane in order to be sensitive to polar angular information
while keeping the list of observables as short as possible. Unfolded distributions are measured for:

• the energy of the b-jet, E(b);

• the mass of the leading lepton and b-jet, m(`1b);

• the mass of the sub-leading lepton and the b-jet, m(`2b);

• the energy of the system of the two leptons and b-jet, E(``b);

• the transverse mass of the leptons, b-jet and neutrinos, mT(``⌫⌫b); and

• the mass of the two leptons and the b-jet, m(``b).

3

angular, pT- and radiation- related variables 

mass, rapidity and pT of top-antitop system

pT of leading, sub-leading top quarks 
average pT  of top quarks
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• ATLAS & CMS measurements are generally consistent with  each other   
• CMS shows slight slope 

Qualitative statement,  
no statistical test performed yet• Using latest predictions with dynamic 

factorisation & renormalization scale 

Parton level vs NLO+PS & NNLO
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Standard reasons:Extreme test of SM: d𝜎tt/dpT,top “saga” 
√s=8 TeV

vs NLO+PS vs NNLO
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• Reconstruct tt system: impose  constraints from mtop , mW , total pT + weights 
from expected mass to 
• assign jets, leptons to quarks  
• reconstruct 2 separate neutrinos  3-momenta

21

90% efficient on tt

t

νν

l+

W 
+

b

tW 
–

b

q

q'𝜈-
𝑙-

• Particle flow → individual particles using all CMS subdet→ Require 
‣ 2 opposite sign ℓ (e,𝜇), ≧2 jets,  ≧1 b-tag 
‣ m(ℓ+ℓ-) > 20 GeV and  ≠MZ  (15 GeV window), large pTmiss (>40 GeV)

• Bkg: data-driven Z+jets, simulated tW,W/Z jets, other tt

Standard reasons:Extreme test of SM: d𝜎tt/dpT “saga”-  dilepton
`JHEP 02 (2019) 149√s=13TeV

• Bkg-subtract & Unfold to parton and particle level → dσtt/dX
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 Ndof =5 o 6 normalised absolute
NLO+PS 𝜒2 p-val 𝜒2 p-val
PW+PY8 43 <10-3 51 <10-3

PW+H++ 6 0.269 8 0.239
MG5+PY8 21 <10-3 18 0.007

no theory 
uncertainties 

included  
in 𝜒2

Parton level
Standard reasons:Extreme test of SM: d𝜎tt/dpT “saga”- dilepton
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Figure 3. The differential tt production cross sections as a function of ptT are shown for the
data (points) and the MC predictions (lines). The vertical lines on the points indicate the total
uncertainty in the data. The left and right columns correspond to absolute and normalised mea-
surements, respectively. The upper row corresponds to measurements at the parton level in the
full phase space and the lower row to the particle level in a fiducial phase space. The lower panel
in each plot shows the ratios of the theoretical predictions to the data. The dark and light bands
show the relative statistical and total uncertainties in the data, respectively.

– 17 –

`JHEP 02 (2019) 149

J
H
E
P
0
2
(
2
0
1
9
)
1
4
9

0 100 200 300 400 500

3−10

2−10

1−10

1

10

 [
p

b
/G

e
V

]
t T

d
pσd Data

POWHEGV2 + PYTHIA8

 = 173.3 GeV
t

 (LUXQED17) m3
EW

αNNLO+

 = 172.5 GeV
t

 (LUXQED17) m3
EW

αNNLO+

 = 173.3 GeV
t

 (NNPDF3.1) m3
EW

αNNLO+

 = 173.3 GeV
t

NNLO+NNLL' (NNPDF3.1) m

 = 172.5 GeV
t

NNLO+NNLL' (NNPDF3.1) m

 = 172.5 GeV
t

LO (NNPDF3.0) m
3

aN

 = 172.5 GeV
t

aNNLO (CT14NNLO) m

0 100 200 300 400 500
 [GeV]t

T
p

1

1.2

1.4

D
a

ta
T

h
e

o
ry

 Syst⊕Stat 
Stat

CMS  (13 TeV)-135.9 fb

Dilepton, parton level

0 100 200 300 400 500

6−10

5−10

4−10

3−10

2−10

]
-1

 [
G

e
V

t T
d

pσd
 

σ1 Data

POWHEGV2 + PYTHIA8

 = 173.3 GeV
t

 (LUXQED17) m3
EW

αNNLO+

 = 172.5 GeV
t

 (LUXQED17) m3
EW

αNNLO+

 = 173.3 GeV
t

 (NNPDF3.1) m3
EW

αNNLO+

 = 173.3 GeV
t

NNLO+NNLL' (NNPDF3.1) m

 = 172.5 GeV
t

NNLO+NNLL' (NNPDF3.1) m

 = 172.5 GeV
t

LO (NNPDF3.0) m
3

aN

 = 172.5 GeV
t

aNNLO (CT14NNLO) m

0 100 200 300 400 500
 [GeV]t

T
p

1

1.2

1.4D
a

ta
T

h
e

o
ry

 Syst⊕Stat 
Stat

CMS  (13 TeV)-135.9 fb

Dilepton, parton level

Figure 4. The differential tt production cross sections at the parton level in the full phase space as
a function of ptT are shown for the data (filled circles), the theoretical predictions with beyond-NLO
precision (other points) and the prediction from powheg+pythia (solid line). The vertical lines on
the filled circles and other points indicate the total uncertainty in the data and theoretical predic-
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respectively. The lower panel in each plot shows the ratios of the theoretical predictions to the
data. The dark and light bands show the relative statistical and total uncertainties in the data,
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 Ndof =5 or 6 normalised absolute
NNLO 𝜒2 p-

val
𝜒2 p-val

NNLO+EW LUXQED17 mtop = 173.3 16 0.006 14 0.026
NNLO+EW LUXQED17 mtop = 172.5 12 0.0367 12 0.071
NNLO+EW NNPDF3.1 mtop = 173.3 12 0.02 10 0.115

NNLO
+NNLL

NNPDF3.1 mtop = 173.3 20 0.001 17 0.01
NNLO
+NNLL

NNPDF3.1 mtop = 172.5 15 0.01 14 0.032

Ndof = 6

√s=13TeV

vs NLO+PS vs NNLO
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Standard reasons:Extreme test of SM:  d𝜎tt/dpT “saga” - ℓ+jets
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Figure 19: Ratios of the measured fiducial phase-space absolute di↵erential cross-section to the prediction from
Powheg+Pythia6 in the resolved and boosted topologies as a function of their respective transverse momentum
of the hadronic top quark. The bands indicate the statistical and total uncertainties of the data in each bin. The
Powheg+Pythia6 generator with hdamp = mt and the CT10 PDF is used as the nominal prediction to correct for
detector e↵ects.

44

JHEP 11 (2017) 191 vs PWG+PY6 only

• No slope in all had @ particle 
• +jets measurements @ particle show slope 

up to ~700-800 GeV (similar in dilepton @ particle & 
parton) 

• Still at the edge of consistency  for ATLAS, 
CMS: consistent if theory unc. included.

𝜒2=23.0 p=0.06 𝜒2=10.2 p=0.18
Ndof = 14 Ndof = 7 

Particle level vs NLO+PS

REPKCE THIS ONE 
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Figure 13: Absolute (left) and normalized (right) differential cross sections at the particle level
as a function of pT(th) (upper) and pT(t`) (lower). The data are shown as points with light
(dark) bands indicating the statistical (statistical and systematic) uncertainties. The cross sec-
tions are compared to the predictions of POWHEG combined with PYTHIA8 (P8) or HERWIG++
(H++) and the multiparton simulations MG5 aMC@NLO (MG5)+PYTHIA8 FxFx and SHERPA.
The ratios of the various predictions to the measured cross sections are shown at the bottom of
each panel.

Phys. Rev. D 97, 
112003 (2018)

 Ndof = 12 no theory unc. with theory unc.
NLO+PS 𝜒2 p-val 𝜒2 p-val
PW+PY8 29.5 <0.01 15.9 0.197
SHERPA 13.5 0.335 7.21 0.844
PW+H++ 31.1 <0.01

MG5+PY8 17.4 0.137

no theory unc. 
in predictions

ATLAS new result with 36/fb is in preparation 
Revisit with theory unc. & larger dataset (full 
Run2 and beyond)!

Ndof = 12 

√s=13TeV
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Standard reasons:Extreme test of SM: first “all had boosted” dσtt/dXEVENT SELECTION

Hadronic top 
(Large R=1.0 jet - Trimmed)

jet pT > 300 GeV
jet mass > 100 GeV

jet 1st splitting scale > 40 GeV
jet eta < 2.

Separation
 dPhi(lepton, hadronic top) > 2.3 

 dR(jet from leptonic top, hadronic top) > 1.5  

Leptonic top
(lepton + MET + closest standard R=0.4 jet) 

jet pT > 25 GeV
lepton pT > 25 GeV

Missing Energy (MET) > 20 GeV (30GeV*)
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- as in resonance search analysis, no news.

*Electron channel
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q

q
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W+

• recognise high pT 2 top-jets using jet 
mass & jet substructure  

• estimate large multi-jet bkg from data

Phys. Rev. D 98, 012003 (2018)
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Figure 7: Normalized particle-level fiducial phase-space di↵erential cross-sections as a function of (a) transverse
momentum of the leading top-quark jet, (b) transverse momentum of the second-leading top-quark jet, (c) absolute
value of the rapidity of the leading top-quark jet and (d) absolute value of the rapidity of the second-leading top-
quark jet. The gray bands indicate the total uncertainty in the data in each bin. The vertical bars indicate the
statistical uncertainties in the theoretical models. The Powheg+Pythia8 event generator is used as the nominal
prediction. Data points are placed at the center of each bin.
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7.7<𝜒2 <9.7  
0.27<p<0.36

X= pT,top1 & 2 , ytop1 &2,  mtt , ytt , pT,tt angles 
(t,anti-t), global energy variables

Reconstruct

No SM deviations up to mtt ~ 3TeV, pT,top ~1.2 TeV,  
significant stat uncertainties 

Di-top-jet kinematics 

Ndof = 7 

√s=13TeV
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• Reconstruct tt system with dilepton kinematic reco

25

standard for 2d distributions
• Mtt vs  {pT,top |ytop| |ytt| Δ𝜂(t,t), Δ𝜑(t,t),pT,tt} 

• [|ytop|, pT,top]
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Figure 2: Distributions of y(tt) (left) and M(tt) (right) in selected events after the loose kine-
matic reconstruction. Details can be found in the caption of Fig. 1.

events obtained after the subtraction of other background sources is multiplied by the ratio of
the number of selected tt signal events to the total number of selected tt events (i.e. the signal
and all other tt events) in simulation.

The numbers of signal events obtained after background subtraction are corrected for detector
effects, using the TUNFOLD package [69]. The event yields in the e+e�, µ+µ� and e±µ⌥ chan-
nels are added together, and the unfolding is performed. It is verified that the measurements
in the separate channels yield consistent results. The response matrix plays a key role in this
unfolding procedure. An element of this matrix specifies the probability for an event originat-
ing from one bin of the true distribution to be observed in a specific bin of the reconstructed
observables. The response matrix includes the effects of acceptance, detector efficiencies, and
resolutions. The response matrix is defined such that the true level corresponds to the full
phase space (with no kinematic restrictions) for tt production at parton level. At the detector
level, the same kinematic ranges are used as at the generator level, but with the total number
of bins typically a few times larger. The response matrix is taken from the signal simulation.
The generalised inverse of the response matrix is used to obtain the distribution of unfolded
event numbers from the measured distribution by applying a c2 minimisation technique. An
additional c2 term is included representing Tikhonov regularisation [70]. The regularisation re-
duces the effect of the statistical fluctuations present in the measured distribution on the high-
frequency content of the unfolded spectrum. The regularisation strength is chosen such that
the global correlation coefficient is minimal [71]. For the measurements presented here, this
choice results in a small contribution from the regularisation term to the total c2, on the order
of a few percent. The unfolding of multidimensional distributions is performed by internally
mapping the multi-dimensional arrays to one-dimensional arrays [69].

6 Cross section determination

The normalised cross sections for tt production are measured in the full tt kinematic phase
space at parton level. The number of unfolded signal events M̂unf

i in bins i of kinematic vari-
ables is used to define the normalised cross sections as a function of several (two or three)
variables

si
s

=
1
s

M̂unf
i

B L , (1)

where the total cross section s is evaluated by summing si over all bins, B is the branching
ratio of tt into e+e�, µ+µ�, and e±µ⌥ final states and L is the integrated luminosity of the

• [Mtt ,ytt, Nextra jets]  2 bins (0,1) and 3 bins (0,1,2) 

loose: for 3d distributions

• reconstruct 2 𝜈 system (no separate 𝜈)  
• keep ( ,jet) assignment  with maximum pT jets

CMS-TOP-18-004, submitted to Eur. Phys J. C
Extreme test of SM: double and triple diffxsec -  dilepton+jets

t

νν

l+

W 
+

b

tW 
–

b

q

q'𝜈-
𝑙-

• 13 TeV Dilepton selection as JHEP 02 (2019) 149 
• Extra jets: central, high pT  jets with ΔR(e-jet,lep)=ΔR(e-jet,b-jet) > 0.4

• Bkg: data-driven Z+jets, simulated tW,W/Z jets, other tt

√s=13TeV
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• No prediction describes all distributions 
• [Mtt,Δ𝜂(t,t)],[Mtt,pT,tt] : discrepant for all

• most consistent with data : PW+HW (for pT ) 

PW+PY (for Njet and radiation)
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CMS-TOP-18-004, submitted to Eur. Phys J. C
Extreme test of SM: double and triple diffxsec - dilepton+jets
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• Bkg-subtract & 
Unfold  to parton 
level → d2σtt/
dXdYdZ and d3σtt/
dXdYdZ

• Compare with 
different NLO+PS 
predictions 
• PS+HAD: pT -

ordered+string vs 
angular-ordered 
+cluster 


• NLO ME :inclusive 
vs tt+2 extra parton 
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Figure 5: Comparison of the measured [M(tt), y(tt) ] cross sections to the theoretical predictions
calculated using MC event generators (further details can be found in the Fig. 3 caption).
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Figure 6: Comparison of the measured [M(tt), Dh(t, t) ] cross sections to the theoretical predic-
tions calculated using MC event generators (further details can be found in the Fig. 3 caption).

d2σtt/dMtt dΔ𝜂(t,t)---

Data/Theory

Prediction 
flattens in Δ𝜂 
less quickly 
than data, as 
Mtt increases
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Measuring Top quark mass @LHC
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special reasons 

mailto:fracesco.spano@cern.ch?subject=


francesco.spano@cern.ch Top Physics @ LHC: selected highlights LPNHE Seminar, Sorbonne Université, 24th June 2019 28

• Parameter in SM Lagrangian describing Higgs-quark interaction

Special reasons:measure the top quark mass
What is the top mass? 

Definition of mtop from top decays

If Γtop were < 1 GeV, top would 
hadronize before decaying. Same as b-
quark

T
p1

pn

t

q

m2
T =

0

@
X

i=1,...,n

pi

1

A
2

But Γtop is > 1 GeV, top decays before 
hadronizing. Extra antiquarks must be 
added to the top-quark decay final state 
in order to produce the physical state 
whose mass will be measured

As a result, Mexp is not equal to mpoletop, 
and will vary in each event, depending 
on the way the event has evolved. 

The top mass extracted in hadron 
collisions is not well defined below a 
precision of O(Γtop)~ 1 GeV

pn

b

Wt

B
p1

q

q
_

_

t
_

g

M2
exp

=

0

@
X

i=1,...,n

p
i

1

A
2

Goal: 
- correctly quantify the systematic uncertainty
- identify observables that allow to validate the 
theoretical modeling of hadronization in top 
decays
- identify observables less sensitive to these 
effects

q

q
_

mt = Flattice/potential models (mT, αQCD)

• At Leading Order (LO), mtop = mt (“bare”)
• Beyond LO, resum higher order corrections

Monte Carlo “scheme”: NLO+PS

mtop depends on 
renormalisation scheme 
to absorb divergences

long distance scheme: pole mass

• mass = rest energy  of free 

particle at infinity  
• impossible in QCD: no isolated 

stable coloured particles → 
only bound states → m(bound) 
≠ m(pole) : 70 MeV ambiguity

present estimate: difference from pole mass ~ 0.5 to 1 GeV

short distance scheme: minimal 
subtraction mass

• running mass  at scale 𝜇 of 

the  interaction (like 𝛼s(𝜇))
Difference between long and short is calculable

(M. Mangano @ TOP2013)

Examples (non exhaustive )
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Special Reasons: top mass tests SM & vacuum stability

29

as 𝜇→EPlanck, 𝜆→0 or <0 
depending on mtop
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Figure 1: Left: SM RG evolution of the gauge couplings g1 =
p

5/3g0, g2 = g, g3 = gs, of the
top and bottom Yukawa couplings (yt, yb), and of the Higgs quartic coupling �. All couplings are
defined in the MS scheme. The thickness indicates the ±1� uncertainty. Right: RG evolution of
� varying Mt, Mh and ↵s by ±3�.

the Yukawa sector and can be considered the first complete NNLO evaluation of ��(µ).

We stress that both these two-loop terms are needed to match the sizable two-loop scale

dependence of � around the weak scale, caused by the �32y4t g
2
s + 30y6t terms in its beta

function. As a result of this improved determination of ��(µ), we are able to obtain a

significant reduction of the theoretical error on Mh compared to previous works.

Putting all the NNLO ingredients together, we estimate an overall theory error on Mh of

±1.0GeV (see section 3). Our final results for the condition of absolute stability up to the

Planck scale is

Mh [GeV] > 129.4 + 1.4

✓

Mt [GeV]� 173.1

0.7

◆

� 0.5

✓

↵s(MZ)� 0.1184

0.0007

◆

± 1.0th . (2)

Combining in quadrature the theoretical uncertainty with the experimental errors on Mt and

↵s we get

Mh > 129.4± 1.8 GeV. (3)

From this result we conclude that vacuum stability of the SM up to the Planck scale is

excluded at 2� (98% C.L. one sided) for Mh < 126GeV.

Although the central values of Higgs and top masses do not favor a scenario with a

vanishing Higgs self coupling at the Planck scale (MPl) — a possibility originally proposed

2

JHEP 1208 
(2012) 098

If SM is valid up to the Planck scale 
(no quantum gravity, no new phys)

𝜆 (𝜇) = mH2 /√2v2   +  Δ𝜆 (𝜇, mtop,mW, mz, mH )
~246 GeV

mass termEWSB
LHiggs = (∂𝜇H)2+(1/2)𝜆 v2H2 -𝜆vH3 -(1/4)𝜆H4

Ltop = mt tL tR .+ yt H tL tR ./√2
interaction term

- -

𝜆  = mH2 /√2v2 
mtop  =  yt v /√2

1.1.3 The SM Higgs particle and the Goldstone bosons

The Higgs particle in the SM

Let us finally come to the Higgs boson itself. The kinetic part of the Higgs field, 1
2(∂µH)2,

comes from the term involving the covariant derivative |DµΦ|2, while the mass and self–

interaction parts, come from the scalar potential V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2

V =
µ2

2
(0, v + H)

(
0

v + H

)
+

λ

4

∣∣∣∣(0, v + H)

(
0

v + H

) ∣∣∣∣
2

(1.41)

Using the relation v2 = −µ2/λ, one obtains

V = −
1

2
λv2 (v + H)2 +

1

4
λ(v + H)4 (1.42)

and finds that the Lagrangian containing the Higgs field H is given by

LH =
1

2
(∂µH)(∂µH)− V

=
1

2
(∂µH)2 − λv2 H2 − λv H3 −

λ

4
H4 (1.43)

From this Lagrangian, one can see that the Higgs boson mass simply reads

M2
H = 2λv2 = −2µ2 (1.44)

and the Feynman rules7 for the Higgs self–interaction vertices are given by

gH3 = (3!)iλv = 3i
M2

H

v
, gH4 = (4!)i

λ

4
= 3i

M2
H

v2
(1.45)

As for the Higgs boson couplings to gauge bosons and fermions, they were almost derived

previously, when the masses of these particles were calculated. Indeed, from the Lagrangian

describing the gauge boson and fermion masses

LMV
∼M2

V

(
1 +

H

v

)2

, Lmf
∼ −mf

(
1 +

H

v

)
(1.46)

one obtains also the Higgs boson couplings to gauge bosons and fermions

gHff = i
mf

v
, gHV V = −2i

M2
V

v
, gHHV V = −2i

M2
V

v2
(1.47)

This form of the Higgs couplings ensures the unitarity of the theory [7] as will be seen later.

The vacuum expectation value v is fixed in terms of the W boson mass MW or the Fermi

constant Gµ determined from muon decay [see next section]

MW =
1

2
g2v =

(√
2g2

8Gµ

)1/2

⇒ v =
1

(
√

2Gµ)1/2
≃ 246 GeV (1.48)

7The Feynman rule for these vertices are obtained by multiplying the term involving the interaction by
a factor −i. One includes also a factor n! where n is the number of identical particles in the vertex.
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Test consistency of SM
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Fig. 5 Contours at 68 and 95% CL obtained from scans of MW versus
mt for the fit including (blue) and excluding the MH measurement
(grey), as compared to the direct measurements (green vertical and
horizontal 1σ bands, and two-dimensional 1σ and 2σ ellipses). The
direct measurements of MW and mt are excluded from the fits

An important consistency test of the SM is the simulta-
neous indirect determination of mt and MW . A scan of the
confidence level (CL) profile of MW versus mt is shown in
Fig. 5 for the scenarios where the direct MH measurement is
included in the fit (blue) or not (grey). Both contours agree
with the direct measurements (green bands and ellipse for
two degrees of freedom).

Figure 6 displays "χ2 fit profiles for the indirect determi-
nation of some of the electroweak observables.4 The results
are shown for fits including (blue) and excluding (grey) the
direct MH measurement highlighting the strong impact of the
MH measurement on the fit constraints. The direct measure-
ment of each observable with its 1σ uncertainty are indicated
by the data points at "χ2 = 1. The detailed predictions of
the fit are given in Table 1.

The fit indirectly determines the W mass to be

MW = 80.3535 ± 0.0027mt ± 0.0030δtheomt

± 0.0026MZ ± 0.0026αS

± 0.0024"αhad ± 0.0001MH ± 0.0040δtheoMW GeV,

= 80.354 ± 0.007tot GeV, (2)

where the the different uncertainty contributions originate
from the uncertainties on the input values of the fit.5 The
effective leptonic weak mixing angle is determined as

4 The indirect determination profiles are obtained by excluding the
input measurement of the respective observable from the fit (see fig-
ure legends).
5 In our previous work [23] the uncertainty contributions from
"α

(5)
had(M

2
Z ) and αS(M2

Z ) have been underestimated due to numerical
instabilities, introduced by an insufficent number of sampling points.
The correct values are 0.0026, which reduces to 0.0024 for "α

(5)
had(M

2
Z )

with the current input, and 0.0027, which becomes 0.0026 for αS(M2
Z ).

sin2θℓ
eff = 0.231532 ± 0.000011mt ± 0.000016δtheomt

± 0.000012MZ ± 0.000021αS

± 0.000035"αhad ± 0.000001MH

± 0.000040δtheo sin2θℓ
eff
,

= 0.23153 ± 0.00006tot. (3)

When evaluating sin2θℓ
eff through the parametric formula

from Ref. [71], an upward shift of 2 · 10−5 with respect to
the fit result is observed, mostly due to the inclusion of MW
in the fit. Using the parametric formula the total uncertainty
is larger by 0.6 · 10−5, as the global fit exploits the addi-
tional constraint from MW . The fit also constrains the nui-
sance parameter associated with the theoretical uncertainty
in the calculation of sin2θℓ

eff , resulting in a reduced theoreti-
cal uncertainty of 4.0 ·10−5 compared to the 4.7 ·10−5 input
uncertainty.

While the indirect determinations are about a factor of
two more precise than the corresponding measurements, new
measurements of MW and sin2θℓ

eff at the LHC are expected
to improve the experimental precision in the coming years.
It is thus desirable to also improve the indirect determina-
tions. The largest individual uncertainties are of theoreti-
cal nature due to missing higher order calculations and the
interpretation of the kinematic mt measurements. The sec-
ond largest source of uncertainty in the prediction of sin2θℓ

eff

stems from "α
(5)
had(M

2
Z ), for which improvements would also

lead to more precise predictions of MW and MH . Once these
uncertainties have been reduced, a more precise measure-
ment of mt and external input on αS(M2

Z ) will help to raise
the precision further.

The mass of the top quark is indirectly determined to be

mt = 176.4 ± 2.1 GeV, (4)

with a theoretical uncertainty of 0.6 GeV induced by the the-
oretical uncertainty on the prediction of MW . The largest
potential to improve the precision of the indirect determina-
tion of mt is through a more precise measurement of MW .
Perfect knowledge of MW would result in an uncertainty on
mt of 0.9 GeV.

The strong coupling strength at the Z -boson mass scale is
determined to be

αS(M2
Z ) = 0.1194 ± 0.0029, (5)

which corresponds to a determination at full next-to-next-to
leading order (NNLO) for electroweak and strong contribu-
tions, and partial strong next-to-NNLO (NNNLO) correc-
tions. The theory uncertainty of this result is 0.0009, which
is shared in equal parts between missing higher orders in the
calculations of the radiator functions and the partial widths
of the Z boson. The most important constraints on αS(M2

Z )

come from the measurements of R0
ℓ , (Z and σ 0

had, also shown
in Fig. 6. The values of αS(M2

Z ) obtained from the individual
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Muon decay and the radiative corrections to the W boson mass

As discussed in §1.1.4, the W boson mass is related to α, Gµ and MZ , eq. (1.77). Including

the radiative corrections, one obtains the celebrated relation [86]

M2
W

(
1−

M2
W

M2
Z

)
=

πα√
2Gµ

(1 + ∆r) (1.122)

The ∆r correction can be decomposed into three main components and can be written as [60]

1 + ∆r =
1

(1−∆α)(1 +
c2W
s2
W

∆ρ)− (∆r)rem

(1.123)

where the ∆α and ∆ρ contributions have been discussed previously and (∆r)rem collects the

remaining non–leading contributions. Among these are some non–quadratic but still sizable

corrections due to the top quark, additional light fermions contributions, as well as some

vertex and box corrections involved in muon decay [60]

(∆r)box+vertex
rem =

α

4πs2
W

(
6 +

7− 4s2
W

2s2
W

log c2
W

)

(∆r)light−fermions
rem =

α

4πs2
W

Nf

6

(
1−

c2
W

s2
W

)
log c2

W

(∆r)log−top
rem =

GµM2
W

4
√

2π2

(
c2
W

s2
W

−
1

3

)
log

m2
t

M2
W

(1.124)

Note that the factorization of the light and heavy fermion contribution and the presence of

the three terms in the denominators of eq. (1.123) effectively sums many important higher–

order terms [56, 60], such as those of the form (∆ρ)2, (∆ρ∆α), (∆α∆rrem) at the two–loop

level and the light fermion contribution (∆α)n to all orders.

At one–loop, the Higgs boson has a contribution to (∆r) that is also only logarithmically

dependent on MH , as in the case of ∆ρ. For a heavy Higgs, MH ≫MW , it reads [86, 87]

(∆r)1−Higgs
rem ≃

GµM2
W

8
√

2π2

11

3

(
log

M2
H

M2
W

−
5

6

)
(1.125)

Again, the quadratic correction ∝ M2
H appears only at the two–loop level.

The complete two–loop bosonic corrections to ∆r have been calculated recently [88]

including the full MH dependence and were found to be very small: a few times ×10−5 for

MH values in the range between 100 GeV and 1 TeV. There are also two–loop electroweak

corrections stemming from fermions; the main contribution is in fact contained in ∆ρ but

there is an extra piece contributing to (∆r)rem which, however, is small [66, 67]. Hence, the

theoretical knowledge of the W mass is rather precise, being approximately the same as for

the electroweak mixing angle.
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∆r=∆r(mW, mH, mtop ) 𝜆<0 →Higgs potential has 
more minima (meta-stable) 
or none (unstable) 
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Figure 3: Phase diagram for stability in the mpole
t /mpole

h plane with dotted lines indicating
the scale at which the addition of higher-dimension operators could stabilize the SM. Note
that the curves accumulate on the stability/metastability boundary. ⇤NP curves in the
↵s/m

pole
t plane (not shown) are similar.

Assuming m is small compared to µ?, one might think we can write � = �b+m2��+ · · ·
and evaluate the corrections to the action perturbatively. Trying this, one immediately finds

�S =

Z
d4x

1

2
m2�b(x)

2 = 1 (7.1)

This behavior is due to the non-normalizabilty of �b. Thus � ⇠ e�S = 0 confirming that
even an infinitesimal m2 seems to prevent vacuum decay.

To understand this unintuitive result, let us consider the alternative, more physical,
treatment of tunneling described in [49, 50]. There, a formula for the tunneling rate was
derived inspired by the understanding of tunneling in non-relativistic quantum mechanics.
In quantum field theory, the exponential factor determining the decay rate along a path
parameterized by �(~x, ⌧) is the integral

� ln�� = 4

Z 0

�1
d⌧U [�(⌧)] =

Z
ds
p
2U [�(s)] (7.2)

where the energy functional is [75, 100,101]

U [�(⌧)] =

Z
d3x

h1
2
(r�)2 + V (�)

i
(7.3)
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Thus, the lifetime of the Standard Model universe is

⌧SM =

✓
�

V

◆�1/4

= 10161
+160
�59 (6.27)

That is, to 68% confidence, 10102 < ⌧SM
years

< 10321. To 95% confidence 1065 < ⌧SM
years

< 101383.
To be more clear about what the lifetime means, we can ask a related question: what is

the probability that we would have seen a bubble of decaying universe by now? Using the
space-time volume of our past lightcone [15], (V T )light-cone =

0.15
H4

0
= 3.4 ⇥ 10166 GeV�4 and

the Hubble constant H0 = 67.4 km
s Mpc

= 1.44 ⇥ 10�42 GeV, the probability that we should
have seen a bubble by now is

P =
�

V
(V T )light-cone = 10�606�638

+239 (6.28)

Since the bubbles expand at the speed of light, chances are if we saw such a bubble we would
have been destroyed by it; thus it is reassuring to find the probability of this happening to
be exponentially small.

The phase diagrams in the mt/mh and mt/↵s planes are shown in Fig. 2. In these
diagrams, the boundary between metastability and instability is fixed by P = 1, where P is
the probability that a bubble of true vacuum should have formed without our past lightcone,
as in Eq. (6.28). The boundary between metastability and instability is determined by the
gauge-invariant consistent procedure detailed Section 6.2 (and in [17, 38]). Although the
absolute stability boundary is close to the condition �? = 0 in Eq. (6.14), it is systematically
higher and a better fit to the curve for �? = �0.0013.

Varying one parameter holding the others fixed, we find that the range of mpole
t , mpole

h or
↵s for the SM to be in the metastability window are

171.18 <
mpole

t

GeV
< 177.68, 129.01 >

mpole
h

GeV
> 111.66, 0.1230 > ↵s(mZ) > 0.1077

(6.29)
Numbers on the left in these ranges are for absolute stability and on the right for metasta-
bility.

To be absolutely stable, the bounds on the parameters are

mpole
t

GeV
< 171.18 + 0.12

 
mpole

h /GeV� 125.09

0.24

!
+ 0.43

✓
↵s(mZ)� 0.1181

0.0011

◆
+ (th.)

+0.17
�0.35

mpole
h

GeV
> 129.01 + 1.2

 
mpole

t /GeV� 173.1

0.6

!
+ 0.89

✓
↵s(mZ)� 0.1181

0.0011

◆
+ (th.)

+0.34
�0.72

↵s(mZ) > 0.1230 + 0.0016

 
mpole

t /GeV� 173.1

0.6

!
+ 0.0003

 
mpole

h /GeV� 125.09

0.24

!
+ (th.)

+0.0005
�0.0010

(6.30)
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Lifetime of vacuum is >> life of universe 
New physics can stabilize or destabilize vacuum 

new stability 
lines 

RENORMALISATION
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• Most precise methods need full event reconstruction: what jets to use and assign to 
quark, missing energy due to neutrinos in final state


• Precision measurement dominated  by systematic uncertainties: mostly jet & theory 
related. Develop techniques to constrain uncertainties from data or make analysis 
less sensitive or insensitive.

Uncertainties

1 Select tt/t events

6

A#standard#recipe#for#standard#measurements 
of#the#top#mass:

Prescription for top mass measurements

1 Select tt̄ events – high integrated luminosity, efficient b-tag algorithms

2 Construct estimator M
t

for top mass
3 Parametrize dN/dM

t

in terms of mMC

t

4 Perform maximum likelihood fit
Calibrate on MC, evaluate on data

,! tt̄ modeling uncertainties very important!

Mt

d
N

/d
M

t mt
MC=160 GeV

mt
MC=170 GeV

mt
MC=180 GeV

1
2

3 4

Markus Seidel (UHH) Top-quark mass measurements at the LHC March 25, 2014 3 / 16

1. Select#tt#̅events#
2. Construct#observable#
3. Parametrize#observable#in#mt#using#MC#simula<on#
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2 Construct observable that is 
“sensitive to top mass i.e that 
varies with top mass 

6

A#standard#recipe#for#standard#measurements 
of#the#top#mass:

Prescription for top mass measurements

1 Select tt̄ events – high integrated luminosity, efficient b-tag algorithms

2 Construct estimator M
t

for top mass
3 Parametrize dN/dM

t

in terms of mMC

t

4 Perform maximum likelihood fit
Calibrate on MC, evaluate on data

,! tt̄ modeling uncertainties very important!
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4 Extract the mass 
Compare observable 
measured distribution with 
predicted as a function of 
mtop  ⇒ Max Likelihood fit 
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3 Calibrate observable 
Extract/Parametrize  dependence 
of observable as a function of top 
mass observable as a function of 
top mass

(images by 
B Stieger 
(CERN))

• measured top mass is the mass used in the prediction !

Different (ways to find)/(format for) the likelihood as function of mtop

Special reasons:measure the top quark mass: HOW?
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• mtop + 2 scale factors: jet and b-jet-to-light-jet 
energy → reduce dominant jet & b-jet uncertainties

• Select ℓ+≥ 4jets events (subtract data-driven W
+jets, fakes & stimulated  dibosons &single top), 
require 2 b-jets 

most recent ATLAS result from all data @ √s=8 TeV
Special reasons: direct measurement of top quark mass
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• Likelihood-based kinematic 
fit (mW & mtop constr)

assign jets/
leptons to tt 
decay products

• Kine variables→ Boosted Decision 
Tree→discriminant to enrich sample with 
events with correct jet/lepton assignment. 

• Optimize w.rt. 
BDT: 19% 
improvement

• Combine with 
dilepton and 
all jets result
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•  Likelihood-fit 3 mtop sensitive variables to data

δmtop /mtop ~0.28% 
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 [GeV]topm
165 170 175 180 185

 (7 TeV)dilepton
top )70.0m ± 1.31 (1.42 ± 0.54 ±173.79

 (7 TeV)all jets
top )31.0m ± 1.21 (1.82 ± 1.35 ±175.06

 (8 TeV)all jets
top )11.0m ± 1.02 (1.16 ± 0.55 ±173.72

 (7 TeV)l+jets
top )80.0m ± 1.04 (1.28 ± 0.75 ±172.33

 (8 TeV)l+jets
top )60.0m ± 0.82 (0.91 ± 0.39 ±172.08

 (8 TeV)dilepton
top )50.0m ± 0.74 (0.85 ± 0.41 ±172.99

Inputs to the combination
  syst.  (total)±  stat.±topm

stat. uncertainty
total uncertainty

Combination
stat. uncertainty
total uncertainty

ATLAS

(a) Inputs to the combination

 [GeV]topm
170 175 180

 (7 TeV)dilepton
top )30.0m+ ± 0.41 (0.48 ± 0.25 ±172.69

 (7 TeV)all jets
top )30.0m+ ± 0.42 (0.48 ± 0.24 ±172.70

 (8 TeV)all jets
top )30.0m+ ± 0.42 (0.49 ± 0.25 ±172.61

 (7 TeV)l+jets
top )40.0m+ ± 0.42 (0.50 ± 0.27 ±172.51

 (8 TeV)l+jets
top )40.0m+ ± 0.48 (0.56 ± 0.28 ±172.56

 (8 TeV)dilepton
top )40.0m ± 0.74 (0.85 ± 0.41 ±172.99

Comb. according to importance
  syst.  (total)±  stat.±topm

stat. uncertainty
total uncertainty

Combination
stat. uncertainty
total uncertainty

ATLAS

(b) Combination according to importance

Fig. 10 The combination of the six ATLAS results of mtop accord-
ing to importance Ref. [98]. a shows the inputs to the combination. b
shows results of the combination when successively adding results to
the most precise one. The values quoted are the combined value, the sta-
tistical uncertainty, the systematic uncertainty, the total uncertainty and

the uncertainty in the total uncertainty. In this figure, each line shows
the combined result when adding the result listed to the combination
indicated by a ‘+’. The new ATLAS combination is given in the last
line, and shown in both figures as the vertical grey bands

are not Gaussian and are also not exactly centred around the
combined value and the combined uncertainty. For m(3)

top, the
root mean square of the distribution of the combined value
is 0.03 GeV, and that of the distribution of its uncertainty
is 0.04 GeV. The corresponding values for the new ATLAS
combination are 0.07 GeV and 0.03 GeV, respectively.

The full breakdown of uncertainties for the new com-
bined ATLAS result for mtop is reported in the last column
of Table 6. The combined result is

mtop = 172.69 ± 0.25 (stat) ± 0.41 (syst) GeV

with a total uncertainty of 0.48±0.03 GeV, where the quoted
uncertainty in this uncertainty is statistical. This means that
the uncertainty in this combined result is only known to this
precision, which, given its size, is fully adequate.

The χ2 probability of m(3)
top is 78%. Driven by the larger

pulls of the remaining three results listed in Table 7, the χ2

probability of 64% for the new ATLAS combination of mtop
is lower but still good. The new ATLAS combined result of
mtop provides a 44% improvement relative to the most pre-
cise single input result, which is the t t̄ → dilepton analysis at√
s = 8 TeV. With a relative precision of 0.28%, it improves

on the previous combination in Ref. [14] by 31% and super-
sedes it. As shown in Appendix B, the new ATLAS combined
result of mtop is more precise than the results from the CDF
and D0 experiments, and has a precision similar to the CMS
combined result.

In Fig. 11, the 68% and 95% confidence-level contours of
the indirect determination of mW and mtop from the global
electroweak fit in Ref. [2] are compared with the correspond-
ing confidence-level contours of the direct ATLAS mea-

 [GeV]topm
165 170 175 180 185

 [G
eV

]
W

m

80.25
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80.45

80.5 ATLAS  0.019 GeV± = 80.370 Wm
 0.48 GeV± = 172.69 topm

 0.2 GeV± = 125.1 Hm

top and mW68/95% CL of m

68/95% CL of Electroweak

top and mW Fit w/o m
(Eur. Phys. J. C 78 (2018) 675)

Fig. 11 Comparison of indirect determinations and direct measure-
ments of the top quark and W boson masses. The direct ATLAS mea-
surements of mW and mtop are shown as the horizontal and vertical
bands, respectively. Their 68% and 95% confidence-level (CL) contours
are compared with the corresponding results from the electroweak fit

surements of the two masses. The top quark mass used in
this figure was obtained above, while the W boson mass is
taken from Ref. [101]. The electroweak fit uses as input the
LHC combined result of the Higgs boson mass of mH =
125.09 ± 0.24 GeV from Ref. [102]. There is good agree-
ment between the direct ATLAS mass measurements and
their indirect determinations by the electroweak fit.

11 Conclusion

The top quark mass is measured via a three-dimensional tem-
plate method in the t t̄ → lepton + jets channel and com-
bined with previous ATLAS mtop measurements at the LHC.

123

dominant syst: JES, b-tag
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Global “standard”  Mtop picture (June 2019)

D0 latest (June 2017)

δmtop /mtop ~0.37% 

ATLAS Combination (Oct.2018) 
D0 (June 2017) 
ATLAS fully had & CMS l+jets 
(Mar 2017) 
CMS Combination (Sep 2016) 
Tevatron (July 2016), 
ATLAS (June 2016) 
CMS Combination (Sep 2015) 
D0 (Jan 2015) 
ATLAS Run1 (Mar 2015) 
World (March 2014), 
Tevatron (July 2014), 
LHC (Sept 2013)

δmtop /mtop ~0.43% 
Tevatron latest (July 2016)

the uncertainty on the Tevatron mt average in terms of the uncertainty categories specified for
the input measurements [51].

5 Results

The resulting combined value for the top-quark mass is

mt = 174.30± 0.35 (stat)± 0.54 (syst) GeV/c2.

Adding the statistical and systematic uncertainties in quadrature yields a total uncertainty
of 0.65 GeV/c2, corresponding to a relative precision of 0.37% on the top-quark mass. The
combination has a χ2 of 10.8 for 11 degrees of freedom, corresponding to a probability of 46%,
indicating good agreement among all input measurements. The breakdown of the uncertainties
is shown in Table 3.

This result is almost identical to the Summer 2014 combination [1]: the total statistical un-
certainty is reduced by 20 MeV/c2, the total systematic uncertainty is increased by 20 MeV/c2,
and the central value is 40 MeV/c2 lower.

The pull and weight for each of the inputs obtained from the combination using the BLUE
method are listed in Table 4. The full set of input measurements and the resulting Tevatron
average mass of the top quark are summarized in Fig. 1. A similar figure with only Run II
measurements, excluding CDF LXY measurement which has a much larger uncertainty than
the others, is shown in Fig. 2

The weights of some of the measurements are negative, which occurs if the correlation
between two measurements is larger than the ratio of their total uncertainties. In these instances
the less precise measurement will acquire a negative weight. While a weight of zero means that
a particular input is effectively ignored in the combination, channels with a negative weight
affect the resulting central value of mt and help reduce the total uncertainty [50]. To visualize
the weight that each measurement carries in the combination, Fig. 3 shows the absolute values
of the weight of each measurement divided by the sum of the absolute values of the weights
of all input measurements. Negative weights are represented by bins with a different (grey)
color. We note that due to correlations between the uncertainties, the relative weights of the
different input channels may be significantly different from what would be expected from the
total accuracy of each measurement represented by error bars in Fig. 1.

None of the inputs shows a pull larger than 2 in absolute value, which indicates no anomalous
behavior. Nevertheless, it is still interesting to determine the mass separately in the all–
jets, ℓ+jets, ℓℓ, and MEt channels (leaving out the LXY measurement). We use the same
methodology, inputs, uncertainty categories, and correlations as described above, but fit the
four physical observables, mall−jets

t , mℓ+jets
t , mℓℓ

t , and mMEt
t separately. The results of these

combinations are shown in Fig. 4 and Table 5.
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 [GeV]topm
165 170 175 180 185

ATLAS+CMS Preliminary  = 7-13 TeVs summary, topm
WGtopLHC

November 2018

World comb. (Mar 2014) [2]
stat
total uncertainty

total  stat

 syst)± total (stat ± topm        Ref.s
WGtopLHCLHC comb. (Sep 2013) 7 TeV  [1] 0.88)± 0.95 (0.35 ±173.29 

World comb. (Mar 2014) 1.96-7 TeV  [2] 0.67)± 0.76 (0.36 ±173.34 

ATLAS, l+jets 7 TeV  [3] 1.02)± 1.27 (0.75 ±172.33 

ATLAS, dilepton 7 TeV  [3] 1.30)± 1.41 (0.54 ±173.79 

ATLAS, all jets 7 TeV  [4] 1.2)± 1.8 (1.4 ±175.1 

ATLAS, single top 8 TeV  [5] 2.0)± 2.1 (0.7 ±172.2 

ATLAS, dilepton 8 TeV  [6] 0.74)± 0.85 (0.41 ±172.99 

ATLAS, all jets 8 TeV  [7] 1.01)± 1.15 (0.55 ±173.72 

ATLAS, l+jets 8 TeV  [8] 0.82)± 0.91 (0.39 ±172.08 

ATLAS comb. (Oct 2018) 7+8 TeV  [8] 0.41)± 0.48 (0.25 ±172.69 

CMS, l+jets 7 TeV  [9] 0.97)± 1.06 (0.43 ±173.49 

CMS, dilepton 7 TeV  [10] 1.46)± 1.52 (0.43 ±172.50 

CMS, all jets 7 TeV  [11] 1.23)± 1.41 (0.69 ±173.49 

CMS, l+jets 8 TeV  [12] 0.48)± 0.51 (0.16 ±172.35 

CMS, dilepton 8 TeV  [12] 1.22)± 1.23 (0.19 ±172.82 

CMS, all jets 8 TeV  [12] 0.59)± 0.64 (0.25 ±172.32 

CMS, single top 8 TeV  [13] 0.95)± 1.22 (0.77 ±172.95 

CMS comb. (Sep 2015) 7+8 TeV  [12] 0.47)± 0.48 (0.13 ±172.44 

CMS, l+jets 13 TeV  [14] 0.62)± 0.63 (0.08 ±172.25 

CMS, dilepton 13 TeV  [15] 0.69)± 0.70 (0.14 ±172.33 

CMS, all jets 13 TeV  [16] 0.76)± 0.79 (0.20 ±172.34 
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V. RESULTS

The resulting combined value for the top-quark mass is

174.95± 0.40 (stat)± 0.64 (syst) GeV.

Adding the statistical and systematic uncertainties in quadrature yields a total uncertainty of 0.75 GeV, corresponding
to a relative precision of 0.43% on the top-quark mass. The combination has a χ2 of 2.5 for 3 degrees of freedom,
corresponding to a probability of 47%, indicating good agreement among all input measurements. The breakdown of
the uncertainties is shown in TableV. The total statistical and systematic uncertainties are reduced relative to the
published D0–CDF combination [17] due primarily to the latest, most accurate, D0 ℓ+ jets analysis [19, 20].

The pulls and weights for each of the inputs obtained from the combination through the BLUE method, are listed
in Table VI. The correlations between the uncertainties cause the weights of the different input channels to differ
from what would be expected from the total uncertainty of each measurement reported in Table II.

TABLE V: Combination of D0 measurements ofmtop and contributions to its overall uncertainty. The uncertainty categories are
defined in the text. The total systematic uncertainty and the total uncertainty are obtained by adding the relevant contributions
in quadrature.

D0 combined values (GeV)
mtop 174.95
In situ light-jet calibration (iJES) 0.41
Response to b/q/g jets (aJES) 0.16
Model for b jets (bJES) 0.09
Out-of-cone correction (cJES) 0.00
Light-jet response (dJES) 0.21
Lepton modeling (LepPt) 0.01
Signal modeling (Signal) 0.35
Jet modeling (DetMod) 0.07
b-tag modeling (b-tag) 0.10
Background from theory (BGMC) 0.06
Background based on data (BGData) 0.09
Calibration method (Method) 0.07
Offset (UN/MI) 0.00
Multiple interactions model (MHI) 0.06
Systematic uncertainty (syst) 0.64
Statistical uncertainty (stat) 0.40
Total uncertainty 0.75

TABLE VI: The pull and weight for each of the input channels resulting of the BLUE method to determine the average
top-quark mass. Numbers are shown with two significant digits.

D0 Run I D0 Run II

ℓ+ jets ℓℓ′ ℓ+ jets ℓℓ′

Pull 0.98 −0.51 0.63 −1.06

Weight 0.00 −0.00 0.96 0.03

The input measurements and the resulting D0 average mass of the top quark are summarized in Fig. 1, along with
the top-quark pole mass extracted by D0 from the measurement of the tt̄ cross section [8].

VI. SUMMARY

We have presented the combination of the D0 measurements of the top-quark mass performed with the full data
set. Taking into account the statistical and systematic uncertainties and their correlations, the preliminary result for

δmtop /mtop ~0.54% 
δmtop /mtop ~0.44% 

δmtop /mtop ~0.28% 

δmtop /mtop ~0.28% 

Special reasons: summary of direct measurements of mtop

some tension between 
 LHC & Tevatron measurements
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• Require 1 ℓ, ≧5 jets,  2 b-tag(s), large ETmiss  and mTW 
• Reconstruct  𝜌s  from tt system by  

‣ hadronic W:  non-b jets pair with m(jj) ~ mW 
and min(pT1,pT2) ΔR(i,j)<90 GeV 
‣ leptonic W: lepton+ neutrino from ETmiss  

and mW constraint 
‣ top candidates:(W+b-jet) pair←minimise  

|mlep,top - mhad,top|/|mlep,top + mhad,top| 
‣ tt+jet = tt+leading-pT jet unused in reco

m0 = 170 GeV

Top-Quark Pole Mass Using tt̄+1-jet Events (ATLAS)
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Exploit mtpole dependence of d𝜎tt/dX  with X= inverse of the invariant mass of the tt+1jet system 
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2 Definition of the observable

The method to extract the top-quark pole mass followed here, proposed in ref. [13], exploits

the fact that the top-quark mass dependence of the tt̄+ 1-jet cross section, σtt̄+1-jet, is en-

hanced in the phase-space region relatively close to the tt̄+1-jet production threshold. This

method uses the predictions for tt̄+ 1-jet production at hadron colliders at NLO accuracy

reported in refs. [16, 17]. A well-defined top-quark pole mass can be extracted by compar-

ing these calculations with the measurement of the normalized tt̄+1-jet cross section in pp

collisions as a function of the inverse of the invariant mass
√
stt̄+1-jet of the tt̄+1-jet system:

R(mpole
t , ρs) =

1

σtt̄+1-jet

dσtt̄+1-jet

dρs
(mpole

t , ρs), (2.1)

where ρs is defined as

ρs =
2m0√
stt̄+1-jet

, (2.2)

and m0 is an arbitrary constant of the order of the top-quark mass. Here and in the follow-

ing, m0 = 170 GeV is used. The anti-kt jet reconstruction algorithm [19, 20] is employed to

reconstruct the jets. The extra jet, beyond those which originated from the tt̄ decay, is the

leading jet with a transverse momentum pT > 50GeV and a pseudorapidity |η| < 2.5.1 The

observable R defined in this way is infra-red safe as demonstrated in the study of ref. [13].

In this analysis, the measured normalized and differential cross section, unfolded to

parton level, is compared to the theoretical calculations at NLO accuracy, after adding

the parton shower evolution (NLO+PS). Including the parton shower is expected to give a

better description of the final-state phase space than the NLO calculation alone and is im-

plemented in the publicly available MC generator developed in ref. [18]. This generator uses

Powheg (Powheg-ttJ) [18, 21, 22] matched with the Pythia v8 [23] parton shower. Us-

ing a fixed order NLO calculation to fit the data gives a similar R-distribution but leads to

an estimated top quark pole mass about 0.3GeV lower than using a NLO+PS calculation.

This difference is well below the present theoretical uncertainty of the calculation.

Differences due to the use of Pythia v8 or Pythia v6 [24] are below this value of 0.3 GeV.

In the NLO calculation, it is assumed that the top quarks are stable. Possible effects

due to radiation from top-quark decay products and virtual corrections to the decay are

small compared to the overall theoretical uncertainty. Quantum chromodynamics correc-

tions to the decay do not affect the mass renormalization of the top quark at the same

order of accuracy as considered in the calculation because the renormalization is purely

determined from the QCD self-energy corrections of the top-quark propagator, which is

included in the calculation. Furthermore, recent calculations in refs. [25, 26] include NLO

QCD corrections to the total and differential tt̄ cross section assuming the top quarks to

1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in

the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre

of the LHC ring, and the y-axis points upward. Cylindrical coordinates (r,φ) are used in the transverse

plane, φ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the

polar angle θ as η = − ln [tan (θ/2)]. Transverse momentum and energy are defined as pT = p sin θ and

ET = E sin θ, respectively.

– 3 –

Indirect measurement of  top quark mass: from 1d diffxsec
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ATLAS DRAFT

Muon candidate reconstruction is based on track segments in the muon spectrometer combined with173

inner-detector tracks [60]. The combined track must satisfy pT > 25 GeV and |⌘ | < 2.5. Muon candidates174

have to be separated from any jet by �R > 0.4 and the sum of the transverse momenta of tracks within175

a cone of size �R = 10 GeV/pµT around the muon candidate is required to be less than 5% of the muon176

transverse momentum, pµT. The muon longitudinal impact parameter (z0) relative to the primary vertex is177

required to be smaller than 2 mm.178

Jet reconstruction starts from topological clusters [61] of energy deposits in the calorimeters. A local179

calibration scheme [62] corrects for the non-compensating response of the calorimeter, dead material and180

out-of-cluster leakage. Jets are reconstructed from these topological clusters using the anti-kt algorithm [63,181

64] with a radius parameter of R = 0.4. Jets are calibrated to the level of stable-particle jets using182

Monte Carlo simulation and the response is verified in situ [65]. Jet reconstruction is implemented in the183

F���J�� package [66]. Jets are accepted if pT > 25 GeV and |⌘ | < 2.5 after the calibration. To reduce the184

contribution from pile-up, jets with pT < 50 GeV and |⌘ | < 2.4 must have a jet-vertex-fraction (pT-weighted185

fraction of tracks associated with the jet that point to the primary vertex) greater than 0.5. The closest jet186

within �R = 0.2 of selected electrons is discarded to avoid double-counting of the electron candidate as a187

jet.188

Jets with b-hadrons (b-jets) are tagged with the MV1 algorithm, based on multivariate techniques exploiting189

impact parameter and secondary vertex information [67]. The e�ciency to tag b-jets in tt̄ events is 70%,190

with a light-parton jet rejection factor of 130 and a c-jet rejection factor of 5. The simulated b-tagging191

e�ciency is corrected to match the e�ciency measured in data.192

The missing transverse momentum (and its magnitude Emiss
T ) is reconstructed from the vector sum of the193

transverse momenta of the reconstructed calibrated leptons, jets and the transverse energy deposited in the194

calorimeter cells not associated with these objects [68].195

6 Event selection and reconstruction196

Events are selected (preselection) if they pass several quality cuts and requirements to select final states197

with one reconstructed electron or muon and five or more jets [69, 70]. A reconstructed primary vertex198

with at least five associated tracks is required [71–73]. Exactly one high-quality, isolated lepton with199

pT > 25 GeV must be present. It must match the lepton that triggered the event within �R < 0.15. At least200

five jets passing stringent quality cuts are required, exactly two of which must be b-jets. The magnitude201

of the missing transverse momentum Emiss
T and the W -boson transverse mass4 must both be greater than202

30 GeV. After these requirements the data sample contains 22971 events in the electron channel and 28525203

events in the muon channel. Of these events ⇠ 93% are expected to be tt̄ events.204

The reconstruction of the tt̄ + 1-jet system follows that of Ref. [8]. Candidates for the hadronically decaying205

W boson are formed by pairing all jets not tagged as b-jets and selecting pairs i, j that satisfy:206

• 0.9 < ↵ < 1.25 , with ↵ = mW/mi j207

• min
⇣
piT, pj

T

⌘
· �Ri j < 90 GeV208

4 The transverse mass of the W boson is determined as mW
T =

q
2pT,` · Emiss

T [1 � cos(�` � �Emiss
T

)], where ` is the selected

lepton and Emiss
T is the missing transverse momentum.
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• Unfold R (regularized) to parton level and 
fit to NLO+PS prediction 

stat+sys covariance 
through unfolding! 

measured - 
predicted

11

cross sections for each bin of the rs distribution using different top quark masses as shown in
Fig. 5, and the most probable top quark mass is extracted from a global c2 estimator.
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Figure 5: Distributions of the differential cross section for simulation and data for all mass
samples in the different bins of the rs distribution, shown for the three dilepton final states
combined. The error bands correspond to the statistical error on data and the confidence inter-
val of the second order polynomial for the simulation.

However, owing to the unfolding procedure the individual bins of the rs cross section distribu-
tion are correlated and these bin-to-bin correlations need to be taken into account in the global
c2 distribution via the covariance matrices obtained from the unfolding procedure. Since the
individual bins of the simulation samples are uncorrelated, the corresponding statistical un-
certainties only contribute to the diagonal elements of the covariance matrix. The global c2

estimator is thus obtained as

c2(mt) = VT(mt)⇥ COV(mt)
�1 ⇥ V(mt), (3)
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The top-quark mass extracted in the pole-mass scheme yields402

mpole
t = 171.1 ± 0.4 (stat) ± 0.9 (syst) +0.7�0.3 (theo) GeV

with a total uncertainty of �mpole
t = +1.2�1.1 GeV.403

The result for mt (mt ) su�ers from a larger theoretical uncertainty as compared with the pole mass. This is404

due to a larger dependence on the renormalisation and factorisation scales of the MS scheme in the most405

sensitive region close to the tt̄ + 1-jet threshold.406
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• Separate fit validated by repeating fit to single diffxsec Mtt ,|ytt|, Mtt, Njet , to 
alternative 3d diffxsec [Nextra jets0,2, Mtt ,ytt]  [pT,tt, Mtt ,ytt]  and using absolute diffxsec  

CMS-TOP-18-004, submitted to Eur. Phys J. C
Indirect measurement of top quark mass: from 3d diffxsec

• Uncertainties in separate fit 
‣ Data:  all sources in diffxsec cov matrix → by Δ𝜒2 =1

‣ Scale : envelope of ren. and fact. scale variations varied independently by fact 2 → repeat fit 
‣ 𝛼s : vary within 0.001 of 0.118→ repeat fit

‣ PDF: variation within  68% CL uncertainty associated to each set→ repeat fit

‣ Modelling of CNP: vary hadronisation, PS, matrix element, underlying event tune

• Fit normalised diffxsec [Nextra jets0,1, Mtt ,ytt] to NLO prediction for tt+1,2 jets, corrected 
from particle to parton level by POWHEG+PYTHIA, by minimising 𝜒2 as function of 
‣mt,pole , 𝛼s with varying PDF sets (7 sets)→ mt,pole , 𝛼s  (separately) 
‣mt,pole , 𝛼s   PDF parameters → mt,pole , 𝛼s , PDF par simultaneously (+ HERA data)

jets

20

the sum running only over t and t [85], is considered. The scales are varied coherently in the
predictions with different Njet. The final uncertainty is determined as an envelope of all scale
variations on the normalised cross sections. This uncertainty is referred to hereafter as a scale
uncertainty and is supposed to estimate the impact of missing higher-order terms. The PDF
uncertainties are taken into account in the theoretical predictions for each PDF set. The PDF
uncertainties of CJ15 [87] and CT14 [59], evaluated at 90% confidence level (CL), are rescaled
to the 68% CL for consistency with other PDF sets. The uncertainties in the normalised tt
cross sections originating from aS and mpole

t are estimated by varying them within aS(mZ) =

0.118 ± 0.001 and mpole
t = 172.5 ± 1.0 GeV, respectively (for presentation purposes, in some

figures larger variations of aS(mZ) and mpole
t by ±0.005 and ±5.0 GeV, respectively, are shown).

To compare the measured cross sections to the NLO QCD calculations, the latter are further cor-
rected from parton to particle level. The NLO QCD calculations are provided for parton-level
jets and stable top quarks, therefore the corrections (further referred to as NP) are determined
using additional POWHEG + PYTHIA MC simulations for tt production with and without MPI,
hadronisation and top quark decays, and defined as:

CNP =
s

particle
isolated from t ! `, b

s
parton
no MPI, no had., no tt decays

. (5)

Here s
particle
isolated from t ! `, b is the cross section with MPI and hadronisation for jets built of particles

excluding neutrinos and isolated from charged leptons and b quarks from the top quark de-
cays, as defined in Section 4, and s

parton
no MPI, no had., no tt decays is the cross section without MPI and

hadronisation for jets built of partons excluding t and t. Both cross sections are calculated at
NLO matched with parton showers. The CNP factors are used to correct the NLO predictions to
particle level. The NP corrections are determined in bins of the triple-differential cross sections
as a function of Njet, M(tt), and y(tt), even though they depend primarily on Njet and have only
weak dependence on the tt kinematic properties. For the cross sections with up to two extra
jets measured in this analysis, the estimated NP corrections are close to 1, within 5%. The de-
pendence of the NP corrections on MC modelling was studied using MC samples with varied
hadronisation model, underlying event tune, and ME and parton-shower scales, as detailed
in Section 7. All resulting variations of CNP were found to be .1%, therefore no uncertainties
on the determined NP corrections are assigned. To compare to the measured cross sections,
the normalised multi-differential cross sections of the theoretical predictions are obtained by
dividing the cross sections in specific bins by the total cross section summed over all bins.

The theoretical uncertainties for the [N0,1+
jet , M(tt), y(tt) ] and [N0,1,2+

jet , M(tt), y(tt) ] cross sec-

tions are shown in Fig. 13. The CT14 PDF set with aS(mZ) = 0.118, mpole
t = 172.5 GeV is used

as the nominal calculation. The contributions arising from the PDF, aS(mZ) (±0.005), and mpole
t

(±1 GeV) uncertainties are shown separately. The total theoretical uncertainties are obtained
by adding the PDF, aS(mZ), mpole

t , and scale uncertainties in quadrature. On average, the total
theoretical uncertainties are 5–10%. They receive similar contributions from PDF, aS(mZ), mpole

t
and scale variations. This shows that the measured [N0,1+

jet , M(tt), y(tt) ] cross sections can be
used for reliable and precise extraction of the PDFs and QCD parameters. In this analysis the
PDFs, aS(mZ), and mpole

t are extracted from the [N0,1+
jet , M(tt), y(tt) ] cross sections. These re-

sults are considered to be the nominal ones and are checked by repeating the analysis using the
[N0,1,2+

jet , M(tt), y(tt) ] cross sections.

jets
• Caveat! Predictions miss


• higher order gluon 
resummation relevant for 
production @mass threshold 


• electroweak corrections

• Uncertainties in simultaneous  fit 
‣ Fit: all sources in diffxsec cov matrix by Δ𝜒2 =1 
‣ Model: vary mass of c-quark, strangeness fraction, Q2→ repeat fit 
‣ Parametrisation: vary PDF parametrisation by adding or removing pars.→ repeat fit 
‣ Scale & 𝛼s 
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Simultaneous fit 
ATLAS+  

combined 
HERA DIS 
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match the experimental precision in order to achieve a most accurate aS and mpole
t deter-

mination.

3. Using triple-differential [pT(tt), M(tt), y(tt)] cross sections with two pT(tt) bins. The NLO cal-
culations for inclusive tt and tt+ 1 jet production with an appropriate jet pT threshold are
used to describe the distribution in the two pT(tt) bins (see Appendix B.1 for further de-
tails). The extracted aS(mZ) and mpole

t values (the plots are available in Appendix B.1) are
consistent with the nominal ones but have slightly larger experimental, PDF and scale un-
certainties compared to the nominal results using the [N0,1+

jet , M(tt), y(tt) ] cross sections.
Nevertheless, these results are an important cross-check, because the [pT(tt), M(tt), y(tt)]
cross sections are provided at parton level and do not require non-perturbative correc-
tions, which have to be applied for distributions involving Njet.

4. Using unnormalised cross sections. Consistent aS(mZ) and mpole
t values are obtained, but

with substantially larger experimental and scale uncertainties due to the increased scale
dependence of the NLO predictions for the unnormalised cross sections and uncancelled
normalisation uncertainties in the measured cross sections.

10 Simultaneous PDF, aS, and mpole

t fit

The triple-differential normalised [N0,1+
jet , M(tt), y(tt) ] cross sections are used in a simultaneous

PDF, aS, and mpole
t fit at NLO (also referred to as a QCD analysis, or PDF fit), together with

the combined HERA inclusive deep inelastic scattering (DIS) data [88]. The XFITTER program
(version 2.0.0) [98], an open-source QCD fit framework for PDF determination, is used. The
precise HERA DIS data, obtained from the combination of individual H1 and ZEUS results, are
directly sensitive to the valence and sea quark distributions and probe the gluon distribution
through scaling violations. Therefore, these data form the core of all PDF fits. The measured
tt cross sections are included in the fit to constrain aS, mpole

t and the gluon distribution at high
values of x, where x is the fraction of the proton momentum carried by a parton. The typical
probed x values can be estimated using the LO kinematic relation

x =
M(tt)p
se±y(tt)

. (6)

The present measurement is expected to be mostly sensitive to x values in the region 0.01 .
x . 0.1, as estimated using the highest or lowest |y(tt)| or M(tt) bins and taking the low or
high bin edge where the cross section is largest.

10.1 Details of the QCD analysis

The scale evolution of partons is calculated through DGLAP equations [99–105] at NLO, as
implemented in the QCDNUM program [106] (version 17.01.14). The Thorne–Roberts [107–109]
variable-flavour number scheme at NLO is used for the treatment of the heavy-quark contribu-
tions. The number of flavours is set to 5, with c and b quark mass parameters Mc = 1.47 GeV
and Mb = 4.5 GeV [88]. For the DIS data µr and µf are set to Q, which denotes the four-
momentum transfer. The Q2 range of the HERA data is restricted to Q2 > Q2

min = 3.5 GeV2 [88].
The theoretical predictions for the tt cross sections are calculated as described in Section 9 and
are included in the fit using the MG5 aMC@NLO (version 2.6.0) [37] framework, interfaced with
the AMCFAST (version 1.3.0) [110] and APPLGRID (version 1.4.70) [111] programs. The aS and
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Figure 15: Comparison of the measured [N0,1+
jet , M(tt), y(tt) ] cross sections to NLO predic-

tions obtained using different aS(mZ) values (further details can be found in Fig. 3). For each
theoretical prediction, values of c2 and dof for the comparison to the data are reported.
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Figure 16: Comparison of the measured [N0,1+
jet , M(tt), y(tt) ] cross sections to NLO predictions

obtained using different mpole
t values (further details can be found in Fig. 3). For each theoretical

prediction, values of c2 and dof for the comparison to the data are reported.
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Figure 17: The aS(mZ) (left) and mpole
t (right) extraction at NLO from the measured [N0,1+

jet ,

M(tt), y(tt) ] cross sections using different PDF sets. The extracted aS(mZ) and mpole
t values are

reported for each PDF set, and the estimated minimum c2 value is shown in brackets. Further
details are given in the text.

formed using altered scale and mpole
t (aS(mZ)) settings and different PDF sets. For all input

PDF sets, the impact of the scale variations is moderate and a weak positive correlation (⇠ 30%)
between aS(mZ) and mpole

t is observed (the distributions are shown in Figs. B.1 and B.2 in Ap-
pendix B).

The extracted at NLO values of aS(mZ) and mpole
t are compared in Fig. 18 to the world aver-

age [94]. The contributions to the total uncertainty arising from the data and from the theo-
retical prediction due to PDF, scale, and mpole

t or aS(mZ) uncertainties are shown separately.
For the extraction of aS(mZ), the uncertainties from the data and from PDF, scale and mpole

t are
comparable in magnitude. The size of the PDF uncertainties varies significantly for different
PDF sets, and the extracted aS(mZ) values depend on the input PDFs because of a strong cor-
relation between aS and the gluon distribution. This illustrates that precise and reliable aS(mZ)
extractions from the observed data can be obtained only in a simultaneous PDF and aS(mZ)

fit. For the mpole
t extraction, the total uncertainty is dominated by the data uncertainties. The

world average is computed based on extractions of mpole
t from inclusive tt cross sections at

NNLO+NNLL and differential distributions at NLO, and dominated by the inclusive cross
section measurement and a measurement from leptonic distributions. For the combination,
correlations were not taken into account.

Near the mass threshold, relevant for the mpole
t extraction, the fixed-order perturbation series

should be improved with all-order soft-gluon resummation that, however, is not available in
the tools used to obtain theoretical predictions in this work. In Ref. [95] these effects are found
to be relevant only very close to the threshold (within a few GeV) and give a correction of about
+1% to the total tt cross section. Attributing a 1% correction to the first M(tt) bin and assuming
it is independent of |y(tt)| and Njet, it results in a shift of +0.7 GeV for the extracted value of
mpole

t in this analysis, which is comparable to the total uncertainty. Furthermore, the impact
of the parton shower was discussed in Ref. [7], where the predictions for tt + 1 jet produc-
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parameters added or removed one at a time. Additional parametrisation uncertainties are con-
sidered by using two other functional forms in Eq. (7): with A0

g = 0 and Eg = 0, since the c2

in these variants of the fit are only a few units worse than that with the nominal parametrisa-
tion. Furthermore, µ2

f0 is changed from 1.9 to 1.6 and 2.2 GeV2. The parametrisation uncertainty
is constructed as an envelope, built from the maximal differences between the PDFs or QCD
parameters resulting from the central fit and all parametrisation variations. For the PDFs, this
uncertainty is valid in the x range covered by the PDF fit to the data. The total uncertainty is
obtained by adding the fit, model, and parametrisation uncertainties in quadrature. For aS and
mpole

t extraction, the scale uncertainties in the theoretical predictions for tt production are also
considered.

A cross-check is performed using the MC method [115, 116]. It is based on analysing a large
number of pseudo-data sets called replicas. For this cross-check, 1000 replicas are created by
taking the data and fluctuating the values of the cross sections randomly within their statistical
and systematic uncertainties taking correlations into account. All uncertainties are assumed
to follow Gaussian distributions. The central values for the fitted parameters and their uncer-
tainties are estimated using the mean and RMS values over the replicas. The obtained values
of the PDF parameters, aS(mZ), and mpole

t and their fit uncertainties are in agreement with the
nominal results.

10.2 The aS and mpole

t extraction

The resulting values of aS(mZ) and mpole
t extracted using NLO calculations are:

aS(mZ) = 0.1135 ± 0.0016(fit)+0.0002
�0.0004(model)+0.0008

�0.0001(param)+0.0011
�0.0005(scale) = 0.1135+0.0021

�0.0017(total),

mpole
t = 170.5 ± 0.7(fit)± 0.1(model)+0.0

�0.1(param)± 0.3(scale)GeV = 170.5 ± 0.8(total)GeV.
(8)

Here ‘fit’, ‘model’ and ‘param’ denote the fit, model and parameter uncertainties discussed
above. The uncertainties arising from the scale variations are estimated by repeating the fit with
altered values of the scales as described in Section 9 and taking the differences with respect to
the nominal result. The individual contributions to the uncertainties are listed in Table 2. The
extracted aS(mZ) and mpole

t values have only weak positive correlation r(aS(mZ), mpole
t ) = 0.3,

where the correlation was obtained from the data uncertainties propagated to the fit. This
shows that the two SM parameters can be simultaneously determined from these data to high
precision with only weak correlation between them.

The global and partial c2 values are listed in Table 3, illustrating the consistency of the input
data with the fit model. In particular, the tt data are well described in the fit. The DIS data
show c2/dof values slightly larger than unity, similar to what is observed and investigated in
Ref. [88]. For the tt data, the full c2 (including uncorrelated and correlated data uncertainties)
is 20 for 23 degrees of freedom. The tt cross sections are compared to the NLO predictions
obtained after the fit in Fig. 19. Furthermore, in Fig. 20 the [y(t), pT(t) ] cross sections (which
were not used in the fit) are compared to NLO predictions obtained using the fitted PDFs, aS

and mpole
t , as well as other global PDF sets. The data are in satisfactory agreement with the

predictions obtained in this analysis. In particular, these predictions or predictions obtained
using the ABMP16 PDF set describe the slope of pT(t) considerably better than the predictions
obtained using the NNPDF3.1 PDF set, while the difference in the c2 values is less significant.
Additionally, the predicted pT(t) slope is sensitive to the mpole

t values used in the calculations.

Fits were performed for a series of aS(mZ) values ranging from aS(mZ) = 0.100 to aS(mZ) =
0.130 using only HERA DIS data, or HERA and tt data. The results are shown in Fig. 21. A
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Table 3: The global and partial c2/dof values for all variants of the QCD analysis. The variant
of the fit that uses the HERA DIS only is denoted as ‘Nominal fit’. For the HERA measurements,
the energy of the proton beam, Ep, is listed for each data set, with the electron energy being Ee =
27.5 GeV, CC and NC standing for charged and neutral current, respectively. The correlated c2

and the log-penalty c2 entries refer to the c2 contributions from the nuisance parameters and
from the logarithmic term, respectively, as described in the text.
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jet , M(tt), y(tt) ]
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HERA NC e+p, Ep = 820 GeV 70/70 71/70
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Correlated c2 82 90

Log-penalty c2 +2 �7

Total c2/dof 1341/1130 1364/1151
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Figure 19: Comparison of the measured [N0,1+
jet , M(tt), y(tt) ] cross sections to the NLO predic-

tions using the parameter values from the simultaneous PDF, aS, and mpole
t fit (further details

can be found in Fig. 3). Values of c2 and dof are reported.
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parameters added or removed one at a time. Additional parametrisation uncertainties are con-
sidered by using two other functional forms in Eq. (7): with A0

g = 0 and Eg = 0, since the c2

in these variants of the fit are only a few units worse than that with the nominal parametrisa-
tion. Furthermore, µ2

f0 is changed from 1.9 to 1.6 and 2.2 GeV2. The parametrisation uncertainty
is constructed as an envelope, built from the maximal differences between the PDFs or QCD
parameters resulting from the central fit and all parametrisation variations. For the PDFs, this
uncertainty is valid in the x range covered by the PDF fit to the data. The total uncertainty is
obtained by adding the fit, model, and parametrisation uncertainties in quadrature. For aS and
mpole

t extraction, the scale uncertainties in the theoretical predictions for tt production are also
considered.

A cross-check is performed using the MC method [115, 116]. It is based on analysing a large
number of pseudo-data sets called replicas. For this cross-check, 1000 replicas are created by
taking the data and fluctuating the values of the cross sections randomly within their statistical
and systematic uncertainties taking correlations into account. All uncertainties are assumed
to follow Gaussian distributions. The central values for the fitted parameters and their uncer-
tainties are estimated using the mean and RMS values over the replicas. The obtained values
of the PDF parameters, aS(mZ), and mpole

t and their fit uncertainties are in agreement with the
nominal results.

10.2 The aS and mpole

t extraction

The resulting values of aS(mZ) and mpole
t extracted using NLO calculations are:

aS(mZ) = 0.1135 ± 0.0016(fit)+0.0002
�0.0004(model)+0.0008

�0.0001(param)+0.0011
�0.0005(scale) = 0.1135+0.0021

�0.0017(total),

mpole
t = 170.5 ± 0.7(fit)± 0.1(model)+0.0

�0.1(param)± 0.3(scale)GeV = 170.5 ± 0.8(total)GeV.
(8)

Here ‘fit’, ‘model’ and ‘param’ denote the fit, model and parameter uncertainties discussed
above. The uncertainties arising from the scale variations are estimated by repeating the fit with
altered values of the scales as described in Section 9 and taking the differences with respect to
the nominal result. The individual contributions to the uncertainties are listed in Table 2. The
extracted aS(mZ) and mpole

t values have only weak positive correlation r(aS(mZ), mpole
t ) = 0.3,

where the correlation was obtained from the data uncertainties propagated to the fit. This
shows that the two SM parameters can be simultaneously determined from these data to high
precision with only weak correlation between them.

The global and partial c2 values are listed in Table 3, illustrating the consistency of the input
data with the fit model. In particular, the tt data are well described in the fit. The DIS data
show c2/dof values slightly larger than unity, similar to what is observed and investigated in
Ref. [88]. For the tt data, the full c2 (including uncorrelated and correlated data uncertainties)
is 20 for 23 degrees of freedom. The tt cross sections are compared to the NLO predictions
obtained after the fit in Fig. 19. Furthermore, in Fig. 20 the [y(t), pT(t) ] cross sections (which
were not used in the fit) are compared to NLO predictions obtained using the fitted PDFs, aS

and mpole
t , as well as other global PDF sets. The data are in satisfactory agreement with the

predictions obtained in this analysis. In particular, these predictions or predictions obtained
using the ABMP16 PDF set describe the slope of pT(t) considerably better than the predictions
obtained using the NNPDF3.1 PDF set, while the difference in the c2 values is less significant.
Additionally, the predicted pT(t) slope is sensitive to the mpole

t values used in the calculations.

Fits were performed for a series of aS(mZ) values ranging from aS(mZ) = 0.100 to aS(mZ) =
0.130 using only HERA DIS data, or HERA and tt data. The results are shown in Fig. 21. A
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altered values of the scales as described in Section 9 and taking the differences with respect to
the nominal result. The individual contributions to the uncertainties are listed in Table 2. The
extracted aS(mZ) and mpole

t values have only weak positive correlation r(aS(mZ), mpole
t ) = 0.3,

where the correlation was obtained from the data uncertainties propagated to the fit. This
shows that the two SM parameters can be simultaneously determined from these data to high
precision with only weak correlation between them.

The global and partial c2 values are listed in Table 3, illustrating the consistency of the input
data with the fit model. In particular, the tt data are well described in the fit. The DIS data
show c2/dof values slightly larger than unity, similar to what is observed and investigated in
Ref. [88]. For the tt data, the full c2 (including uncorrelated and correlated data uncertainties)
is 20 for 23 degrees of freedom. The tt cross sections are compared to the NLO predictions
obtained after the fit in Fig. 19. Furthermore, in Fig. 20 the [y(t), pT(t) ] cross sections (which
were not used in the fit) are compared to NLO predictions obtained using the fitted PDFs, aS

and mpole
t , as well as other global PDF sets. The data are in satisfactory agreement with the

predictions obtained in this analysis. In particular, these predictions or predictions obtained
using the ABMP16 PDF set describe the slope of pT(t) considerably better than the predictions
obtained using the NNPDF3.1 PDF set, while the difference in the c2 values is less significant.
Additionally, the predicted pT(t) slope is sensitive to the mpole

t values used in the calculations.

Fits were performed for a series of aS(mZ) values ranging from aS(mZ) = 0.100 to aS(mZ) =
0.130 using only HERA DIS data, or HERA and tt data. The results are shown in Fig. 21. A
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parameters added or removed one at a time. Additional parametrisation uncertainties are con-
sidered by using two other functional forms in Eq. (7): with A0

g = 0 and Eg = 0, since the c2

in these variants of the fit are only a few units worse than that with the nominal parametrisa-
tion. Furthermore, µ2

f0 is changed from 1.9 to 1.6 and 2.2 GeV2. The parametrisation uncertainty
is constructed as an envelope, built from the maximal differences between the PDFs or QCD
parameters resulting from the central fit and all parametrisation variations. For the PDFs, this
uncertainty is valid in the x range covered by the PDF fit to the data. The total uncertainty is
obtained by adding the fit, model, and parametrisation uncertainties in quadrature. For aS and
mpole

t extraction, the scale uncertainties in the theoretical predictions for tt production are also
considered.

A cross-check is performed using the MC method [115, 116]. It is based on analysing a large
number of pseudo-data sets called replicas. For this cross-check, 1000 replicas are created by
taking the data and fluctuating the values of the cross sections randomly within their statistical
and systematic uncertainties taking correlations into account. All uncertainties are assumed
to follow Gaussian distributions. The central values for the fitted parameters and their uncer-
tainties are estimated using the mean and RMS values over the replicas. The obtained values
of the PDF parameters, aS(mZ), and mpole

t and their fit uncertainties are in agreement with the
nominal results.

10.2 The aS and mpole

t extraction

The resulting values of aS(mZ) and mpole
t extracted using NLO calculations are:

aS(mZ) = 0.1135 ± 0.0016(fit)+0.0002
�0.0004(model)+0.0008

�0.0001(param)+0.0011
�0.0005(scale) = 0.1135+0.0021

�0.0017(total),

mpole
t = 170.5 ± 0.7(fit)± 0.1(model)+0.0

�0.1(param)± 0.3(scale)GeV = 170.5 ± 0.8(total)GeV.
(8)

Here ‘fit’, ‘model’ and ‘param’ denote the fit, model and parameter uncertainties discussed
above. The uncertainties arising from the scale variations are estimated by repeating the fit with
altered values of the scales as described in Section 9 and taking the differences with respect to
the nominal result. The individual contributions to the uncertainties are listed in Table 2. The
extracted aS(mZ) and mpole

t values have only weak positive correlation r(aS(mZ), mpole
t ) = 0.3,

where the correlation was obtained from the data uncertainties propagated to the fit. This
shows that the two SM parameters can be simultaneously determined from these data to high
precision with only weak correlation between them.

The global and partial c2 values are listed in Table 3, illustrating the consistency of the input
data with the fit model. In particular, the tt data are well described in the fit. The DIS data
show c2/dof values slightly larger than unity, similar to what is observed and investigated in
Ref. [88]. For the tt data, the full c2 (including uncorrelated and correlated data uncertainties)
is 20 for 23 degrees of freedom. The tt cross sections are compared to the NLO predictions
obtained after the fit in Fig. 19. Furthermore, in Fig. 20 the [y(t), pT(t) ] cross sections (which
were not used in the fit) are compared to NLO predictions obtained using the fitted PDFs, aS

and mpole
t , as well as other global PDF sets. The data are in satisfactory agreement with the

predictions obtained in this analysis. In particular, these predictions or predictions obtained
using the ABMP16 PDF set describe the slope of pT(t) considerably better than the predictions
obtained using the NNPDF3.1 PDF set, while the difference in the c2 values is less significant.
Additionally, the predicted pT(t) slope is sensitive to the mpole

t values used in the calculations.

Fits were performed for a series of aS(mZ) values ranging from aS(mZ) = 0.100 to aS(mZ) =
0.130 using only HERA DIS data, or HERA and tt data. The results are shown in Fig. 21. A

δmtop/mtop ~0.46% 

simultaneous 
fit from 3d diffxsec

separate fit 
from 3d diffxsec

Special reasons: summary of indirect measurements of mtop

mailto:fracesco.spano@cern.ch?subject=
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsTOPSummaryFigures
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CombinedSummaryPlots/TOP/


francesco.spano@cern.ch Top Physics @ LHC: selected highlights LPNHE Seminar, Sorbonne Université, 24th June 2019 

Measuring Top quark coupling

37

special reasons 

mailto:fracesco.spano@cern.ch?subject=


francesco.spano@cern.ch Top Physics @ LHC: selected highlights LPNHE Seminar, Sorbonne Université, 24th June 2019 

Special reasons: The top yukawa coupling in a nutshell
• Higgs coupling to fermions included by “adding” Yukawa terms
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at LHC)
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interference with W boson

gg H (Fusion): dominant @LHC interference with W 
boson in  H→𝛾𝛾  
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Introduction and Motivation

● Top quark Yukawa coupling:
– Fundamental parameter of the SM, ttH production cross-section 

controlled by the top Yukawa coupling.
– Production and decay signatures sensitive to new physics

arXiv:1207.7214 The “fatest” particle

➢ Indirect measurements of y
t
 via ggF and H→ɣɣ loop

 particles entering loops

➢ ttH →  direct probe for top-Higgs Yukawa coupling y
t
2

 check of SM

➢ Probe up-type quarks for the first time

Discovery of the Higgs (125 GeV) by ATLAS 
and CMS collaboration

– great success of particle physics, 
especially Standard Model (SM)

All measurements compatible with SM 
predictions. 

mf  =  yf v/√2

mass term interaction term

• Indirect : evidence for SM-like Yt  obtained  from 
Higgs production (ggF) and decay (H→𝛾𝛾): loops

• Direct : tree level process cross section is proportional to yt2 , probe up-type quarks 

We will see in the course of this review that it will be appropriate to use the Fermi coupling

constant Gµ to describe the couplings of the Higgs boson, as some higher–order effects are

effectively absorbed in this way. The Higgs couplings to fermions, massive gauge bosons as

well as the self–couplings, are given in Fig. 1.2 using both v and Gµ. This general form of

the couplings will be useful when discussing the Higgs properties in extensions of the SM.
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Figure 1.2: The Higgs boson couplings to fermions and gauge bosons and the Higgs self–
couplings in the SM. The normalization factors of the Feynman rules are also displayed.

Note that the propagator of the Higgs boson is simply given, in momentum space, by

∆HH(q2) =
i

q2 − M2
H + iϵ

(1.49)
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H→bb
H→𝜏𝜏 

1.ttH
‣ test BSM effects, assumed absent in loops

2.tHq: interference with Wt 
and sign of Yt 

3.4 top quarks production 
4.Differential tt production

Josh McFayden    |   Top 2015   |  17/09/2015 

Introduction
! Production in association with ttbar 

would permit a direct measurement of the 
top-Higgs coupling

! Removing possible BSM effects in the loops.


!
!

! Production in association with a single 
top quark is sensitive to W-t interference 
and relative sign of the top-Higgs 
coupling 

! Tree level 

interference in all 
channels and in 
Hγγ loop for H→γγ
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Lf = mf fL fR  + yf H fL fR ./√2 +h.c.
- -

3rd gen
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Figure 21. NLO total cross sections from 8 to 100TeV. The error bands include scale and PDF
uncertainties (added linearly). The upper plot refers to tt̄V processes and tt̄H production, the lower
plot to tt̄V V processes and tt̄tt̄ production. For final states with photons the pT (γ) > 20 GeV cut
is applied.

energy dependence. Also, as can be seen in figure 21 and table 5, these processes present

a larger dependence on the scale variation than the uncharged processes.

The differences in the slopes of the curves in the main panels of the plots are also

mostly due to the gluon PDF. Charged processes do not originate from the gluon-gluon

initial state neither at LO nor at NLO. For this reason, their growth with the increasing of

the energy is smaller than for the uncharged processes. All these arguments point to the

fact that, at 100TeV collider, it will be crucial to have NNLO QCD corrections for tt̄W±,

tt̄W±γ and tt̄W±Z processes, if precise measurements to be compared with theory will be

available.

The fact that tt̄tt̄ production is the process with the rapidest growth is again due to

percentage content of gluon-gluon-initiated channels, which is higher than for all the other

processes, see figure 22. From the left plot of figure 21, it is easy also to note that the

scale uncertainty of tt̄tt̄ production is larger than for the tt̄V V processes. In this case,

the difference originates from the different powers of αs at LO; tt̄tt̄ production is of O(α4
s)

whereas tt̄V V processes are of O(α2
sα

2).

3 Analyses of tt̄H signatures

In this section we provide numerical results for the contributions of signal and irreducible

background processes to two different classes of tt̄H signatures at the LHC. In subsection 3.1

we consider a signature involving two isolated photons emerging from the decay of the

Higgs boson into photons, H → γγ. In subsection 3.2 we analyse three different signatures

involving two or more leptons, where tt̄H production can contribute via the H → ZZ∗,

H → WW ∗ and H → τ+τ− decays. We perform both the analyses at 13TeV and we adopt
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σ [fb] 8TeV 13TeV 14TeV 25TeV 33TeV 50TeV 100TeV

tt̄ZZ 0.502+2.9%
−8.6%

+2.7%
−2.2% 2.12+3.8%

−8.6%
+1.9%
−1.8% 2.59+4.3%

−8.7%
+1.8%
−1.8% 11.1+6.9%

−9.1%
+1.2%
−1.4% 21.1+8.1%

−9.4%
+1.1%
−1.3% 51.6+9.9%

−9.8%
+0.9%
−1.1% 204+11.3%

−9.9%
+0.8%
−1.0%

tt̄W+W−[4f] 2.67+6.2%
−11.1%

+2.9%
−2.7% 11.8+8.3%

−11.2%
+2.3%
−2.4% 14.4+12.2%

−12.8%
+2.6%
−2.9% 66.6+9.5%

−10.8%
+1.6%
−2.0% 130+10.2%

−10.8%
+1.5%
−1.8% 327+10.9%

−10.6%
+1.3%
−1.6% 1336+10.3%

−9.9%
+1.0%
−1.3%

tt̄γγ 2.77+6.4%
−10.5%

+1.9%
−1.5% 10.3+13.9%

−13.3%
+1.3%
−1.3% 12+12.5%

−12.6%
+1.2%
−1.2% 44.8+15.7%

−13.5%
+0.9%
−0.9% 78.2+16.4%

−13.6%
+0.8%
−0.9% 184+19.2%

−14.7%
+0.8%
−0.9% 624+15.5%

−13.4%
+0.7%
−1.0%

tt̄W±Z 1.13+5.8%
−9.8%

+3.1%
−2.1% 4.16+9.8%

−10.7%
+2.2%
−1.6% 4.96+10.4%

−10.8%
+2.1%
−1.6% 17.8+15.1%

−12.6%
+1.5%
−1.1% 30.2+18.3%

−14.1%
+1.2%
−0.9% 66+18.9%

−14.3%
+1.1%
−0.8% 210+21.6%

−15.8%
+1.0%
−0.8%

tt̄Zγ 1.39+6.9%
−11.2%

+2.5%
−2.2% 5.77+10.5%

−12.1%
+1.8%
−1.9% 6.95+10.7%

−12.1%
+1.8%
−1.9% 29.9+12.9%

−12.4%
+1.3%
−1.5% 56.5+13.2%

−12.2%
+1.2%
−1.4% 138+13.7%

−12.0%
+1.0%
−1.1% 533+13.3%

−11.1%
+0.8%
−1.0%

tt̄W±γ 2.01+7.9%
−10.5%

+2.6%
−1.8% 6.73+12.0%

−11.6%
+1.8%
−1.4% 7.99+12.8%

−11.9%
+1.7%
−1.3% 27.6+18.7%

−14.4%
+1.2%
−0.9% 46.3+20.2%

−15.1%
+1.1%
−0.8% 98.4+21.9%

−15.9%
+1.0%
−0.7% 318+22.5%

−17.7%
+1.0%
−0.7%

tt̄tt̄ 1.71+24.9%
−26.2%

+7.9%
−8.4% 13.3+25.8%

−25.3%
+5.8%
−6.6% 17.8+26.6%

−25.4%
+5.5%
−6.4% 130+26.7%

−24.3%
+3.8%
−4.6% 297+25.5%

−23.3%
+3.1%
−3.9% 929+24.9%

−22.4%
+2.4%
−3.0% 4934+25.0%

−21.3%
+1.7%
−2.1%

σ [pb] 8TeV 13TeV 14TeV 25TeV 33TeV 50TeV 100TeV

tt̄Z 0.226+9.0%
−11.9%

+2.6%
−3.0% 0.874+10.3%

−11.7%
+2.0%
−2.5% 1.057+10.4%

−11.7%
+1.9%
−2.4% 4.224+11.0%

−11.0%
+1.5%
−1.8% 7.735+11.2%

−10.8%
+1.3%
−1.5% 18+11.1%

−10.2%
+1.1%
−1.3% 64.17+11.1%

−11.0%
+0.9%
−1.2%

tt̄W± 0.23+9.6%
−10.6%

+2.3%
−1.7% 0.645+13.0%

−11.6%
+1.7%
−1.3% 0.745+13.5%

−11.8%
+1.6%
−1.3% 2.188+17.0%

−13.2%
+1.3%
−0.9% 3.534+18.1%

−13.7%
+1.2%
−0.8% 7.03+19.2%

−14.3%
+1.1%
−0.8% 20.55+21.5%

−18.1%
+1.1%
−0.8%

tt̄γ 0.788+12.7%
−13.5%

+2.1%
−2.4% 2.746+14.2%

−13.5%
+1.6%
−1.9% 3.26+14.2%

−13.4%
+1.6%
−1.9% 11.77+14.5%

−12.7%
+1.2%
−1.4% 20.84+14.9%

−12.5%
+1.1%
−1.3% 45.68+14.2%

−11.7%
+1.0%
−1.2% 152.6+14.3%

−13.7%
+0.9%
−1.2%

tt̄H 0.136+3.3%
−9.1%

+2.8%
−3.2% 0.522+6.0%

−9.4%
+2.1%
−2.6% 0.631+6.3%

−9.4%
+2.0%
−2.5% 2.505+8.3%

−9.4%
+1.6%
−1.9% 4.567+8.8%

−9.2%
+1.4%
−1.7% 10.55+9.5%

−9.0%
+1.2%
−1.4% 37.65+10.0%

−9.8%
+1.0%
−1.3%

Table 5. NLO cross sections for tt̄V V, tt̄tt̄, tt̄V, tt̄H processes using the geometrical average scale. The first uncertainty is given by scale variation,
the second by PDFs. For final states with photons the pT (γ) > 20 GeV cut is applied. The cross sections for the four final-state particle processes
are calculated with percent accuracy, whereas for the processes with three final-state particles with per mill.

–
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σ(pb) 8 TeV 13 TeV
tt 245+6.2-8.4+6.2-6.

4

831+19-29+35-35

• 𝜎(tt+X) ~10-3   tt 
σ13 TeV/
σ8TeV
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Special reasons: t-coupling to bosons 

Direct search for ttH with 
H→bb,WW/ZZ, ττ, γγ 

Jahred Adelman Yale University Top2013 ttH
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• Diphoton branching ratio @ 125 GeV = 2.28e-3
• Low statistics for signal

• Narrow reconstructed Higgs boson mass resolution ~3 GeV
• Fit the sidebands to estimate backgrounds

LHC Higgs WG

ttH is much rarer than tt !
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Special reasons:Observation of ttH production

• Select single and dilepton tt-like decays, main bkg: tt+jets (tt+b)

• Categorise in N(jet), N(b-jet),  

• Build signal/bkg discriminators (BDT built from matrix element, 

likelihood, reco BDT) in 9 signal regions + 10 control regions

40

Phys. Lett. B 784 (2018) 173
ATLAS-CONF-2019-004example from ATLAS

higher yield

higher purity

 figures by M. Owen @ TOP2014 
and CMS-PAS-HIG-17-004 

Search for ttHMark Owen

ttH Production & Decay

4

• Small branching ratio, 0.2%.
• Higgs boson can be reconstructed as a narrow 

peak.
• Backgrounds from ttbar+photons and QCD multi-

photon / jet final states.

b
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CMS also searches for τhτh, but will not discuss details today

H→𝛾𝛾
• Select 2𝛾,  105 GeV<m(𝛾𝛾)<160 GeV, pT lead (sublead)𝛾/m(𝛾𝛾) ≥ 0.35 

(0.25),  ≥1b-jet  main bkg: non-resonant di-photon (incuding tH,tt+𝛾𝛾,VH) 

• Signal tt-HAD:  ≥ 2 jets & no ℓ , tt-LEP: ≥ 1 ℓ 
• Build signal/bkg discriminators (BDT built from jets & photon kine) in 7 

signal regions (4 in HAD + 3 in LEP) 
• ttH signal yield in BDT bins: from fit to m(𝛾𝛾) 

• Select ≥ 4ℓ= 2 opposite sign pairs, m(4ℓ)~ mH ,≥1b-jet  bkg: simul. tt+W/
Z, other ttH


• Signal tt-HAD:  ≥ 3 jets & no other ℓ , tt-LEP: ≥ 1 other jet, ≥ 1 other ℓ

• Build signal/bkg discriminator in tt-HAD: BDT from ∆𝜂,∆R between jets and 

lepton system,dijets kine, (b-)jets multiplicity → use 2 bins in HAdBDT+ LEP region

 H →WW*/𝜏𝜏 /ZZ`*→multi-ℓ 
• Select 7 classes by Nℓ and ℓ-type  using kine requirements and BDTs , bkg: 

simul. tt+W/Z, data-driven fake ℓ/𝜏 
• Build BDT discriminator for 5 signal regions, single bin yield in 4 control 

regions+ 3 signal regions (low population)

12

ttH multi-lepton: Intro

36.1 fb −1 
WW/ZZ ττ

● Seven final states, categorized by the number and 
flavor of charged-lepton candidates

● Irreducible backgrounds (ttW, ttZ, …): 
– estimated from MC and validated in data

● Reducible backgrounds (non-prompt e/μ and fake τ
had

): 

– data-driven techniques
● Multivariate techniques applied in most channels.

New Non-prompt lepton BDT & Charge misassignment veto BDT

● Signal is extracted with a binned profile likelihood fit 
across all categories including main background CR.

W/Z𝜏

H →ZZ* →4ℓ (e,𝜇)

W/Z𝜏

Search for ttHMark Owen

ttH Production & Decay

4

• Small branching ratio, 0.2%.
• Higgs boson can be reconstructed as a narrow 

peak.
• Backgrounds from ttbar+photons and QCD multi-

photon / jet final states.
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CMS also searches for τhτh, but will not discuss details today

H→bb
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Phys. Lett. B 784 (2018) 173

• Measurements are consistent with SM predictions 
‣ Combination assumes SM branching ratios 

SM
ttHσ/ttHσ

1− 0 1 2 3 4

Total Stat. Syst. SMATLAS

-1 = 13 TeV, 36.1 - 79.8 fbs

             Total       Stat.    Syst.

Combined   )
0.19

0.21
  ± 0.18 , ±   ( 0.26

0.28  ±  1.32 

H (ZZ)tt < 1.77 at 68% CL

)γγH (tt   )0.17
0.23  ±  , 0.38

0.42  ±   ( 0.42
0.48  ±  1.39 

H (multilepton)tt   )0.27
0.30  ±  , 0.29

0.30  ±   ( 0.40
0.42  ±  1.56 

)bH (btt  0.53 )±  , 0.28
0.29  ±   ( 0.60

0.61  ±  0.79 

Run I+RunII:6.3 s.d. (5.1 s.d. exp) 
Run II        : 5.8 s.d. (4.9 s.d. exp)

CMSATLAS

ATLAS-CONF-2019-004Special reasons: Observation of ttH production
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Table 3
Measured total tt̄H production cross sections at 13 TeV, as well as observed (Obs.) and expected (Exp.) significances (sign.) relative to the background-only hypothesis. The 
results of the individual analyses, as well as the combined results are shown. Since no event is observed in the H → Z Z∗ → 4ℓ decay channel, an observed upper limit is set 
at 68% confidence level on the tt̄H production cross section in that channel using pseudo-experiments.

Analysis Integrated luminosity [fb−1] tt̄ H cross section [fb] Obs. sign. Exp. sign.

H → γ γ 79.8 710 +210
−190 (stat.) +120

−90 (syst.) 4.1σ 3.7σ

H → multilepton 36.1 790 ±150 (stat.) +150
−140 (syst.) 4.1σ 2.8σ

H → bb̄ 36.1 400 +150
−140 (stat.) ± 270 (syst.) 1.4σ 1.6σ

H → Z Z∗ → 4ℓ 79.8 <900 (68% CL) 0σ 1.2σ

Combined (13 TeV) 36.1−79.8 670 ± 90 (stat.) +110
−100 (syst.) 5.8σ 4.9σ

Combined (7, 8, 13 TeV) 4.5, 20.3, 36.1−79.8 – 6.3σ 5.1σ

Fig. 4. Observed event yields in all analysis categories in up to 79.8 fb−1 of 13 TeV
data. The background yields correspond to the observed fit results, and the signal 
yields are shown for both the observed results (µ = 1.32) and the SM prediction 
(µ = 1). The discriminant bins in all categories are ranked by log10(S/B), where S
is the signal yield and B the background yield extracted from the fit with freely 
floating signal, and combined such that log10(S + B) decreases approximately lin-
early. For the H → γ γ analysis, only events in the smallest mγ γ window containing 
90% of the expected signal are considered. The lower panel shows the ratio of the 
data to the background estimated from the fit with freely floating signal, compared 
to the expected distribution including the signal assuming µ = 1.32 (full red) and 
µ = 1 (dashed orange). The error bars on the data are statistical.

analyses. Further important uncertainties come from uncertainties 
in the estimate of leptons from heavy-flavour decays, conversions 
or misidentified hadronic jets, mainly in the multilepton analy-
sis [10], and in the jet energy scale and resolution in all analyses. 
The jet, electron, and photon uncertainties, as well as the uncer-
tainties associated with hadronically decaying τ -leptons, include 
uncertainties in the reconstruction and identification efficiencies, 
as well as in the energy scale and resolution. The τ -lepton uncer-
tainty affects the multilepton analysis. The Monte Carlo (MC) sta-
tistical uncertainty is due to limited numbers of simulated events 
in the H → bb̄ and multilepton analyses.

Using 13 TeV data, the likelihood fit to extract the tt̄ H sig-
nal yield in the H → γ γ , H → Z Z∗ → 4ℓ, H → bb̄, and multi-
lepton analyses results in an observed (expected) excess relative 
to the background-only hypothesis of 5.8 (4.9) standard devia-
tions. A combined fit using the 7, 8, and 13 TeV analyses gives an 
observed (expected) significance of 6.3 (5.1) standard deviations. 
Table 3 shows the significances of the individual and combined 
analyses relative to the background-only hypothesis. Fig. 4 shows 
the combined event yields in all analysis categories as a function 
of log10(S/B), where S is the expected signal yield and B the 
background yield extracted from the fit with freely floating sig-

Fig. 5. Combined tt̄ H production cross section, as well as cross sections measured in 
the individual analyses, divided by the SM prediction. The γ γ and Z Z∗ → 4ℓ anal-
yses use 13 TeV data corresponding to an integrated luminosity of 79.8 fb−1, and 
the multilepton and bb̄ analyses use data corresponding to an integrated luminos-
ity of 36.1 fb−1. The black lines show the total uncertainties, and the bands indicate 
the statistical and systematic uncertainties. The red vertical line indicates the SM 
cross-section prediction, and the grey band represents the PDF + αS uncertainties 
and the uncertainties due to missing higher-order corrections.

nal. A clear tt̄ H signal-like excess over the background is visible 
for high log10(S/B).

Based on the analyses performed at 13 TeV, the measured total 
cross section for tt̄ H production is 670 ± 90 (stat.) +110

−100 (syst.) fb, 
in agreement with the SM prediction of 507+35

−50 fb [37,44–52], 
which is calculated to next-to-leading-order accuracy (both QCD 
and electroweak). The cross section extracted in the combined like-
lihood fit, as well as the results from the individual analyses, are 
shown in Table 3, while their ratios to the SM predictions are dis-
played in Fig. 5. The measured total cross section for tt̄ H produc-
tion at 8 TeV is 220 ± 100 (stat.) ± 70 (syst.) fb. Fig. 6 shows the 
tt̄ H production cross sections measured in pp collisions at centre-
of-mass energies of 8 and 13 TeV, compared to the SM predictions.

6. Conclusion

Using proton–proton collision data at centre-of-mass energies 
of 7, 8, and 13 TeV, produced by the Large Hadron Collider and 
recorded with the ATLAS detector, the production of the Higgs 
boson in association with a top quark pair is observed with a sig-
nificance of 6.3 standard deviations relative to the background-only 
hypothesis. The expected significance is 5.1 standard deviations. 
The tt̄ H production cross section at 13 TeV is measured in data 
corresponding to integrated luminosities of up to 79.8 fb−1 to 
be 670 ± 90 (stat.) +110

−100 (syst.) fb, in agreement with the Stan-
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Table 3
Measured total tt̄H production cross sections at 13 TeV, as well as observed (Obs.) and expected (Exp.) significances (sign.) relative to the background-only hypothesis. The 
results of the individual analyses, as well as the combined results are shown. Since no event is observed in the H → Z Z∗ → 4ℓ decay channel, an observed upper limit is set 
at 68% confidence level on the tt̄H production cross section in that channel using pseudo-experiments.

Analysis Integrated luminosity [fb−1] tt̄ H cross section [fb] Obs. sign. Exp. sign.

H → γ γ 79.8 710 +210
−190 (stat.) +120

−90 (syst.) 4.1σ 3.7σ

H → multilepton 36.1 790 ±150 (stat.) +150
−140 (syst.) 4.1σ 2.8σ

H → bb̄ 36.1 400 +150
−140 (stat.) ± 270 (syst.) 1.4σ 1.6σ

H → Z Z∗ → 4ℓ 79.8 <900 (68% CL) 0σ 1.2σ

Combined (13 TeV) 36.1−79.8 670 ± 90 (stat.) +110
−100 (syst.) 5.8σ 4.9σ

Combined (7, 8, 13 TeV) 4.5, 20.3, 36.1−79.8 – 6.3σ 5.1σ

Fig. 4. Observed event yields in all analysis categories in up to 79.8 fb−1 of 13 TeV
data. The background yields correspond to the observed fit results, and the signal 
yields are shown for both the observed results (µ = 1.32) and the SM prediction 
(µ = 1). The discriminant bins in all categories are ranked by log10(S/B), where S
is the signal yield and B the background yield extracted from the fit with freely 
floating signal, and combined such that log10(S + B) decreases approximately lin-
early. For the H → γ γ analysis, only events in the smallest mγ γ window containing 
90% of the expected signal are considered. The lower panel shows the ratio of the 
data to the background estimated from the fit with freely floating signal, compared 
to the expected distribution including the signal assuming µ = 1.32 (full red) and 
µ = 1 (dashed orange). The error bars on the data are statistical.

analyses. Further important uncertainties come from uncertainties 
in the estimate of leptons from heavy-flavour decays, conversions 
or misidentified hadronic jets, mainly in the multilepton analy-
sis [10], and in the jet energy scale and resolution in all analyses. 
The jet, electron, and photon uncertainties, as well as the uncer-
tainties associated with hadronically decaying τ -leptons, include 
uncertainties in the reconstruction and identification efficiencies, 
as well as in the energy scale and resolution. The τ -lepton uncer-
tainty affects the multilepton analysis. The Monte Carlo (MC) sta-
tistical uncertainty is due to limited numbers of simulated events 
in the H → bb̄ and multilepton analyses.

Using 13 TeV data, the likelihood fit to extract the tt̄ H sig-
nal yield in the H → γ γ , H → Z Z∗ → 4ℓ, H → bb̄, and multi-
lepton analyses results in an observed (expected) excess relative 
to the background-only hypothesis of 5.8 (4.9) standard devia-
tions. A combined fit using the 7, 8, and 13 TeV analyses gives an 
observed (expected) significance of 6.3 (5.1) standard deviations. 
Table 3 shows the significances of the individual and combined 
analyses relative to the background-only hypothesis. Fig. 4 shows 
the combined event yields in all analysis categories as a function 
of log10(S/B), where S is the expected signal yield and B the 
background yield extracted from the fit with freely floating sig-

Fig. 5. Combined tt̄ H production cross section, as well as cross sections measured in 
the individual analyses, divided by the SM prediction. The γ γ and Z Z∗ → 4ℓ anal-
yses use 13 TeV data corresponding to an integrated luminosity of 79.8 fb−1, and 
the multilepton and bb̄ analyses use data corresponding to an integrated luminos-
ity of 36.1 fb−1. The black lines show the total uncertainties, and the bands indicate 
the statistical and systematic uncertainties. The red vertical line indicates the SM 
cross-section prediction, and the grey band represents the PDF + αS uncertainties 
and the uncertainties due to missing higher-order corrections.

nal. A clear tt̄ H signal-like excess over the background is visible 
for high log10(S/B).

Based on the analyses performed at 13 TeV, the measured total 
cross section for tt̄ H production is 670 ± 90 (stat.) +110

−100 (syst.) fb, 
in agreement with the SM prediction of 507+35

−50 fb [37,44–52], 
which is calculated to next-to-leading-order accuracy (both QCD 
and electroweak). The cross section extracted in the combined like-
lihood fit, as well as the results from the individual analyses, are 
shown in Table 3, while their ratios to the SM predictions are dis-
played in Fig. 5. The measured total cross section for tt̄ H produc-
tion at 8 TeV is 220 ± 100 (stat.) ± 70 (syst.) fb. Fig. 6 shows the 
tt̄ H production cross sections measured in pp collisions at centre-
of-mass energies of 8 and 13 TeV, compared to the SM predictions.

6. Conclusion

Using proton–proton collision data at centre-of-mass energies 
of 7, 8, and 13 TeV, produced by the Large Hadron Collider and 
recorded with the ATLAS detector, the production of the Higgs 
boson in association with a top quark pair is observed with a sig-
nificance of 6.3 standard deviations relative to the background-only 
hypothesis. The expected significance is 5.1 standard deviations. 
The tt̄ H production cross section at 13 TeV is measured in data 
corresponding to integrated luminosities of up to 79.8 fb−1 to 
be 670 ± 90 (stat.) +110

−100 (syst.) fb, in agreement with the Stan-
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Table 3
Measured total tt̄H production cross sections at 13 TeV, as well as observed (Obs.) and expected (Exp.) significances (sign.) relative to the background-only hypothesis. The 
results of the individual analyses, as well as the combined results are shown. Since no event is observed in the H → Z Z∗ → 4ℓ decay channel, an observed upper limit is set 
at 68% confidence level on the tt̄H production cross section in that channel using pseudo-experiments.

Analysis Integrated luminosity [fb−1] tt̄ H cross section [fb] Obs. sign. Exp. sign.

H → γ γ 79.8 710 +210
−190 (stat.) +120

−90 (syst.) 4.1σ 3.7σ

H → multilepton 36.1 790 ±150 (stat.) +150
−140 (syst.) 4.1σ 2.8σ

H → bb̄ 36.1 400 +150
−140 (stat.) ± 270 (syst.) 1.4σ 1.6σ

H → Z Z∗ → 4ℓ 79.8 <900 (68% CL) 0σ 1.2σ

Combined (13 TeV) 36.1−79.8 670 ± 90 (stat.) +110
−100 (syst.) 5.8σ 4.9σ

Combined (7, 8, 13 TeV) 4.5, 20.3, 36.1−79.8 – 6.3σ 5.1σ

Fig. 4. Observed event yields in all analysis categories in up to 79.8 fb−1 of 13 TeV
data. The background yields correspond to the observed fit results, and the signal 
yields are shown for both the observed results (µ = 1.32) and the SM prediction 
(µ = 1). The discriminant bins in all categories are ranked by log10(S/B), where S
is the signal yield and B the background yield extracted from the fit with freely 
floating signal, and combined such that log10(S + B) decreases approximately lin-
early. For the H → γ γ analysis, only events in the smallest mγ γ window containing 
90% of the expected signal are considered. The lower panel shows the ratio of the 
data to the background estimated from the fit with freely floating signal, compared 
to the expected distribution including the signal assuming µ = 1.32 (full red) and 
µ = 1 (dashed orange). The error bars on the data are statistical.
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Based on the analyses performed at 13 TeV, the measured total 
cross section for tt̄ H production is 670 ± 90 (stat.) +110

−100 (syst.) fb, 
in agreement with the SM prediction of 507+35
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played in Fig. 5. The measured total cross section for tt̄ H produc-
tion at 8 TeV is 220 ± 100 (stat.) ± 70 (syst.) fb. Fig. 6 shows the 
tt̄ H production cross sections measured in pp collisions at centre-
of-mass energies of 8 and 13 TeV, compared to the SM predictions.

6. Conclusion

Using proton–proton collision data at centre-of-mass energies 
of 7, 8, and 13 TeV, produced by the Large Hadron Collider and 
recorded with the ATLAS detector, the production of the Higgs 
boson in association with a top quark pair is observed with a sig-
nificance of 6.3 standard deviations relative to the background-only 
hypothesis. The expected significance is 5.1 standard deviations. 
The tt̄ H production cross section at 13 TeV is measured in data 
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be 670 ± 90 (stat.) +110

−100 (syst.) fb, in agreement with the Stan-

discriminant bins 
ordered in S/B

Significance
𝜎ttH =
𝜎ttHSM  =

reconstructed photons in combination with reconstructed
electrons or muons, jets, and tagged b jets [13]. The signal
yield is extracted from a fit to the diphoton invariant mass
spectrum. Events with combinations of jets and tagged b
jets and with two same-sign leptons, three leptons, or four
leptons are used to search for tt̄H production in the
H → τþτ−, WW", or ZZ" decay modes [10,14], where
in this case “lepton” refers to an electron, muon, or τh
candidate (the asterisk denotes an off-shell particle). The
searches in the different decay channels are statistically
independent from each other. Analogous searches have
been performed with the 7 and 8 TeV data [15].
The presence of a tt̄H signal is assessed by performing a

simultaneous fit to the data from the different decay modes
and also from the different c.m. energies as described
below. A detailed description of the statistical methods can
be found in Ref. [42]. The test statistic q is defined as the
negative of twice the logarithm of the profile likelihood
ratio [42]. Systematic uncertainties are incorporated
through the use of nuisance parameters treated according
to the frequentist paradigm. The ratio between the nor-
malization of the tt̄H production process and its SM
expectation [35], defined as the signal strength modifier
μtt̄H, is a freely floating parameter in the fit. The SM
expectation is evaluated assuming the combined ATLAS

and CMS value for the mass of the Higgs boson, which is
125.09 GeV [43]. We consider the five Higgs boson decay
modes with the largest expected event yields, namely,
H → WW", ZZ", γγ, τþτ−, and bb̄. Other Higgs boson
decay modes and production processes, including pp →
tH þ X (or t̄H þ X), with X a light flavor quark or W
boson, are treated as backgrounds and normalized using the
predicted SM cross sections, subject to the corresponding
uncertainties.
The measured values of the five independent signal

strength modifiers, corresponding to the five decay chan-
nels considered, are shown in the upper section of Fig. 2
along with their 1 and 2 standard deviation confidence
intervals obtained in the asymptotic approximation [44].
Numerical values are given in Table I. The individual
measurements are seen to be consistent with each other
within the uncertainties.
We also perform a combined fit, using a single signal

strength modifier μtt̄H, that simultaneously scales the tt̄H
production cross sections of the five decay channels
considered, with all Higgs boson branching fractions fixed
to their SM values [35]. Besides the five decay modes

TABLE I. Best fit value, with its uncertainty, of the tt̄H signal
strength modifier μtt̄H, for the five individual decay channels
considered, the combined result for 7þ 8 TeV alone and for
13 TeV alone, and the overall combined result. The total
uncertainties are decomposed into their statistical, experimental
systematic, background theory systematic, and signal theory
components. The numbers in parentheses are those expected
for μtt̄H ¼ 1.

Uncertainty

Parameter Best fit Statistical
Experi-
mental

Background
theory

Signal
theory

μWW"

tt̄H

1.97þ0.71
−0.64

þ0.42
−0.41

þ0.46
−0.42

þ0.21
−0.21

þ0.25
−0.12

ð þ0.57
−0.54 Þ ð þ0.39

−0.38 Þ ð þ0.36
−0.34 Þ ð þ0.17

−0.17 Þ ðþ0.12
−0.03 Þ

μZZ
"

tt̄H

0.00þ1.30
−0.00

þ1.28
−0.00

þ0.20
−0.00

þ0.04
−0.00

þ0.09
−0.00

ð þ2.89
−0.99 Þ ð þ2.82

−0.99 Þ ð þ0.51
−0.00 Þ ð þ0.15

−0.00 Þ ð þ0.27
−0.00 Þ

μγγtt̄H
2.27þ0.86

−0.74
þ0.80
−0.72

þ0.15
−0.09

þ0.02
−0.01

þ0.29
−0.13

ð þ0.73
−0.64 Þ ð þ0.71

−0.64 Þ ð þ0.09
−0.04 Þ ð þ0.01

−0.00 Þ ð þ0.13
−0.05 Þ

μτ
þτ−
tt̄H

0.28þ1.09
−0.96

þ0.86
−0.77

þ0.64
−0.53

þ0.10
−0.09

þ0.20
−0.19

ð þ1.00
−0.89 Þ ð þ0.83

−0.76 Þ ð þ0.54
−0.47 Þ ð þ0.09

−0.08 Þ ð þ0.14
−0.01 Þ

μbb̄tt̄H
0.82þ0.44

−0.42
þ0.23
−0.23

þ0.24
−0.23

þ0.27
−0.27

þ0.11
−0.03

ð þ0.44
−0.42 Þ ð þ0.23

−0.22 Þ ð þ0.24
−0.23 Þ ð þ0.26

−0.27 Þ ð þ0.11
−0.04 Þ

μ7þ8 TeV
tt̄H

2.59þ1.01
−0.88

þ0.54
−0.53

þ0.53
−0.49

þ0.55
−0.49

þ0.37
−0.13

ð þ0.87
−0.79 Þ ð þ0.51

−0.49 Þ ð þ0.48
−0.44 Þ ð þ0.50

−0.44 Þ ð þ0.14
−0.02 Þ

μ13 TeV
tt̄H

1.14þ0.31
−0.27

þ0.17
−0.16

þ0.17
−0.17

þ0.13
−0.12

þ0.14
−0.06

ð þ0.29
−0.26 Þ ð þ0.16

−0.16 Þ ð þ0.17
−0.16 Þ ð þ0.13

−0.12 Þ ð þ0.11
−0.05 Þ

μtt̄H
1.26þ0.31

−0.26
þ0.16
−0.16

þ0.17
−0.15

þ0.14
−0.13

þ0.15
−0.07

ð þ0.28
−0.25 Þ ð þ0.15

−0.15 Þ ð þ0.16
−0.15 Þ ð þ0.13

−0.12 Þ ð þ0.11
−0.05 Þ

1− 0 1 2 3 4 5 6 7

Htt
µ

Combined

13 TeV

7+8 TeV

)bH(btt

)-τ+τH(tt

)γγH(tt

H(ZZ*)tt

H(WW*)tt

 (13 TeV)-1 (8 TeV) + 35.9 fb-1 (7 TeV) + 19.7 fb-15.1 fb

CMS Observed

 syst)⊕ (stat σ1±
 (syst)σ1±

 syst)⊕ (stat σ2±

FIG. 2. Best fit value of the tt̄H signal strength modifier μtt̄H,
with its 1 and 2 standard deviation confidence intervals (σ), for
(upper section) the five individual decay channels considered,
(middle section) the combined result for 7þ 8 TeV alone and for
13 TeV alone, and (lower section) the overall combined result.
The Higgs boson mass is taken to be 125.09 GeV. For the
H → ZZ" decay mode, μtt̄H is constrained to be positive to
prevent the corresponding event yield from becoming negative.
The SM expectation is shown as a dashed vertical line.
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• Maximise L versus μ=σobs/σSM, θ →extract signal strength μfit, θfit i.e. constrain syst 
uncertainties, bkg (b(θ)) normalization, background hypothesis 

All sources of uncertainties are taken to be either 100%-correlated (positively or nega-39

tively) or uncorrelated (independent). Partially correlated errors are either broken down40

to sub-components that can be said to be either 100% correlated or uncorrelated, or41

declared to be 100% / 0% correlated, whichever is believed to be appropriate or more42

conservative. This allows us to include all constraints in the likelihood functions in a43

clean factorised form.44

The systematic error pdfs ⇢(✓|✓̃), where ✓̃ is the default value of the nuisance param-45

eter, reflect our degree of belief on what the true value of ✓ might be. Both the form of46

these pdfs to be used in the combination and the question of which errors are to be taken47

as correlated between ATLAS and CMS are discussed in detail in Section 5.48

Next, we take a conceptual step to re-interpret systematic error pdfs ⇢(✓|✓̃) as posteri-49

ors arising from some real or imaginary measurements ✓̃, as given by the Bayes’ theorem:50

51

⇢(✓|✓̃) ⇠ p(✓̃ | ✓) · ⇡✓(✓), (1)

where ⇡✓(✓) functions are hyper-priors for those “measurements”. As will be shown later,52

the pdfs we chose to work with (normal, log-normal, gamma distribution) can be easily53

re-formulated in such a context, while keeping ⇡✓(✓) flat.54

Such a shift in the point of view allows one to represent all systematic errors in a55

frequentist context. By writing a systematic error pdf as the posterior ⇢(✓|✓̃) constructed56

from a fictional auxiliary “measurement”, the pdf p(✓̃ | ✓) for that auxiliary measurement57

can be used to constrain the likelihood of the main measurement in a frequentist calcu-58

lation. Furthermore, the auxiliary “measurement” pdf p(✓̃ | ✓) can be used to construct59

sampling distributions of the test statistic following the pure frequentist language (in con-60

trast to the Bayesian-frequentist hybrid used at LEP and Tevatron—see Appendix A for61

details).62

The following enumerated list specifies explicitly the entire procedure.63

2.1 Observed limits64

1. Construct the likelihood function L(data|µ, ✓)65

L(data |µ, ✓) = Poisson ( data |µ · s(✓) + b(✓) ) · p(✓̃|✓) . (2)

Here “data” represents either the actual experimental observation or pseudo-data66

used to construct sampling distributions to be discussed further below. The pa-67

rameter µ is the signal strength modifier and ✓ represents the full suite of nuisance68

parameters.69

Poisson ( data |µs+ b ) stands either for a product of Poisson probabilities to observe70

ni events in bins i:71

Y

i

(µsi + bi)ni

ni!
e�µsi�bi , (3)

or for an unbinned likelihood over k events in the data sample:72

k�1

Y

i

(µSfs(xi) + Bfb(xi)) · e�(µS+B) . (4)

4

• Derive likelihood L= 𝛱 likelihoods for distributions of all discriminating variables in all signal
+ control regions in signal (ttH)+bkg hypothesis  Gaussian or log-normal for 

nuisance par → syst uncertainties

Significance
Run I+Run II: 5.2 s.d. 
(4.2 s.d. exp)

signal 
strength
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4.  that dramatically affects the stability of the Higgs mass.
Consider the SM as an effective field theory valid up to scale Λ:

m2

H = m2

H0 −

3

8π2
ytΛ

2 +
1

16π2
g2Λ2 +

1

16π2
λ2Λ2

t W,Z H

Putting numbers, one gets:

(125GeV)2 = m2
H0 +

⇥
�(2TeV)2 + (700GeV)2 + (500GeV)2
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+
Λ is unknown.  If Λ >> TeV, δmH >> mH. What balances δmH is still a mystery.

-(2 TeV)2+(0.7 TeV)2 +(0.5 TeV)2 (Λ/10 TeV)2

?

[ ]

mHiggs has mtop-dominated  
virtual corrections  

?

search by measuring 
top  quarks

Suggestive: ∃ new particles with opposite corrections to those from top quark:

=
δmH2

+

be it weakly or strongly coupled, 
natural BSM theories have
top partners < o(I TeV )

to soften the UV sensitivity of the Higgs mass

Since [SUSY/global sym, QCD]=0,
top partners are colored*

ȁ�large production cross-sections at hadron colliders

ɞ a�( )tt’

* known counter example: twin-Higgs
Chacko-Goh-Harnik ‘05 13

strongly coupled to top quark ⇒decay like 
top quark or to top quarks

Standard Model particles
masses
u,d: 10 MeV
s: 100 Mev
c: 1.5 GeV
b: 5 GeV
t: 170 GeV

masses
W: 80 GeV
Z: 91 GeV

masses
e: 0.5 MeV
mu: 100 MeV
tau: 1.77 GeV
nu’s: non-zero!

Wednesday, January 8, 14

• What  is the origin of mass? 
Why are symmetries of 
forces different from those of 
particles?

(C.Delaunay 
@ TOP2014)

“Beyond” reasons: top quark as window on new physics

• If SM is an effective theory valid up to new physics scale Λ

                      

  Cargese 2010                                                                                                                                                      Fabio Maltoni
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q
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ν

l−
ν̄

b

b̄

W−

W+To access the spin of the intermediate 
resonance spin correlations should be 
measured.

It therefore mandatory for such cases to have 
MC samples where spin correlations are kept 
and the full matrix element pp>X>tt>6f is 
used.

New resonances
In many scenarios for EWSB new resonances show up, some of which preferably couple 
to 3rd generation quarks.

Given the large number of models, in this case is more efficient to adopt a “model 
independent” search and try to get as much information as possible on the quantum 
numbers and coupling of the resonance.

q
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t
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Z ′
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* Vector resonance, in a color 
singlet or octet states.

*Widths and rates very 
different

* Interference effects with 
SM ttbar production not 
always negligible

* Direct information on 
!•Br and ".
 

Phase 1: discovery

A large effort has been devoted to search for new physics in tt resonances
-

Frederix-Maltoni’09

SymmetryMagazineSMHiggs2012
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Figure 11: Invariant tt̄ spectrum for pp → tt̄ including a s-channel Z ′ color singlet vector
boson and color octet (axial) vector bosons with masses mX = 2000 GeV that couples
with standard model strength to quarks. Solid QCD tt̄ production, dotdashed with a color
singlet (Z ′), dotted with a color octet axial vector (axigluon g∗

A), dashed with a color octet
vector boson (KK gluon/coloron g∗

V ). All plots were produced using the CTEQ6L1 pdf set
with µR = µF = 2000 GeV. No cuts were applied in making any of the plots.

3.2 Spin-1 resonances

In this section we discuss a spin-1 resonance produced by qq̄ annihilation. This resonance
can either be a color singlet or a color octet. For the color octet case we distinguish between
a vector and an axial-vector. Although both the vector and the axial-vector interfere with
the QCD tt̄ production, only the vector shows interference effects in the tt̄ invariant mass
spectrum.

Including an s-channel color singlet vector boson (a “model-independent” Z ′) in the tt̄
production process gives a simple peak in the invariant mass spectrum as can be seen from
the dot-dashed line in Fig. 11. The precise width and height of the peak depends on the
model parameters in the model for the Z ′. As a benchmark we show a Z ′ vector boson
with mass mZ′ = 2 TeV that couples with the same strength to fermions as a standard
model Z boson. The interference effects with the SM Z boson can be neglected in the tt̄
channel, so the peak is independent of the parity of the coupling.

In general, for the color octet spin-1 particles the interference with the SM tt̄ production
cannot be neglected. Two cases are to be considered: a color octet vector particle (e.g., a
KK gluon [58] or coloron [57]), and an axial-vector particle (e.g., an axigluon [61, 62, 57]).
It is natural to assume a coupling strength equal to the strong (QCD) coupling gs for their
coupling to quarks.

In Fig. 11 the effects of a color octet spin-1 particle on the tt̄ invariant mass spectrum
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Motivation

Top anti-top resonances searches have gained increased interest in recent 

years with the anticipation of the upcoming physics programs of the Large 

Hadron Collider (LHC) experiments. The top quark A by far the heaviest 

known particle A is expected to play a crucial role in many Beyond the 

Standard Model (BSM) physics scenarios.

Feynman diagram of a top 

anti-top production in the 

lepton+jets final state: one of 

the W  bosons decays 
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In the present study, prospects for early tt 

resonance searches in ATLAS are evaluated for 

early physics runs. Results are reported from a 

full Monte-Carlo study using three different 

(mtt
) reconstruction schemes designed to 

enhance the sensitivity in the TeV regime.

   
Two types of benchmark models were 

considered: narrow resonances (sequential Z' 

boson) and broad resonances (KK gluons). In 

all cases, only the lepton+jets final state, where 

the lepton might be an electron or a muon, was 

investigated.

One of the most challenging aspects of heavy tt resonance searches lies in 

the reconstruction and identification of boosted top quark decays. A top 

quark being produced with very high transverse momentum is a source of a 

new experimental phenomenology: its decay products become very 

collimated and leave an unusual signature in the detector.  

Different boost regimes will give rise to different event topologies. The mass 

of the heaviest jet in the event can be used to classify such topologies.

Probability that partons from a 

hadronic top decay are found 

within a �R distance of 0.8.

Reconstructed invariant mass of 

the leading jet in  pp � X � tt  � 

lepton+jets events.  

� Driving motivations:
Driving motivations:

� High signal efficiency over a wide range of mtt

� Easy and fast commissioning

� Minimize systematic biases

� Highlights:Highlights:
� Relies on a small number of observables

� No flavour tagging (b-jets)

� No attempt to reconstruct top quarks 

individually

� Jet definition: 
Jet definition: ATLAS Cone algorithm, R=0.4, 

calorimeter towers, jet ET
 > 40 GeV

� Events are classified  according      

to the jet mass and the number     

of jets in the event:

� 3 jets, mjet 
> 65 GeV

� mtt
 = mjjjlv

� 3 jets, mjet
 < 65 GeV

� mtt
 = mjjjlv

� 4 jets
� mtt

 = mjjjjlv

� >= 5 jets
� mtt

 = mjjjjlv 
(4 highest ET

 jets)

ATLAS sensitivity projection (95 % 

confidence level signal cross-section limit)  

for a narrow resonance obtained from the 

minimal reconstruction approach. 

� Driving motivations:
Driving motivations:

� Sensitive to the transition region

� Better control of the reducible background

� Highlights:Highlights:
� Full reconstruction of top and anti-top.

� Makes use of flavour tagging (b-jets)

� Jet definition: 
Jet definition: Anti-kT

 algorithm, R=0.4, 

calorimeter towers, jet ET
 > 20 GeV

� Events are classifed according to the     

highest invariant jet mass.

� mjet
 < 65 GeV

� 4 jets required

� 2 b-tagged jets

� mZ'
 = mbjjblv

 " mbjj
 " mblv

 + 2mt
PDG

� 65 GeV < mjet
 < 130 GeV

� 3 jets required

� 1 b-tagged jets

� mZ'
 = mjjblv

 " mjj
 " mblv

 + 2mt
PDG

� mjet
 > 130 GeV

� 2 jets required

� 1 b-tagged jets

� mZ'
 = mjblv

 " mj
 " mblv

 + 2mt
PDG

ATLAS sensitivity projection (95 % 

confidence level signal cross-section 

limit) for a narrow resonance obtained 

from the full reconstruction approach. Reconstructed m=2 TeV Z' 

mass distribution 

Reconstructed m=1 TeV Z' 

mass distribution 

� Driving motivations:
Driving motivations:

� Favor the high end of the mtt
 spectrum 

(boosted tops) 

� Good mass resolution

� Strong handle on background.

� Highlights:Highlights:
� Relies solely on the mono-jet topology A chose a 

jet definition that enhances this topology.

� No flavour tagging (b-jets)

� Makes use of jet substructure.

� Jet definition:
Jet definition: Anti-kT

 algorithm, R=1.0, 

3D locally calibrated topological 

clusters, jet ET
 > 200 GeV.

� Semi-leptonic top decay

� Embedded lepton A traditional isolation 

requirement inefficient. 

� Need to disentangle from soft leptons 

(especially muons) coming from B- and 

D-hadrons.
� Cut on observables probing the 

presence of a hard lepton inside the jet 

coming from the W boson decay. 

� Hadronic top decay
Hadronic top decay

� Decay products are fully merged � top 

monojet (single reconstructed fat jet)

� Need to disentangle from QCD high-pT
 

jets. 
� Run the kT

 algorithm on the jet 

constituents to extract information 

about the jet substructure.

pT
lepton

pT
cone �	R�

15 GeV

pT
lepton

�

1�mb
2 �mvisible

2
log�plepton� j�	Rlepton, j�

Reconstructed jet mass: 

sum of massless 

constituents.

Reconstructed W candidate 

mass: invariant mass of the 

subjet pair (out of 3 subjets) 

with lowest mass.

First kT
 splitting scale.

ATLAS sensitivity projection (9 5 % 

confidence level signal cross-section limit) 

for a narrow resonance obtained from the 

mono-jet reconstruction approach. 

ATLAS sensitivity projection (9 5 % 

confidence level signal cross-section limit) 

for a broad resonance obtained from the 

mono-jet reconstruction approach. 

The SM tt  mass spectrum and all relevant background 

processes reconstructed with the minimal reconstruction 

approach in the 3 jets, mjet 
> 65 GeV channel (left) and the 4 

jets channel (right).

� mZ'
 = mjjlv

Three complementary algorithms for the reconstruction of the tt  invariant mass spectrum 

have been developed and their performance evaluated on fully simulated events. Two 

adaptations of classical top reconstruction algorithms allow for high signal efficiency even in 

the TeV regime (~ 18% and 5% in the m=1-2 TeV range for the minimal and full 

reconstruction approaches respectively) . The mono-jet approach has been shown to be 

efficient down to mtt
 = 1 TeV, with a signal efficiency of ~ 9% (15%) at m=1 TeV (2 TeV).

If no deviation from the Standard Model is observed, a 95 % C.L. limit of � × BR(X � tt) = 3 

pb is expected for a resonance mass of 1 TeV after 200 pb�1 at center-of-mass energy of 10 

TeV. Approximately the same sensitivity for m=1 TeV  is expected for 1 fb-1 of data at 7 TeV.

Reference: ATLAS Collaboration, Prospects for early tt resonance searches in ATLAS, 

ATL-PHYS-
PUB-2010-

008. 
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Motivation
Top anti-top resonances searches have gained increased interest in recent 
years with the anticipation of the upcoming physics programs of the Large 
Hadron Collider (LHC) experiments. The top quark A by far the heaviest 
known particle A is expected to play a crucial role in many Beyond the 
Standard Model (BSM) physics scenarios.

Feynman diagram of a top 
anti-top production in the 
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on behalf of the ATLAS Collaboration.
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In the present study, prospects for early tt 
resonance searches in ATLAS are evaluated for 
early physics runs. Results are reported from a 
full Monte-Carlo study using three different 
(m

tt
) reconstruction schemes designed to 

enhance the sensitivity in the TeV regime.
   
Two types of benchmark models were 
considered: narrow resonances (sequential Z' 
boson) and broad resonances (KK gluons). In 
all cases, only the lepton+jets final state, where 
the lepton might be an electron or a muon, was 
investigated.

One of the most challenging aspects of heavy tt resonance searches lies in 
the reconstruction and identification of boosted top quark decays. A top 
quark being produced with very high transverse momentum is a source of a 
new experimental phenomenology: its decay products become very 
collimated and leave an unusual signature in the detector.  
Different boost regimes will give rise to different event topologies. The mass 
of the heaviest jet in the event can be used to classify such topologies.

Probability that partons from a 
hadronic top decay are found 
within a �R distance of 0.8.

Reconstructed invariant mass of 
the leading jet in  pp � X � tt  � 
lepton+jets events.  

� Driving motivations:Driving motivations:
� High signal efficiency over a wide range of m

tt
� Easy and fast commissioning
� Minimize systematic biases

� Highlights:Highlights:
� Relies on a small number of observables
� No flavour tagging (b-jets)
� No attempt to reconstruct top quarks 

individually

� Jet definition: Jet definition: ATLAS Cone algorithm, R=0.4, 
calorimeter towers, jet E

T
 > 40 GeV

� Events are classified  according      
to the jet mass and the number     
of jets in the event:

� 3 jets, m
jet 

> 65 GeV
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tt
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ATLAS sensitivity projection (95 % 
confidence level signal cross-section limit)  
for a narrow resonance obtained from the 
minimal reconstruction approach. 

� Driving motivations:Driving motivations:
� Sensitive to the transition region
� Better control of the reducible background

� Highlights:Highlights:
� Full reconstruction of top and anti-top.
� Makes use of flavour tagging (b-jets)

� Jet definition: Jet definition: Anti-k
T
 algorithm, R=0.4, 

calorimeter towers, jet E
T
 > 20 GeV

� Events are classifed according to the     
highest invariant jet mass.
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ATLAS sensitivity projection (95 % 
confidence level signal cross-section 
limit) for a narrow resonance obtained 
from the full reconstruction approach. Reconstructed m=2 TeV Z' 

mass distribution 
Reconstructed m=1 TeV Z' 
mass distribution 

� Driving motivations:Driving motivations:
� Favor the high end of the m

tt
 spectrum 

(boosted tops) 
� Good mass resolution
� Strong handle on background.

� Highlights:Highlights:
� Relies solely on the mono-jet topology A chose a 

jet definition that enhances this topology.
� No flavour tagging (b-jets)
� Makes use of jet substructure.

� Jet definition:Jet definition: Anti-k
T
 algorithm, R=1.0, 

3D locally calibrated topological 
clusters, jet E

T
 > 200 GeV.

� Semi-leptonic top decay
� Embedded lepton A traditional isolation 

requirement inefficient. 
� Need to disentangle from soft leptons 

(especially muons) coming from B- and 
D-hadrons.

� Cut on observables probing the 
presence of a hard lepton inside the jet 
coming from the W boson decay. 

� Hadronic top decayHadronic top decay
� Decay products are fully merged � top 

monojet (single reconstructed fat jet)
� Need to disentangle from QCD high-p

T
 

jets. 
� Run the k

T
 algorithm on the jet 

constituents to extract information 
about the jet substructure.

pT
lepton

pT
cone�	R�15 GeV

pT
lepton �

1�mb
2�mvisible

2 log�plepton� j�	Rlepton, j�

Reconstructed jet mass: 
sum of massless 
constituents.

Reconstructed W candidate 
mass: invariant mass of the 
subjet pair (out of 3 subjets) 
with lowest mass.

First k
T
 splitting scale.

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a narrow resonance obtained from the 
mono-jet reconstruction approach. 

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a broad resonance obtained from the 
mono-jet reconstruction approach. 

The SM tt  mass spectrum and all relevant background 
processes reconstructed with the minimal reconstruction 
approach in the 3 jets, m

jet 
> 65 GeV channel (left) and the 4 

jets channel (right).

� m
Z'
 = m

jjlv

Three complementary algorithms for the reconstruction of the tt  invariant mass spectrum 
have been developed and their performance evaluated on fully simulated events. Two 
adaptations of classical top reconstruction algorithms allow for high signal efficiency even in 
the TeV regime (~ 18% and 5% in the m=1-2 TeV range for the minimal and full 
reconstruction approaches respectively) . The mono-jet approach has been shown to be 
efficient down to m

tt
 = 1 TeV, with a signal efficiency of ~ 9% (15%) at m=1 TeV (2 TeV).

If no deviation from the Standard Model is observed, a 95 % C.L. limit of � × BR(X � tt) = 3 
pb is expected for a resonance mass of 1 TeV after 200 pb�1 at center-of-mass energy of 10 
TeV. Approximately the same sensitivity for m=1 TeV  is expected for 1 fb-1 of data at 7 TeV.

Reference: ATLAS Collaboration, Prospects for early tt resonance searches in ATLAS, 
ATL-PHYS-PUB-2010-008. 
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Prospects for early top anti-top 
resonance  searches  in  ATLAS
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Motivation
Top anti-top resonances searches have gained increased interest in recent 
years with the anticipation of the upcoming physics programs of the Large 
Hadron Collider (LHC) experiments. The top quark A by far the heaviest 
known particle A is expected to play a crucial role in many Beyond the 
Standard Model (BSM) physics scenarios.

Feynman diagram of a top 
anti-top production in the 
lepton+jets final state: one of 
the W  bosons decays 
l e p t o n i c a l l y , t h e o t h e r 
hadronically.

Boosted tt topologies
b quark Light quarks

b 
quark

lepton

neutrino

PT

Conclusion

The mono-jet approach

by Bertrand Chapleau 
on behalf of the ATLAS Collaboration.
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In the present study, prospects for early tt 
resonance searches in ATLAS are evaluated for 
early physics runs. Results are reported from a 
full Monte-Carlo study using three different 
(m

tt
) reconstruction schemes designed to 

enhance the sensitivity in the TeV regime.
   
Two types of benchmark models were 
considered: narrow resonances (sequential Z' 
boson) and broad resonances (KK gluons). In 
all cases, only the lepton+jets final state, where 
the lepton might be an electron or a muon, was 
investigated.

One of the most challenging aspects of heavy tt resonance searches lies in 
the reconstruction and identification of boosted top quark decays. A top 
quark being produced with very high transverse momentum is a source of a 
new experimental phenomenology: its decay products become very 
collimated and leave an unusual signature in the detector.  
Different boost regimes will give rise to different event topologies. The mass 
of the heaviest jet in the event can be used to classify such topologies.

Probability that partons from a 
hadronic top decay are found 
within a �R distance of 0.8.

Reconstructed invariant mass of 
the leading jet in  pp � X � tt  � 
lepton+jets events.  

� Driving motivations:Driving motivations:
� High signal efficiency over a wide range of m

tt
� Easy and fast commissioning
� Minimize systematic biases

� Highlights:Highlights:
� Relies on a small number of observables
� No flavour tagging (b-jets)
� No attempt to reconstruct top quarks 

individually

� Jet definition: Jet definition: ATLAS Cone algorithm, R=0.4, 
calorimeter towers, jet E

T
 > 40 GeV

� Events are classified  according      
to the jet mass and the number     
of jets in the event:

� 3 jets, m
jet 

> 65 GeV
� m

tt
 = m

jjjlv
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(4 highest E

T
 jets)

ATLAS sensitivity projection (95 % 
confidence level signal cross-section limit)  
for a narrow resonance obtained from the 
minimal reconstruction approach. 

� Driving motivations:Driving motivations:
� Sensitive to the transition region
� Better control of the reducible background

� Highlights:Highlights:
� Full reconstruction of top and anti-top.
� Makes use of flavour tagging (b-jets)

� Jet definition: Jet definition: Anti-k
T
 algorithm, R=0.4, 

calorimeter towers, jet E
T
 > 20 GeV

� Events are classifed according to the     
highest invariant jet mass.
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jet
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ATLAS sensitivity projection (95 % 
confidence level signal cross-section 
limit) for a narrow resonance obtained 
from the full reconstruction approach. Reconstructed m=2 TeV Z' 

mass distribution 
Reconstructed m=1 TeV Z' 
mass distribution 

� Driving motivations:Driving motivations:
� Favor the high end of the m

tt
 spectrum 

(boosted tops) 
� Good mass resolution
� Strong handle on background.

� Highlights:Highlights:
� Relies solely on the mono-jet topology A chose a 

jet definition that enhances this topology.
� No flavour tagging (b-jets)
� Makes use of jet substructure.

� Jet definition:Jet definition: Anti-k
T
 algorithm, R=1.0, 

3D locally calibrated topological 
clusters, jet E

T
 > 200 GeV.

� Semi-leptonic top decay
� Embedded lepton A traditional isolation 

requirement inefficient. 
� Need to disentangle from soft leptons 

(especially muons) coming from B- and 
D-hadrons.

� Cut on observables probing the 
presence of a hard lepton inside the jet 
coming from the W boson decay. 

� Hadronic top decayHadronic top decay
� Decay products are fully merged � top 

monojet (single reconstructed fat jet)
� Need to disentangle from QCD high-p

T
 

jets. 
� Run the k

T
 algorithm on the jet 

constituents to extract information 
about the jet substructure.

pT
lepton

pT
cone�	R�15 GeV

pT
lepton �

1�mb
2�mvisible

2 log�plepton� j�	Rlepton, j�

Reconstructed jet mass: 
sum of massless 
constituents.

Reconstructed W candidate 
mass: invariant mass of the 
subjet pair (out of 3 subjets) 
with lowest mass.

First k
T
 splitting scale.

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a narrow resonance obtained from the 
mono-jet reconstruction approach. 

ATLAS sensitivity projection (9 5 % 
confidence level signal cross-section limit) 
for a broad resonance obtained from the 
mono-jet reconstruction approach. 

The SM tt  mass spectrum and all relevant background 
processes reconstructed with the minimal reconstruction 
approach in the 3 jets, m

jet 
> 65 GeV channel (left) and the 4 

jets channel (right).

� m
Z'
 = m

jjlv

Three complementary algorithms for the reconstruction of the tt  invariant mass spectrum 
have been developed and their performance evaluated on fully simulated events. Two 
adaptations of classical top reconstruction algorithms allow for high signal efficiency even in 
the TeV regime (~ 18% and 5% in the m=1-2 TeV range for the minimal and full 
reconstruction approaches respectively) . The mono-jet approach has been shown to be 
efficient down to m

tt
 = 1 TeV, with a signal efficiency of ~ 9% (15%) at m=1 TeV (2 TeV).

If no deviation from the Standard Model is observed, a 95 % C.L. limit of � × BR(X � tt) = 3 
pb is expected for a resonance mass of 1 TeV after 200 pb�1 at center-of-mass energy of 10 
TeV. Approximately the same sensitivity for m=1 TeV  is expected for 1 fb-1 of data at 7 TeV.

Reference: ATLAS Collaboration, Prospects for early tt resonance searches in ATLAS, 
ATL-PHYS-PUB-2010-008. 
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Figure 11. Distributions of mtt for the fully hadronic channel SR categories, used to extract the
final results. The contribution expected from a 4TeV Z′ boson, with a relative width of 1%, is
shown normalized to a cross section of 1 pb. The hatched band on the simulation represents the
uncertainty in the background prediction. The lower panel in each plot shows the pull of each
histogram bin from the SM prediction. The light (dark) gray band represents a pull of one (two)
s.d. from the predicted value.
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“Beyond” reasons:Direct search for tt resonances
Use shape of specific model 
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(a) e+jets b-tag category 1
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(b) µ+jets b-tag category 1
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(c) e+jets b-tag category 2
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(d) µ+jets b-tag category 2
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(e) e+jets b-tag category 3
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Figure 12: The mreco
t t̄

distributions, after a likelihood fit under the background-only hypothesis, for the boosted
selection. The SM background components are shown as stacked histograms. The shaded areas indicate the total
systematic uncertainties. The ratio of the data to the final fitted expectation is shown in the lower panel, open
triangles indicate that the ratio point would appear outside the panel.

26

𝜇+jets, each top candidate matches b-jet

dilepton

l+jets  
resolved  

& boosted

all had 
boosted

large t-jets

ATLASCMS

 leptonic top ΔR(lep,jet), pT(lep relative to jet)

Recognise boosted  (& resolved) top quark decays using

l+jets 
resolved  

& 
 boosted

Combine

jet mass, 3-prong/2-prong 
away from ℓ & lep-jet

jet mass, 3-prong/2-prong

&

&

all had:  2 top-jets,  ≥1 subjet matched to b-jet

Eur. Phys. J. C 78 (2018) 565

Combine

pT-dependent isolated ℓ 
1 “close” small-R jet=lep-jet 

No 
excess 
seen.  
Set 
limits  
with 
frequen
tist  
scheme 
(CLs)

Remove small-pT, wide angle radiation from jet 

mailto:fracesco.spano@cern.ch?subject=
http://cms-results.web.cern.ch/cms-results/public-results/publications/B2G-17-017/index.html
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/EXOT-2015-04/


 [TeV]Z'M
0 1 2 3 4 5 6 7

) [
pb

]
tt

→
(Z

'
Β × 

Z'
σ

4−10

3−10

2−10

1−10
1

10

210

310

410

 (13 TeV)-135.9 fb

CMS Observed
Expected
1 s.d. exp.±
2 s.d. exp.±

Z' 1% width (NLO)
Combination

 [TeV]
KK

gM
1 2 3 4 5

) [
pb

]
tt

→
KK

(g
Β × 

KKg
σ

4−10

3−10

2−10

1−10
1

10

210

310

410

 (13 TeV)-135.9 fb

CMS Observed
Expected
1 s.d. exp.±
2 s.d. exp.±

 1.3)× (LO 
kk

g
Combination

 [TeV]
KKGm

0.5 1 1.5 2 2.5 3

 B
 [p

b]
× 

σ

3−10

2−10

1−10

1

10

210

310
Expected 95% CL upper limit
Observed 95% CL upper limit

σ 1 ±Expected 95% CL upper limit 
σ 2 ±Expected 95% CL upper limit 

LO KK graviton cross section

ATLAS -1 = 13 TeV, 36.1 fbs

Figure 16: The observed and expected cross-section 95% CL upper limits on the GKK signal. The theoretical
predictions for the production cross-section times branching ratio of GKK ! tt̄ at the corresponding masses are also
shown.
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(a) 30% width
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Figure 17: The observed and expected cross-section 95% CL upper limits on the gKK signal for resonance widths of
(a) 30% and (b) 15%. The theoretical predictions for the production cross-section times branching ratio of gKK ! tt̄
at the corresponding masses are also shown.
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“narrow” resonance

excluded (TeV): 
0.5<mZ’,10%<3.8

excluded (TeV): 
0.5<mgkk <4.55 
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Figure 14: The observed and expected cross-section 95% CL upper limits on the Z 0
TC2 signal. The theoretical

predictions for the production cross-section times branching ratio of Z 0
TC2 ! tt̄ at the corresponding masses are

also shown.
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Figure 15: The observed and expected cross-section 95% CL upper limits on the (a) Z 0
DM,ax and (b) Z 0

DM,vec signals.
The theoretical predictions for the production cross-section times branching ratio of Z 0

DM ! tt̄ at the corresponding
masses are also shown.
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excluded (TeV): 
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“Beyond” reasons:Direct search for tt resonances
Exclusion regions up to mresonance ~4-5 TeV !  
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“Beyond” reasons:Looking at the future: Effective Field Theory fits

arxiv:1802.07237  & LHCTopWG discussions
• Use EFT operators producing top quarks: extend to NLO  (new operators)

Where to go?

HiggsTools Young Researchers Forum - Bruxelles 21 Oct 2015Top WG - Nov 2016 - CERN Fabio Maltoni2

the BSM ambitions of the LHC Higgs/Top/SM physics programmes can be 
recast in a simple and powerful way in terms of one statement:

L(6)
SM = L(4)

SM +
X

i

ci
⇤2

Oi + . . .

“BSM goal” of the SM LHC programme: 

determination of the couplings of the SM L up to DIM=6

The matter content of SM has been experimentally verified and evidence for 
light states is not present. 

SM measurements can always be seen as searches for deviations from the 
dim=4 SM Lagrangian predictions. More in general one can interpret 
measurements in terms of an EFT: 

The EFT approach

No new light states → Parametrize renormalisation effects (momentum divergences) 
between observed SM scale and new physics scale (BSM) as a function of SM fields

• Measure d𝜎tt,t/d{X}: separate optimisation, 
provide extended covariances  

• Combined fits to predictions

EFT couplings

• Common likelihood fit of dNtt,t/d{X} to 
predictions with uncertainties constraint

EFT couplings
measurements are by-product

& Phys.Lett.B 763 (2016) 9

Results from TopFitter Michael Russell
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Figure 3: Individual (red) and marginal (blue) 95% confidence limits on the Wilson coefficients
for each operator we consider in this fit. Figure taken from Ref. [2].

duction in the semileptonic decay channel, by merging the decay products of the hadronic top into
a fat jet, and reconstructing the top pT using HepTopTagger[8]. For pt

T < 200 GeV we perform a
standard resolved analysis. We fit the operators of Eq. (2.1) that contribute to tt̄ production to Stan-
dard Model pseudodata in both the resolved and boosted regions. Theory uncertainties are treated
as before. On the experimental side, we take statistical uncertainties corresponding to 30 fb�1 of
SM data, and assume a 20% statistical uncertainty on each bin. We then ask: what improvements
can be made on current bounds when systematic and statistical uncertainties are reduced?

The results of this analysis are shown in Fig. 4. The conclusions are quite different for the
resolved and the boosted selections. For the former, improvements can be made both by taking
more data and by reducing systematics, but reducing systematics is more important. Taking C1

u
as an example, we see that improving systematics by 10% and taking 300 fb�1 of data produces
a comparable bound to keeping current systematics and taking a tenfold larger data sample. For
the boosted case, on the other hand, we see that, at low statistics there is no gain from reducing
systematics, which merely reflects that high-pT boosted measurements are statistics limited at this
stage. Even with larger data samples, the gain to be made by reducing systematics is more modest.
This says that another input to the fit becomes important: the theoretical modelling of the high-pT

tail. Approaching 3000 fb�1, theory uncertainties will become the main driving force in improving
the top EFT fit at the LHC. Therefore, there is work to be done on both sides if the LHC is to reach
its full potential for measuring or placing limits on D = 6 operators.
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Figure 1. Residuals distributions for interpolated observable values (left) and uncertainties (right),
evaluated over all input MC runs and all observables. The 4th order polynomial parameterisation
gives the best performance and the vast majority of entries are within 5% of the explicit MC value.
The poor performance of a constant uncertainty assumption based on the median input uncertainty
is evident — since all three lines have the same normalisation, the majority of residual mismodellings
for the median approach are (far) outside the displayed 10% interval.

3.3 Fitting procedure

Our fitting procedure, briefly outlined in ref. [52], uses the Professor framework. The

first step is to construct an N -dimensional hypercube in the space of dimension six cou-

plings, compute the observables at each point in the space, and then to fit an interpolating

function f(C) that parametrises the theory prediction as a function of the Wilson coeffi-

cients C = {Ci}. This can then be used to rapidly generate theory observables for arbitrary

values of the coefficients. Motivated by the dependence of the total cross-section with a

Wilson coefficient:

σ ∼ σSM + CiσD6 + C2
i σD62 , (3.1)

the fitting function is chosen to be a second-order or higher polynomial:

fb({Ci}) = αb
0 +

∑

i

βb
iCi +

∑

i≤j

γbi,jCiCj + . . . . (3.2)

In the absence of systematic uncertainties, each observable would exactly follow a

second-order polynomial in the coefficients, and higher-order terms capture bin uncertain-

ties which modify this. The polynomial also serves as a useful check that the dimension-six

approximation is valid. By comparing eq. (3.1) with eq. (3.2), we see that the terms

quadratic in Ci are small provided that the coefficients in the interpolating function γi,j
are small. This is a more robust way to ensure validity of the dimension-six approximation

than to assume a linear fit from the start.

In practice, to minimise the interpolation uncertainty, we use up to a 4th order poly-

nomial in eq. (3.2), depending on the observable of interest. The performance of the

interpolation method is shown in figure 1, which depicts the fractional deviation of the

– 6 –

Predictions: polynomials 

EFT coefficients are consistent with zero

Measurements include 𝜎tt,t  & d𝜎tt,t/dX
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“Beyond” reasons:EFT: Constraints on top chromomagnetic moment

• Theory uncertainties (normal., scales, PDF, mtop) repeat fit, 
show maximal changes due to theory variations

48

• Top colour charge & spin→ chromomagnetic moment 
(CMDM) 

•  In EFT, new phys → dim 6 operator causing anomalous 
CMDM → alter rates, spin correlation → change ∆𝜑(
+ -): azimuthal angle in dilepton tt:  prediction available 
@NLO  as a function of CtG/𝛬2 (coupling strength/EFT scale)
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Figure 54. In the left plot, the differential tt cross sections as a function of ∆φ(ℓ, ℓ̄) at the particle
level in a fiducial phase space described in the text are shown. The points correspond to data and
vertical bars on the points give the total uncertainty. The solid lines show the NLO predictions from
the mg5 amc@nlo generator interfaced with pythia for CtG/Λ2 values of 1.0, 0.0, and −1.0TeV−2.
The lower plot displays the ratio of the theoretical predictions to the data. In the right plot, ∆χ2

values from the fit to the data in the left plot are shown as a function of CtG/Λ2. The dark curve
gives the result of the nominal fit, with the vertical dashed line giving the best-fit value. The two
horizontal dashed lines indicate the ∆χ2 values for the 68 and 95% CIs. The dark and light bands
correspond to those 68 and 95% CIs, respectively. The other curves show the ∆χ2 values for fits
that give the maximally positive and negative changes in the best-fit value when the theoretical
predictions are allowed to vary within their systematic uncertainties.

of the predictions are varied by changing the factorisation and renormalisation scales by

factors of 0.5 and 2.0 in the mg5 amc@nlo simulation. The χ2 minimisation is repeated

for all variations, and the total theoretical uncertainty is determined from the maximally

positive and negative effects on the best fit value of CtG/Λ2. In the right plot of figure 54,

the ∆χ2 as a function of CtG/Λ2 is shown. The nominal fit to the data is represented by the

solid curve with the ∆χ2 values for the 68 and 95% CIs indicated by the horizontal dashed

lines. The dark and light regions display the corresponding 68 and 95% CIs, respectively.

Since the theoretical uncertainties do not have a clear frequentist interpretation, they are

not included in the CIs. Rather, the other two curves in the figure show the results of the

fits that produce the maximally positive and negative deviations from the best-fit value

when the theoretical predictions are allowed to vary within their uncertainties.

In ref. [28], 95% CIs of −0.42 < CtG/Λ2 < 0.30TeV−2 and −0.32 < CtG/Λ2 <

0.73TeV−2 are derived using NLO predictions for the total tt cross section as a function of

CtG/Λ2 and measurements from
√
s = 8TeV CMS data [84] and

√
s = 1.96TeV Fermilab

Tevatron data [85], respectively. The CMS collaboration has previously used normalised

differential tt cross sections measured in the full phase space with 8TeV data to constrain

the top quark CMDM [86]. Using relations presented in ref. [87], these results of ref. [86]
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Figure 54. In the left plot, the differential tt cross sections as a function of ∆φ(ℓ, ℓ̄) at the particle
level in a fiducial phase space described in the text are shown. The points correspond to data and
vertical bars on the points give the total uncertainty. The solid lines show the NLO predictions from
the mg5 amc@nlo generator interfaced with pythia for CtG/Λ2 values of 1.0, 0.0, and −1.0TeV−2.
The lower plot displays the ratio of the theoretical predictions to the data. In the right plot, ∆χ2

values from the fit to the data in the left plot are shown as a function of CtG/Λ2. The dark curve
gives the result of the nominal fit, with the vertical dashed line giving the best-fit value. The two
horizontal dashed lines indicate the ∆χ2 values for the 68 and 95% CIs. The dark and light bands
correspond to those 68 and 95% CIs, respectively. The other curves show the ∆χ2 values for fits
that give the maximally positive and negative changes in the best-fit value when the theoretical
predictions are allowed to vary within their systematic uncertainties.

of the predictions are varied by changing the factorisation and renormalisation scales by

factors of 0.5 and 2.0 in the mg5 amc@nlo simulation. The χ2 minimisation is repeated

for all variations, and the total theoretical uncertainty is determined from the maximally

positive and negative effects on the best fit value of CtG/Λ2. In the right plot of figure 54,

the ∆χ2 as a function of CtG/Λ2 is shown. The nominal fit to the data is represented by the

solid curve with the ∆χ2 values for the 68 and 95% CIs indicated by the horizontal dashed

lines. The dark and light regions display the corresponding 68 and 95% CIs, respectively.

Since the theoretical uncertainties do not have a clear frequentist interpretation, they are

not included in the CIs. Rather, the other two curves in the figure show the results of the

fits that produce the maximally positive and negative deviations from the best-fit value

when the theoretical predictions are allowed to vary within their uncertainties.

In ref. [28], 95% CIs of −0.42 < CtG/Λ2 < 0.30TeV−2 and −0.32 < CtG/Λ2 <

0.73TeV−2 are derived using NLO predictions for the total tt cross section as a function of

CtG/Λ2 and measurements from
√
s = 8TeV CMS data [84] and

√
s = 1.96TeV Fermilab

Tevatron data [85], respectively. The CMS collaboration has previously used normalised

differential tt cross sections measured in the full phase space with 8TeV data to constrain

the top quark CMDM [86]. Using relations presented in ref. [87], these results of ref. [86]
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Figure 54. In the left plot, the differential tt cross sections as a function of ∆φ(ℓ, ℓ̄) at the particle
level in a fiducial phase space described in the text are shown. The points correspond to data and
vertical bars on the points give the total uncertainty. The solid lines show the NLO predictions from
the mg5 amc@nlo generator interfaced with pythia for CtG/Λ2 values of 1.0, 0.0, and −1.0TeV−2.
The lower plot displays the ratio of the theoretical predictions to the data. In the right plot, ∆χ2

values from the fit to the data in the left plot are shown as a function of CtG/Λ2. The dark curve
gives the result of the nominal fit, with the vertical dashed line giving the best-fit value. The two
horizontal dashed lines indicate the ∆χ2 values for the 68 and 95% CIs. The dark and light bands
correspond to those 68 and 95% CIs, respectively. The other curves show the ∆χ2 values for fits
that give the maximally positive and negative changes in the best-fit value when the theoretical
predictions are allowed to vary within their systematic uncertainties.

of the predictions are varied by changing the factorisation and renormalisation scales by

factors of 0.5 and 2.0 in the mg5 amc@nlo simulation. The χ2 minimisation is repeated

for all variations, and the total theoretical uncertainty is determined from the maximally

positive and negative effects on the best fit value of CtG/Λ2. In the right plot of figure 54,

the ∆χ2 as a function of CtG/Λ2 is shown. The nominal fit to the data is represented by the

solid curve with the ∆χ2 values for the 68 and 95% CIs indicated by the horizontal dashed

lines. The dark and light regions display the corresponding 68 and 95% CIs, respectively.

Since the theoretical uncertainties do not have a clear frequentist interpretation, they are

not included in the CIs. Rather, the other two curves in the figure show the results of the

fits that produce the maximally positive and negative deviations from the best-fit value

when the theoretical predictions are allowed to vary within their uncertainties.

In ref. [28], 95% CIs of −0.42 < CtG/Λ2 < 0.30TeV−2 and −0.32 < CtG/Λ2 <

0.73TeV−2 are derived using NLO predictions for the total tt cross section as a function of

CtG/Λ2 and measurements from
√
s = 8TeV CMS data [84] and

√
s = 1.96TeV Fermilab

Tevatron data [85], respectively. The CMS collaboration has previously used normalised

differential tt cross sections measured in the full phase space with 8TeV data to constrain

the top quark CMDM [86]. Using relations presented in ref. [87], these results of ref. [86]
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a function of ∆φ(ℓ, ℓ̄), in which the total cross section within the fiducial phase space is

measured, is used to constrain CtG/Λ2. The particle-level measurement in the fiducial

phase space is the most appropriate for this purpose since it does not suffer from the model

dependence introduced into the parton-level results when extrapolating to the full phase

space.

To produce predictions for the tt cross section as a function of ∆φ(ℓ, ℓ̄) and CtG/Λ2,

the model described in ref. [28] is implemented in the mg5 amc@nlo generator for the ME

calculation at NLO in QCD. The parton shower and hadronisation steps are performed by

interfacing this setup with pythia. The rivet framework [82] is used to apply the object

definitions and requirements in order to produce particle-level predictions in the fiducial

phase space identical to that of the measurements presented in this paper. The normal-

isations of the predictions are scaled with a K factor to account for the NNLO+NNLL

corrections to the inclusive tt cross section calculated in ref. [83]. However, as the accep-

tance of the fiducial phase space is calculated only at NLO precision, the normalisations

of the predictions are not fully NNLO+NNLL precise. Since the ptT distribution is poorly

modelled by the NLO generators, the predictions are additionally corrected in order to

match the ptT prediction provided in ref. [74] that corresponds to NNLO precision in QCD

and includes electroweak corrections up to α3
EW.

The upper left plot of figure 54, shows the measured differential cross section as a

function of ∆φ(ℓ, ℓ̄) along with theoretical predictions for CtG/Λ2 values of 1.0, 0.0, and

−1.0TeV−2. The high sensitivity of the normalisation of the measured differential cross

section and the smaller sensitivity of its shape to the value of CtG/Λ2 are clearly seen in

the lower panel of the left plot of figure 54, which displays the ratios of the predictions to

the measurements for the three CtG/Λ2 values. The good agreement between the data and

the CtG/Λ2 = 0.0 TeV−2 prediction corresponding to the SM is also apparent.

A χ2 minimisation technique is used to constrain CtG/Λ2. The χ2 function is defined as:

χ2(CtG/Λ
2) =

N∑

i=1

N∑

j=1

(datai − predi(CtG/Λ
2))(dataj − predj(CtG/Λ

2))Cov−1
i,j ,

where datai and predi(CtG/Λ2) are the measured and predicted differential cross section

in the ith bin, respectively, and Cov−1
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the unfolded data, confidence intervals (CIs) can be estimated from the values of CtG/Λ2

for which the ∆χ2 reaches certain values. The ∆χ2 is defined as the difference in χ2

from the χ2 at the best fit value. This procedure yields a 95% CI of −0.06 < CtG/Λ2 <

0.41TeV−2. Uncertainties arising from the theoretical predictions are separately estimated.

First, the normalisations of the predictions are varied by +5.8% and −6.2%, corresponding
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• More stringent constraint than previous measurements
Tevatron data
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•  Assume Gaussian errors → Derive 95% CL confidence interval 
by ∆𝜒2 

• Minimise 
�

2(CtG/⇤
2) = [ ~D � ~

P (CtG/⇤
2)]TCov

�1[ ~D � ~

P (CtG/⇤
2)]
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D=data, P=prediction
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Conclusions, Thoughts, Outlook

• Measurement of top quark production  is entering the precision 
(less than 10% in many cases), multi-dimensional differential era 

• Measurements of top quark mass achieve at the 0.3% (0.5%) 
level in direct (indirect) measurements : challenging the 
understanding of the mass definition


• Coupling of Higgs and top quark is directly observed: it is 
presently SM-like 


• BSM searches show that SM is valid at the O(1 TeV) region 


• EFT asserts itself as the complementary new frontier to direct 
new physics searches
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Conclusion, Thoughts  Outlook

analysis optimisation binning, unfolding scheme, 
regularisation,  selection on simulated/data events 

Standard 
Model test 

(NLO, NNLO,…) 
including full stat & 

sys: cov. 
matrix

top mass, 
𝛼s,.. 

uncertainty

PDF fit 
uncertainty

EFT fits/test 
 limits/sensitivity

independent and/or joint analyses

d𝜎tt,t/d{X} is emerging  as multi-analysis laboratory for SM/BSM 

• Opening the way to fit-based multi parameter estimation
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