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Gravitational waves (GWs)
‣ General relativity: GW are created by non-spherical 

acceleration of one or several massive objects (asymetric 
collapse, bodies in orbits or coalescing)
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Gravitational waves (GWs)
‣ General relativity: GW are created by non-spherical 

acceleration of one or several massive objects (asymetric 
collapse, bodies in orbits or coalescing)

‣Modification of distance between 2 objects:  
• Elastic deformation proportional to the distance between the 2 obj., 
• Transverse deformation: perpendicular to the direction of 

propagation (different from ripples on water !), 
• Two components of polarisation : h+ and h⨉



  LISA -   A. Petiteau  - GPU@CCIN2P3 - 3rd April 20193

Ground-based obs.: GWs detected  
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FIG. 1: The GW event GW170814 observed by LIGO Hanford, LIGO Livingston and Virgo. Times are shown from August 14, 2017,
10:30:43 UTC. Top row: SNR time series produced in low latency and used by the low-latency localization pipeline on August 14,
2017. The time series were produced by time-shifting the best-match template from the online analysis and computing the integrated
SNR at each point in time. The single-detector SNRs in Hanford, Livingston and Virgo are 7.3, 13.7 and 4.4, respectively. Second row:
Time-frequency representation of the strain data around the time of GW170814. Bottom row: Time-domain detector data (in color),
and 90% confidence intervals for waveforms reconstructed from a morphology-independent wavelet analysis [13] (light gray) and BBH
models described in the Source Properties section (dark gray), whitened by each instrument’s noise amplitude spectral density between
20Hz and 1024Hz. For this figure the data were also low-passed with a 380Hz cutoff to eliminate out-of-band noise. The whitening
emphasizes different frequency bands for each detector, which is why the reconstructed waveform amplitude evolution looks different
in each column. The left ordinate axes are normalized such that the physical strain of the wave form is accurate at 130Hz. The right
ordinate axes are in units of whitened strain, divided by the square root of the effective bandwidth (360 Hz), resulting in units of noise
standard deviations.

DETECTORS

LIGO operates two 4 km long detectors in the US,
one in Livingston, LA and one in Hanford, WA [14],
while Virgo consists of a single 3 km long detector near
Pisa, Italy [15]. Together with GEO600 located near
Hanover, Germany [16], several science runs of the initial-
era gravitational wave network were conducted through
2011. LIGO stopped observing in 2010 for the Advanced
LIGO upgrade[1]. The Advanced LIGO detectors have
been operational since 2015 [17]. They underwent a se-
ries of upgrades between the first and second observation
runs [4], and began observing again in November 2016.

Virgo stopped observing in 2011 for the Advanced Virgo
upgrade, during which many parts of the detector were re-
placed or improved [6]. Among the main changes are an
increase of the finesse of the arm-cavities, the use of heav-

ier test masses mirrors that have lower absorption and bet-
ter surface quality [18, 19]. To reduce the impact of the
coating thermal noise [20], the size of the beam in the cen-
tral part of the detector was doubled, which required mod-
ifications of the vacuum system and the input/output op-
tics [21, 22]. The recycling cavities are kept marginally
stable as in the initial Virgo configuration. The optical
benches supporting the main readout photodiodes have
been suspended and put under vacuum to reduce impact
of scattered light and acoustic noise. Cryogenic traps have
been installed to improve the vacuum level. The vibration
isolation and suspension system, already compliant with
the Advanced Virgo requirement [23, 24], has been fur-
ther improved to allow for a more robust control of the
last-stage pendulum and the accommodation of baffles to
mitigate the effect of scattered light. The test mass mirrors
are currently suspended with metallic wires. Following one
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∼100 s (calculated starting from 24 Hz) in the detectors’
sensitive band, the inspiral signal ended at 12∶41:04.4 UTC.
In addition, a γ-ray burst was observed 1.7 s after the
coalescence time [39–45]. The combination of data from
the LIGO and Virgo detectors allowed a precise sky
position localization to an area of 28 deg2. This measure-
ment enabled an electromagnetic follow-up campaign that
identified a counterpart near the galaxy NGC 4993, con-
sistent with the localization and distance inferred from
gravitational-wave data [46–50].
From the gravitational-wave signal, the best measured

combination of the masses is the chirp mass [51]
M ¼ 1.188þ0.004

−0.002M⊙. From the union of 90% credible
intervals obtained using different waveform models (see
Sec. IV for details), the total mass of the system is between
2.73 and 3.29 M⊙. The individual masses are in the broad
range of 0.86 to 2.26 M⊙, due to correlations between their
uncertainties. This suggests a BNS as the source of the
gravitational-wave signal, as the total masses of known
BNS systems are between 2.57 and 2.88 M⊙ with compo-
nents between 1.17 and ∼1.6 M⊙ [52]. Neutron stars in
general have precisely measured masses as large as 2.01#
0.04 M⊙ [53], whereas stellar-mass black holes found in
binaries in our galaxy have masses substantially greater
than the components of GW170817 [54–56].
Gravitational-wave observations alone are able to mea-

sure the masses of the two objects and set a lower limit on
their compactness, but the results presented here do not
exclude objects more compact than neutron stars such as
quark stars, black holes, or more exotic objects [57–61].
The detection of GRB 170817A and subsequent electro-
magnetic emission demonstrates the presence of matter.
Moreover, although a neutron star–black hole system is not
ruled out, the consistency of the mass estimates with the
dynamically measured masses of known neutron stars in
binaries, and their inconsistency with the masses of known
black holes in galactic binary systems, suggests the source
was composed of two neutron stars.

II. DATA

At the time of GW170817, the Advanced LIGO detec-
tors and the Advanced Virgo detector were in observing
mode. The maximum distances at which the LIGO-
Livingston and LIGO-Hanford detectors could detect a
BNS system (SNR ¼ 8), known as the detector horizon
[32,62,63], were 218 Mpc and 107 Mpc, while for Virgo
the horizon was 58 Mpc. The GEO600 detector [64] was
also operating at the time, but its sensitivity was insufficient
to contribute to the analysis of the inspiral. The configu-
ration of the detectors at the time of GW170817 is
summarized in [29].
A time-frequency representation [65] of the data from

all three detectors around the time of the signal is shown in
Fig 1. The signal is clearly visible in the LIGO-Hanford
and LIGO-Livingston data. The signal is not visible

in the Virgo data due to the lower BNS horizon and the
direction of the source with respect to the detector’s antenna
pattern.
Figure 1 illustrates the data as they were analyzed to

determine astrophysical source properties. After data col-
lection, several independently measured terrestrial contribu-
tions to the detector noise were subtracted from the LIGO
data usingWiener filtering [66], as described in [67–70]. This
subtraction removed calibration lines and 60 Hz ac power
mains harmonics from both LIGO data streams. The sensi-
tivity of the LIGO-Hanford detector was particularly
improved by the subtraction of laser pointing noise; several
broad peaks in the 150–800 Hz region were effectively
removed, increasing the BNS horizon of that detector
by 26%.

FIG. 1. Time-frequency representations [65] of data containing
the gravitational-wave event GW170817, observed by the LIGO-
Hanford (top), LIGO-Livingston (middle), and Virgo (bottom)
detectors. Times are shown relative to August 17, 2017 12∶41:04
UTC. The amplitude scale in each detector is normalized to that
detector’s noise amplitude spectral density. In the LIGO data,
independently observable noise sources and a glitch that occurred
in the LIGO-Livingston detector have been subtracted, as
described in the text. This noise mitigation is the same as that
used for the results presented in Sec. IV.

PRL 119, 161101 (2017) P HY S I CA L R EV I EW LE T T ER S week ending
20 OCTOBER 2017

161101-2
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FIG. 1: The GW event GW170814 observed by LIGO Hanford, LIGO Livingston and Virgo. Times are shown from August 14, 2017,
10:30:43 UTC. Top row: SNR time series produced in low latency and used by the low-latency localization pipeline on August 14,
2017. The time series were produced by time-shifting the best-match template from the online analysis and computing the integrated
SNR at each point in time. The single-detector SNRs in Hanford, Livingston and Virgo are 7.3, 13.7 and 4.4, respectively. Second row:
Time-frequency representation of the strain data around the time of GW170814. Bottom row: Time-domain detector data (in color),
and 90% confidence intervals for waveforms reconstructed from a morphology-independent wavelet analysis [13] (light gray) and BBH
models described in the Source Properties section (dark gray), whitened by each instrument’s noise amplitude spectral density between
20Hz and 1024Hz. For this figure the data were also low-passed with a 380Hz cutoff to eliminate out-of-band noise. The whitening
emphasizes different frequency bands for each detector, which is why the reconstructed waveform amplitude evolution looks different
in each column. The left ordinate axes are normalized such that the physical strain of the wave form is accurate at 130Hz. The right
ordinate axes are in units of whitened strain, divided by the square root of the effective bandwidth (360 Hz), resulting in units of noise
standard deviations.

DETECTORS

LIGO operates two 4 km long detectors in the US,
one in Livingston, LA and one in Hanford, WA [14],
while Virgo consists of a single 3 km long detector near
Pisa, Italy [15]. Together with GEO600 located near
Hanover, Germany [16], several science runs of the initial-
era gravitational wave network were conducted through
2011. LIGO stopped observing in 2010 for the Advanced
LIGO upgrade[1]. The Advanced LIGO detectors have
been operational since 2015 [17]. They underwent a se-
ries of upgrades between the first and second observation
runs [4], and began observing again in November 2016.

Virgo stopped observing in 2011 for the Advanced Virgo
upgrade, during which many parts of the detector were re-
placed or improved [6]. Among the main changes are an
increase of the finesse of the arm-cavities, the use of heav-

ier test masses mirrors that have lower absorption and bet-
ter surface quality [18, 19]. To reduce the impact of the
coating thermal noise [20], the size of the beam in the cen-
tral part of the detector was doubled, which required mod-
ifications of the vacuum system and the input/output op-
tics [21, 22]. The recycling cavities are kept marginally
stable as in the initial Virgo configuration. The optical
benches supporting the main readout photodiodes have
been suspended and put under vacuum to reduce impact
of scattered light and acoustic noise. Cryogenic traps have
been installed to improve the vacuum level. The vibration
isolation and suspension system, already compliant with
the Advanced Virgo requirement [23, 24], has been fur-
ther improved to allow for a more robust control of the
last-stage pendulum and the accommodation of baffles to
mitigate the effect of scattered light. The test mass mirrors
are currently suspended with metallic wires. Following one
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∼100 s (calculated starting from 24 Hz) in the detectors’
sensitive band, the inspiral signal ended at 12∶41:04.4 UTC.
In addition, a γ-ray burst was observed 1.7 s after the
coalescence time [39–45]. The combination of data from
the LIGO and Virgo detectors allowed a precise sky
position localization to an area of 28 deg2. This measure-
ment enabled an electromagnetic follow-up campaign that
identified a counterpart near the galaxy NGC 4993, con-
sistent with the localization and distance inferred from
gravitational-wave data [46–50].
From the gravitational-wave signal, the best measured

combination of the masses is the chirp mass [51]
M ¼ 1.188þ0.004

−0.002M⊙. From the union of 90% credible
intervals obtained using different waveform models (see
Sec. IV for details), the total mass of the system is between
2.73 and 3.29 M⊙. The individual masses are in the broad
range of 0.86 to 2.26 M⊙, due to correlations between their
uncertainties. This suggests a BNS as the source of the
gravitational-wave signal, as the total masses of known
BNS systems are between 2.57 and 2.88 M⊙ with compo-
nents between 1.17 and ∼1.6 M⊙ [52]. Neutron stars in
general have precisely measured masses as large as 2.01#
0.04 M⊙ [53], whereas stellar-mass black holes found in
binaries in our galaxy have masses substantially greater
than the components of GW170817 [54–56].
Gravitational-wave observations alone are able to mea-

sure the masses of the two objects and set a lower limit on
their compactness, but the results presented here do not
exclude objects more compact than neutron stars such as
quark stars, black holes, or more exotic objects [57–61].
The detection of GRB 170817A and subsequent electro-
magnetic emission demonstrates the presence of matter.
Moreover, although a neutron star–black hole system is not
ruled out, the consistency of the mass estimates with the
dynamically measured masses of known neutron stars in
binaries, and their inconsistency with the masses of known
black holes in galactic binary systems, suggests the source
was composed of two neutron stars.

II. DATA

At the time of GW170817, the Advanced LIGO detec-
tors and the Advanced Virgo detector were in observing
mode. The maximum distances at which the LIGO-
Livingston and LIGO-Hanford detectors could detect a
BNS system (SNR ¼ 8), known as the detector horizon
[32,62,63], were 218 Mpc and 107 Mpc, while for Virgo
the horizon was 58 Mpc. The GEO600 detector [64] was
also operating at the time, but its sensitivity was insufficient
to contribute to the analysis of the inspiral. The configu-
ration of the detectors at the time of GW170817 is
summarized in [29].
A time-frequency representation [65] of the data from

all three detectors around the time of the signal is shown in
Fig 1. The signal is clearly visible in the LIGO-Hanford
and LIGO-Livingston data. The signal is not visible

in the Virgo data due to the lower BNS horizon and the
direction of the source with respect to the detector’s antenna
pattern.
Figure 1 illustrates the data as they were analyzed to

determine astrophysical source properties. After data col-
lection, several independently measured terrestrial contribu-
tions to the detector noise were subtracted from the LIGO
data usingWiener filtering [66], as described in [67–70]. This
subtraction removed calibration lines and 60 Hz ac power
mains harmonics from both LIGO data streams. The sensi-
tivity of the LIGO-Hanford detector was particularly
improved by the subtraction of laser pointing noise; several
broad peaks in the 150–800 Hz region were effectively
removed, increasing the BNS horizon of that detector
by 26%.

FIG. 1. Time-frequency representations [65] of data containing
the gravitational-wave event GW170817, observed by the LIGO-
Hanford (top), LIGO-Livingston (middle), and Virgo (bottom)
detectors. Times are shown relative to August 17, 2017 12∶41:04
UTC. The amplitude scale in each detector is normalized to that
detector’s noise amplitude spectral density. In the LIGO data,
independently observable noise sources and a glitch that occurred
in the LIGO-Livingston detector have been subtracted, as
described in the text. This noise mitigation is the same as that
used for the results presented in Sec. IV.

PRL 119, 161101 (2017) P HY S I CA L R EV I EW LE T T ER S week ending
20 OCTOBER 2017

161101-2
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GW spectrum
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LISA
‣ Laser Interferometer Space Antenna 
‣ 3 spacecrafts on heliocentric orbits and distant from          

2.5 millions kilometers 
‣ Goal: detect relative distance changes of 10-21: few picometers 

LISA| Slide 9 ESA UNCLASSIFIED – For Official Use  Systems 

ORBIT 

20° 

Orbit parameters 

Initial displacement angle (IDA) 20 deg 

Distance to earth 50-65 million km 

Arm length of constellation 2.5 million km 

Inclination of constellation wrt 
ecliptic 60 deg 

Corner angles 60 deg 

Round trip time for comms 433 s 

Earth azimuth and elevation 
during science 

Az=360 deg; El=-
9.35±3 deg 

Arm length variation ±35000 km 

Arm length variation rate <10 m/s 

Breathing angle ±0.9 deg 

Breathing angle rate 5 nrad/s 

• Three SC required in free flight forming an equilateral triangle, 
no actuation during science mode (except drag free control) 

• Low perturbations environment required to achieve 
performances and limit the constellation deformation and fuel 

• No need to keep rigid geometry, though range rate (Doppler) 
and breathing angle (optics/mechanisms) shall be limited 

• Long mission duration, minimum of 4 years of science 
operations 

• High data volume generated, remain in the vicinity of the 
Earth 
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LISA
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‣ Photon flight time measurement between free-floating objects:

6

LISA



  LISA -   A. Petiteau  - GPU@CCIN2P3 - 3rd April 2019

‣ Photon flight time measurement between free-floating objects:
• Reference masses in each spacecraft only sensitive to gravity along 

measurement axis (follow geodesics)
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‣ Photon flight time measurement between free-floating objects:
• Reference masses in each spacecraft only sensitive to gravity along 

measurement axis (follow geodesics)

6

LISA

LISAPathfinder success:  
M. Armano et al. PRL 120, 061101 (2018)
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‣ Photon flight time measurement between free-floating objects:
• Reference masses in each spacecraft only sensitive to gravity along 

measurement axis (follow geodesics)
• Exchange of laser beam between spacecraft
• Interferometry at the picometer precision
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Figure 2.3: Interferometric measurement on one LISA satellite, exemplarily explained
for the horizontal OB. Light of a local laser (red) is used for transmission to the distant
S/C and to sense the space-time variation between for GW interaction. Simultaneously,
the light interfers on the local optical bench with the received weak light (wine red)
to form the science interferometer beatnote. The test mass motion is read out in the
TM interferometer using light (orange) from the adjacent optical bench transmitted
through a back-link fibre. The reference IFO directly compares local laser and adjacent
local laser. Moreover, the spacecraft is controlled by DFACS including TM position
readout and thruster actuation such that the S/C follows the test masses.

its variation due to GW is combined from three interferometric measurements:
TM-to-OB on the far spacecraft, OB-to-OB between sending and receiving S/C, and
OB-to-TM on the receiving spacecraft. This concept is called ‘split interferometry
configuration’ and we will come back to it in Sec. 2.5.

Laser light from the adjacent optical bench (orange) is used for the interferometric
TM readout. Since the benches are not rigidly connected to provide the angular
pointing flexibility of ±1¶ (Sec. 2.1.2), the OB-to-OB connection is established by
an extensile optical fibre. Laser light is transmitted through this so-called back-link
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‣ Photon flight time measurement between free-floating objects:
• Reference masses in each spacecraft only sensitive to gravity along 

measurement axis (follow geodesics)
• Exchange of laser beam between spacecraft
• Interferometry at the picometer precision
• Extract GW signals from the data
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for the horizontal OB. Light of a local laser (red) is used for transmission to the distant
S/C and to sense the space-time variation between for GW interaction. Simultaneously,
the light interfers on the local optical bench with the received weak light (wine red)
to form the science interferometer beatnote. The test mass motion is read out in the
TM interferometer using light (orange) from the adjacent optical bench transmitted
through a back-link fibre. The reference IFO directly compares local laser and adjacent
local laser. Moreover, the spacecraft is controlled by DFACS including TM position
readout and thruster actuation such that the S/C follows the test masses.

its variation due to GW is combined from three interferometric measurements:
TM-to-OB on the far spacecraft, OB-to-OB between sending and receiving S/C, and
OB-to-TM on the receiving spacecraft. This concept is called ‘split interferometry
configuration’ and we will come back to it in Sec. 2.5.

Laser light from the adjacent optical bench (orange) is used for the interferometric
TM readout. Since the benches are not rigidly connected to provide the angular
pointing flexibility of ±1¶ (Sec. 2.1.2), the OB-to-OB connection is established by
an extensile optical fibre. Laser light is transmitted through this so-called back-link
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LISA at ESA 
‣ 25/10/2016   : Call for mission 
‣ 13/01/2017   : submission of «LISA proposal» (LISA consortium)   
‣ 8/3/2017      : Phase 0 mission (CDF 8/3/17 → 5/5/17) 
‣ 20/06/2017   : LISA mission approved by SPC 
‣ 8/3/2017      : Phase 0 payload (CDF June → November 2017) 
‣ 2018→2020   : competitive phase A: 2 companies compete  
‣ 2020→2022   : B1: start industrial implementation 
‣ 2023            : mission adoption 
‣ During about 8.5 years : construction 
‣ 2030-2034     : launch Ariane 6.4 
‣ 1.5 years for transfert 
‣ 4 years of nominal mission 
‣ Possible extension to 10 years 

GW observations !
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LISA science objectives
‣ SO1: Study the formation and evolution of compact binary stars in the 

Milky Way Galaxy. 

‣ SO2: Trace the origin, growth and merger history of massive black holes 
across cosmic ages 

‣ SO3: Probe the dynamics of dense nuclear clusters using EMRIs 

‣ SO4: Understand the astrophysics of stellar origin black holes 

‣ SO5: Explore the fundamental nature of gravity and black holes 

‣ SO6: Probe the rate of expansion of the Universe 

‣ SO7: Understand stochastic GW backgrounds and their implications for 
the early Universe and TeV-scale particle physics  

‣ SO8: Search for GW bursts and unforeseen sources
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LISA data

Data Analysis of GWs

Catalogs of GWs sources 
with their waveform

Calibrations corrections

Resynchronisation (clock)

Time-Delay Interferometry 
reduction of laser noise

 3 TDI channels with 2 “ independents”
Gravitational wave sources 
emitting between 0.02mHz 

and 1 Hz

‘Survey’ type observatory

Phasemeters (carrier,  
sidebands, distance) 

+ Gravitational Refe-        
-rence Sensor  

+ Auxiliary channels 
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LISA data flow

GW sources 
- 6 x107 galactic binaries 
- 10-100/year SMBHBs 
- 10-1000/year EMRIs 
- large number of Stellar Origin 
BH binaries (LIGO/Virgo) 

- Cosmological backgrounds 
- Unknown sources 

‘Survey’ type observatory

Phasemeters (carrier,  
sidebands, distance) 

+ Gravitational Reference  
Sensor  

+ Auxiliary channels 

Data Analysis of GWs

Catalogs of GWs sources 
with their waveform

L1

L3

L2

 3 TDI channels with 2 “ independents”

Calibrations corrections

Resynchronisation (clock)

Time-Delay Interferometry 
reduction of laser noise

L0
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LISA data flow
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Distributed Data Processing 
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Super Massive Black Hole Binaries

GW sources 
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LISA data
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Others sources

GW sources 
- 6 x107 galactic binaries 
- 10-100/year SMBHBs 
- 10-1000/year EMRIs 
- large number of Stellar Origin 
BH binaries (LIGO/Virgo) 

- Cosmological backgrounds 
- Unknown sources 

?
Challenges of the LISA Data Analysis: 
- Measuring more than 200 000 
sources parameters from 2-3 time 
series, 

- Overlapping sources, 
- Taking into account the complexity 
of the instrument (noises 
subtraction, artefacts, …)
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LISA Data Processing
‣ Data volume to be stored:  

• Level L0: about 1 GB per day 
• Level L1: about 2-3 GB per day 
• Sub-product of the analysis: about few tens GB per day or more  
• Level L2 and L3: about few 10 GB per day 

=> Storages and archives are not problematic  

‣ But simulations will require some storage to be properly sized 

‣ Complexity for the DDPC is mainly in data analysis because 
the goal is to extract the parameters for a maximum number 
of sources.



  LISA -   A. Petiteau  - GPU@CCIN2P3 - 3rd April 201917

LISA Data Processing
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L2

P4

P4 L3P3.1

…

… …

Process
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Simulated

Telemetry:
+ Phasemeter
+ DFACS
+ GRS FEE
+ CGT
+ CMS
+ SciDiag
+ Housekeeping
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LISA Data Processing
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‣ First data and analysis of this kind + potential unknown sources      
=> Keep flexibility + continuous evolution         

‣ Permanent sources + transient sources  + continuous evolution of 
codes, i.e. full reprocessing phase                                                                 
=> fluctuations of the computational charge: mixed infrastructure 
(standard clusters + on demand, i.e. Cloud)

‣ Data analysis challenges: large number of mixed sources + no 
direct calibration of instrument                                           
=> need to start the studies now!  
• Simulations 
• LISA Data                                                                      

Challenge

LISA Data Processing
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Data analysis & simulations
‣ Simulations: 

• Simulations at different scales: micro-sec to years in reasonable time  
• Coherently simulate control loops, integrate discretization/

interpolation, precisions, … 

‣ Data pre-processing: clock, ranging, TDI 
‣ Data processing: extracting science  

• For the matched filtering: optimisation of likelihood computation, 
variety of samplers, possibly large number of parameters, evolving 
number of parameters, … 

• Orchestration of multiple pipelines in parallel 
• Keep track of all produced data 
• Incremental data: new data to integrate every day 
• Fast pipeline for alerts, …
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GWs in LISA data
‣ Example of simulated 

data (LISACode):  
• about 100 SMBHs, 
• Galactic binaries
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LISA Data Challenges
‣Mock LDC: 2005→2011 
‣ 2017: start of the LDC 
• Develop data analysis 
• Design the pipelines of the mission 
‣ Example of the potential data 

for LDC1
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LISA / GPU
‣ Exploration phase: 

• Speed-up of the computation of template (GW waveform + 
instrument transfert function: core part of most of the search 
algorithm (i.e. Bayesian samplers ≃ “fit”) 
- Successful first test using numba & cudapy 

• Mapping between GW sources parameters and likelihood  
• Analysis and classification of short transient using Machine 

Learning: instrument artefacts vs. GW “burst” 
• “Solving source separation problem for LISA data analysis with 

autoencoders” => Natalia Korsakova’s talk 
• …  
• Any idea is welcome !
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Conclusion
‣ LISA started: phase A for launch early 2030s 

‣ First mission of this kind => some uncertainties (number of sources, 
data quality, unknown sources …) => flexibility + continuous 
evolution + computation load fluctuations 

‣ Distributed Ground Segment: MOC + SOC + Distributed DPC 
• SOC: L0 → L1: calibration, pre-processing reducing noises 
• DDPC: L1 → L2,L3 : extract GW sources from TDI data (L1) to 

produce catalogs and science products (L2 & L3) 

‣ Challenge of the LISA data analysis: measure large number of 
parameters of overlapping sources in 3 times series ! 
• Very active field, multiple pipelines, heavy computation  
• GPUs: exploratory phase
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Thank you



  LISA -   A. Petiteau  - GPU@CCIN2P3 - 3rd April 201925

LISA Ground Segment
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Raw data
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From L0 to L1
‣ Input (L0): “raw” data from the MOC 

‣ Output (L1): TDI + all data “cleaned” 

‣ Responsibility: SOC (ESA)  

‣With Consortium support => SOC Support group 

‣ Activities / Challenges: 
• Processing —————> 

• Hardware monitoring 
• Quick-look of instrument data 
• …

- Calibration 
- Clock synchronisation  
- Ranging (estimation of delays) 
- TDI
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From L1 to L3
‣ Inputs: TDI + all data “cleaned” 
‣ Outputs: final science products (catalogs, …) 
‣ Responsibility: Consortium => DDPC 
‣ Activities: 

• Data analysis pipelines and simulation: 
- Prepare, Implement, Operate;  
- Support (LSG, SimWG, LDC) design and prototyping; 

• Define, coordinate and implement software framework and 
management structure for data and products 

• Coordinate and operate the DCCs 
• Define, implement and maintain dev. and op. environment 
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Current vision of the DDPC
‣ DDPC: unique entity responsable for the data processing (driving, 

integration of software blocks, …) 

‣ DDPC in charge of delivering L2 & L3 products + what's necessary to 
reproduce/refine the analysis (i.e. input data + software + its running 
environment + some CPU to run it).

‣ Data Computing Centres (DCC): hardware, computer rooms 
(computing and storage) taking part to the data processing activities. 

‣ The DDPC software « suite » can run on “any” DCC. 
• Software: codes (DA & Simu.) + services (LDAP, wiki, database) + OS.

‣ First solutions: 
• Separation of hardware and software: light virtualization, … 
• Collaborative development: continuous integration, … 
• Fluctuations of computing load: hybrids cluster/cloud
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Common system: dev./prod.
‣ First ideas based on a 

common system: 
• short cycle between 

dev. & prod. 
• distributed hardware 

on DCCs (Data 
Computing Centres) 

• cloud compatibility

Operators

System

DCC 1 DCC 2 DCC 3 DCC N…

Consortium 
developpers

Validated 
pipeline 1

Production 
Environment

Validated 
pipeline 2

Validated 
pipeline N…

Development 
Environment

Integrated  
proto-pipeline
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Tasks for phase A
1. Definition and detailed design of the Ground Segment part 
delivered by the Consortium => start: QUESTIONNAIRE

2. Support/Contribute to the definition of LISA Ground 
Segment with ESA => contribution to documents

3. Prototyping (benchmarking)

4. Support LISA activities (Consortium & ESA): LDC, SimWG, 
…

5. Provide services to the Consortium: Doc. Management, 
repositories, wiki, computing facilities
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Proto-DPC: basics 
‣ Development environment: in production 

• Collaborative work, reproducibility of a rapidly evolving & 
composite DA pipeline; Keep control of performance, precision, 
readability, etc   

• Use existing standard tools (version control, Continuous 
Integration, Docker) 

‣ Data basis & data model: in R&D 
• Data sharing, a lot of information (search engine, DB request, 

tree view);  
• Context: Not very big data volume for data itself but large 

number of sub-products, simulations,  … => LDC, simulations, 
LPF data 

‣ Execution environment: in R&D (singularity, …) 
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Support LISA Consortium today
‣ Simulation: 

• LISACode and LISANode: git with continuous integration, 
docker image, singularity, documentation, … 
=> realistic data used for ex for performance, pre-processing, … 

‣ Exchange: LDC database, Virtual Machine on demand 

‣ IT: Repositories, Document Management System, wikis 

‣ Coming soon: 
• Jupyter hub available soon: share scripts 
• Singularity hub: share image containing all LDC tools 
• Computing facilities (prototyping DCCs) 
• Integration of LDC DA methods submitted with responses


