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A More Scalable Method: Inter-Antenna
Communication

> When one antenna is triggered, it will query its neighboring
antenna.

» If some number of neighboring antennas are also triggered,
they will elect one master, and others will be slaves.

» The master will collect the data from all slaves and send to
the DaQ center
» This scenario need to be refined, such as:
» What if two events triggers two groups of antennas with
overlaps?
»> How to elect the master? (according to the trig timestamp?)
» Do currently available hardwares meet our requirement

(point-to-point communication, no data exchange through
switch).






