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Ab initio vs. effective approach

A-body Hamiltonian
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Ab initio approach

A-body wave-function

➟ Solve many-body Schrödinger equation in a controlled, systematically improvable way

Two main options

Effective approach
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○ Since 2010’s
○ GGF, BCC, MR-IMSRG
○ Polynomial scaling

⦿ Ab initio shell model
○ Since 2014
○ Effective interaction via CC/IMSRG
○ Mixed scaling

○ Since 1980’s

○ Factorial/exponential scaling
○ Monte Carlo, CI, …

⦿ “Exact” approaches

⦿ Approximate approaches for open-shells

Evolution of ab initio nuclear chart

○ Since 2000’s
○ SCGF, CC, IMSRG
○ Polynomial scaling

⦿ Approximate approaches for closed-shell nuclei



Self-consistent Green’s function approach

⦿ Solution of the A-body Schrödinger equation                                        achieved by

1) Rewriting it in terms of 1-, 2-, …. A-body objects G1=G, G2, … GA (Green’s functions)

2) Expanding these objects in perturbation (in practise G ➟ one-body observables, etc..)

○ Self-consistent schemes resum (infinite) subsets of perturbation-theory contributions
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Notice that the latter relationship can be also obtained from the
conjugate of Eq. (61) by using properties of Gorkov amplitudes
and self-energies. Equations (61) or (62) and their solutions are
independent of auxiliary potential U , which canceled out. This
leaves proper self-energy contributions only, which eventually
act as energy-dependent potentials. The self-energies depend,
in turn, on amplitudes U k and Vk such that Eqs. (61) or (62)
must be solved iteratively. At each iteration the chemical
potential µ must be fixed such that Eq. (18) is fulfilled, which
translates into the necessity for amplitude V to satisfy

N =
∑

a

ρaa =
∑

a,k

∣∣Vk
a

∣∣2
, (63)

where ρab is the (normal) one-body density matrix (54a).
As demonstrated in Appendix A, the spectroscopic am-

plitudes solution of Eq. (61) or (62) fulfill normalization
conditions

∑

a
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a
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−ωk
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where only the proper self-energy appears because of the
energy independence of the auxiliary potential.

B. First-order self-energies

In Fig. 1, first-order diagrams contributing to normal and
anomalous self-energies are displayed. Diagrammatic rules
appropriate to the computation of Gorkov’s propagators and
for the evaluation of self-energy diagrams are discussed in
Appendix B, while the % derivability of the presently used
truncation scheme is addressed in Sec. VI.

The four first-order self-energies diagrams are computed in
Eqs. (B8), (B10), (B12), and (B13) and read

#
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cd
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†
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∑
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ρ̃∗
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†
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where the normal (ρab) and anomalous (ρ̃ab) density matrices
have been defined in Eqs. (54).

FIG. 1. First-order normal #11 (1) (left) and anomalous #21 (1)

(right) self-energy diagrams. Double lines denote self-consistent
normal (two arrows in the same direction) and anomalous (two
arrows in opposite directions) propagators while dashed lines embody
antisymmetrized matrix elements of the NN interaction.

C. HFB limit

Neglecting higher-order contributions to the self-energy,
Eqs. (61) and (65) combine to give
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which is nothing but the HFB eigenvalue problem in the case
where time-reversal invariance is not assumed. In such a limit,
U k and Vk define the unitary Bogoliubov transformation [59]
according to

aa =
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k

U k
a βk + V̄k∗

a β
†
k , (67a)

a†
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∑

k
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a β

†
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Moreover, normalization condition (64b) reduces in this case
to the well-known HFB identity

∑
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∑
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∣∣U k
a

∣∣2 +
∑
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∣∣Vk
a
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Let us now stress that, despite the energy independence of first-
order self-energies, some fragmentation of the single-particle
strength is already accounted for at the HFB level such that
one deals with quasiparticle degrees of freedom. In particular,
one can deduce from Eq. (68) that (generalized) spectroscopic
factors defined in Eq. (51) are already smaller than one. Such
a fragmentation is an established consequence of static pairing
correlations that are explicitly treated at the HFB level through
particle number symmetry breaking.

Finally, let us underline again that, whenever higher orders
are to be included in the calculation, first-order self-energies
(65) are self-consistently modified (in particular, through
the further fragmentation of the quasiparticle strength) such
that they no longer correspond to standard Hartree-Fock and
Bogoliubov potentials, in spite of their energy independence.
They actually correspond to the energy-independent part of
the (dynamically) correlatedself-energy.

D. Second-order self-energies

Let us now discuss second-order contributions to normal
and anomalous (irreducible) self-energies.

In Figs. 2 and 3 the four types of normal and anomalous
self-energies are depicted. The evaluation of all second-order
diagrams is performed in Appendix B. Before addressing their

FIG. 2. Second-order normal self-energies #11 (2′) (left) and
#11 (2′′) (right). See Fig. 1 for conventions.
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āb̄
, (65b)

#
12 (1)
ab = 1

2

∑

cd

V̄ab̄cd̄ ρ̃cd ≡ +h̃ab, (65c)

#
21 (1)
ab = 1

2

∑

cd

V̄ ∗
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āb̄
− &∗
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Notes on Gorkov ADC(3) formalism

C. Barbieri,1, ∗ T. Duguet,2, 3, 4, † and V. Somà2, ‡

1Department of Physics, University of Surrey, Guildford GU2 7XH, UK
2CEA-Saclay, IRFU/Service de Physique Nucléaire, F-91191 Gif-sur-Yvette, France

3KU Leuven, Instituut voor Kern- en Stralingsfysica, 3001 Leuven, Belgium
4National Superconducting Cyclotron Laboratory and Department of Physics and Astronomy,

Michigan State University, East Lansing, MI 48824, USA
(Dated: March 19, 2015)

We extend Gorkov-Green’s function formalism to the algebraic diagrammatic construction scheme
at third order [ADC(3)].

I. INTRODUCTION

There are 17 topologically distinct diagrams contribut-
ing to Gorkov ADC(3), all containing three interaction
lines. One interaction line is always connected to the in-
coming propagator, another one to the outgoing propaga-
tor. The diagrams can be then divided into three classes
depending on the nature of the intermediate interaction
line (not connected to any external line):

• Class A (intermediate “particle-particle1”)

• Class B (intermediate “hole-hole”)

• Class C (intermediate “particle-hole”)

We can further label a diagram according to the posi-
tion of the “hole” line (first from the left, second or third)
in the top and bottom interaction respectively, i.e. each
diagram will be denoted with Xij , where X ∈ {A,B,C}
and {i, j} ∈ {1, 2, 3}. In Figs. 1, 2 and 3 diagrams of
class A, B and C respectively are displayed.

1
4

A33

1
2

A32 = A31

1
2

A23 = A13 A11 = A22 = A12 = A21

FIG. 1. Gorkov ADC(3) diagrams of class A

∗ c.barbieri@surrey.ac.uk
† thomas.duguet@cea.fr
‡ vittorio.soma@cea.fr

1 In Dyson language.
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FIG. 2. Gorkov ADC(3) diagrams of class B

C33 C32 C31

C23 C22 C21

C13 C12 C11

FIG. 3. Gorkov ADC(3) diagrams of class C
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p
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δ(ω + Ei − Ef ) |⟨Ψf |R(q)|Ψi⟩|
2

Σ  = + + +

ADC(1)=HF ADC(2) ADC(3) ADC(∞)=exact

⦿ Access a variety of quantities 

○ One-body GF  ➝  Ground-state properties of even-even A + spectra of odd-even neighbours

○ Two-body GF  ➝  Excited spectrum of even-even A

○ Self-energy      ➝  Optical potential for nucleon-nucleus scattering

Algebraic 
Diagrammatic 
Construction

⦿ Self-energy expansion



results when doing calculations in momentum space. So
n=6 was chosen in [73, 77]. In fact, in [73] independence of
observables for n 5. is explitely demonstrated. Other
important progress made in [73] was the introduction of a
better scheme to quantify the theoretical uncertainties. For
that, one first has to analyze the possible sources of
uncertainties (see also [78, 79]). These include (1) the
systematic uncertainty due to truncation of the chiral
expansion at a given order, (2) the uncertainty in the
knowledge of NQ LECs which govern the long-range part
of the nuclear force, (3) the uncertainty in the determination
of LECs accompanying the contact interactions; and (4)
uncertainties in the experimental data or, in the partial wave
analysis if that is used to determine the LECs. As described
above, there has been much progress in determining the NQ
LECs, so we concentrate on the first type of uncertainty. For a
given observable X p( ), where p is the center-of-mass
momentum corresponding to the considered energy, the
expansion parameter in chiral EFT is given by equation (27),
where Λ is the breakdown scale. As discussed in [73], one
should use 600 MeV- � for the cutoffs R 0.8� , 0.9 and
1.0 fm, 500- � MeV for R 1.1 fm� and 400 MeV- � V
for R 1.2� to account for the increasing amount of cutoff
artifacts. In fact, when increasing the r-space cutoff R, one
actually continuously integrates out pion physics, and the
resulting theory would gradually turn into pionless EFT if one
further softened the cutoff. Having verified this estimation of
the breakdown scale on the example of the neutron–proton
scattering total cross section at various chiral orders [73], one
is naturally led to a method that gives a conservative estimate
of the theoretical uncertainty due to the neglect of higher

orders. In this approach, one ascribes the uncertainty
X pN LO4 ( )% of a N4LO prediction X pN LO4 ( ) for an observable

X p( ), as (and similarly for lower orders)

X p Q X p

Q X p X p

Q X p X p

Q X p X p

Q X p X p

max ,
,

,

,

,

34

N LO 6 LO

4 LO NLO

3 NLO N LO

2 N LO N LO

N LO N LO

4

2

2 3

3 4

( ) ( ∣ ( )∣
∣ ( ) ( )∣
∣ ( ) ( )∣
∣ ( ) ( )∣

∣ ( ) ( )∣)
( )

% � q
q �

q �

q �

q �

where the expansion parameter Q is given by equation (27)
and the scale Λ is chosen dependent of the cutoff R as
discussed above. The resulting theoretical uncertainties for
the total cross section and the case of R=0.9 fm were found
in [80] to be consistent with the 68% degree-of-belief
intervals for EFT predictions.

The most sophisticated calculation in the two-nucleon
system is indeed the fifth-order result by Epelbaum et al [77],
which included all new two-pion exchange corrections
appearing at this order as shown in figure 6 (see also the less

Figure 5.Contributions to the effective potential of the 2N, 3N and 4N forces based on Weinberg’s power counting. Here, LO denotes leading
order, NLO next-to-leading order and so on. The various vertices according to equation (29) with 0, 1, 2, 3, 4i% � are denoted by small
circles, big circles, filled boxes, filled diamonds and open boxes, respectively. The boxes surrounding various classes of diagrams are
explained in the text. Figure courtesy of Evgeny Epelbaum.

Figure 6. Fifth-order contributions to the two-pion exchange
potential. Solid and dashed lines refer to nucleons and pions,
respectively. Solid dots denote vertices from the lowest-order NQ
effective Lagrangian. Filled rectangles, ovals and gray circles denote
the order Q4, order Q3 and order Q2 contributions to NQ scattering,
respectively.
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complete work in [81, 82]). Although three-pion exchange
formally appears at N3LO and at N4LO, it has usually been
neglected, as the (nominally) leading 3Q exchange potential at
N3LO is known to be weak compared to the two-pion
exchange [83, 84] and to have negligibly small effect on
phase shifts. However, the subleading corrections at N4LO
are enhanced due to the appearance of the LECs ci [85]. To
check the assertion that the 3Q exchange can still be neglec-
ted, the authors of [77] have carried out a N4LO fit for the
intermediate value of the cutoff of R 1.0� fm, in which the
dominant class-XIII 3Q exchange potential V3

XIII
Q from [85]

was explicitly included. No significant (not even noticeable)
changes both in the quality of the description of the Nijmegen
phase shifts and in the reproduction/predictions for obser-
vables was found. In figure 7, using the above-discussed
method of uncertainty quantification, the S-, P- and D-wave
phase shifts and the mixing angles 1� and 2� at NLO and

higher orders in the chiral expansion for R 0.9� fm are
shown. The various bands result from adding/subtracting the
estimated theoretical uncertainty to/from the calculated
results. Similar results are obtained for np scattering obser-
vables, see [77] for details.

Next, let us consider 3NFs. While providing a small
correction to the nuclear Hamiltonian as compared to the
dominant NN force, its inclusion is mandatory for quantitative
understanding of nuclear structure and reactions, for recent
reviews, see [88, 89]. Historically, the importance of the 3NF
has been pointed out already in the 1930s [90] while the first
phenomenological 3NF models date back to the 1950s.
However, in spite of extensive efforts, the spin structure of the
3NF is still poorly understood [88]. Chiral EFT indeed pro-
vides a suitable theoretical resolution to the long-standing
3NF problem. As already noted, the 3NF only appears two
orders after the leading NN interaction. At this order, there are
only three topologies contributing, see figure 8. The two-pion
exchange topology is given again in terms of the ci, as dis-
cussed in detail in [91]. The so-called D-term, which is related
to the one-pion exchange between a 4N contact term and a
further nucleon, has gained some prominence in the first
decade of this millennium, as many authors have tried to pin it
down based on a cornucopia of reactions, such as Nd Ndl
[94], NN NNQl [92, 93], NN dℓ ℓOl [95–98], d NNQ Hl
[99–101], or the spectra of light nuclei [102], see figure 9
(here, γ denotes a photon, ℓ a lepton and ℓO its corresponding
antineutrino) . This demonstrates again the power of EFT—
very different processes are related through the same LECs

Figure 7. Results for the np S-, P- and D-waves and the mixing
angles 1� , 2� up to N4LO based on the cutoff of R 0.9� fm in
comparison with the Nimjegen PWA [86] and the GWU single-
energy PWA [87]. The bands of increasing width show estimated
theoretical uncertainty at N4LO, N3LO, N2LO and NLO.

Figure 8. Topologies of the leading contributions to the chiral 3NF.
From left to right: Two-pion exchange, one-pion-exchange and 6N
contact interaction.

Figure 9. Various reactions that all are sensitive to the D-term.
Figure courtesy of Evgeny Epelbaum.
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⦿ Chiral EFT aims to provide a systematic framework to construct AN interactions (A=2, 3, …) 

○ High-energy physics unresolved  ➝  soft potentials  ➝  improved many-body convergence
○ Many-body forces and currents consistently derived

➪ Ideally: apply to the many-nucleon system (and propagate the theoretical error)

Chiral effective field theory & nuclear interactions

⦿ Main features:
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FIG. 2: Predictions for the np total cross section based on the
improved chiral NN potentials at NLO (filled squares, color
online: orange), N2LO (solid diamonds, color online: green),
N3LO (filled triangles, color online: blue) and N4LO (filled
circles, color online: red) at the laboratory energies of 50,
96, 143 and 200 MeV for the di↵erent choices of the cuto↵:
R1 = 0.8 fm, R2 = 0.9 fm, R3 = 1.0 fm, R4 = 1.1 fm and
R5 = 1.2 fm. The horizontal band refers to the result of the
NPWA with the uncertainty estimated as explained in the
text. Also shown are experimental data of Ref. [29].
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For the breakdown scale, we use the same values as in
Ref. [1], namely ⇤b = 600 MeV, 500 MeV and 400 MeV
for R = 0.8 . . . 1.0 fm, R = 1.1 fm and R = 1.2 fm, re-
spectively. The theoretical uncertainty at lower orders
is estimated in a similar way as described in detail in
[1]. Fig. 2 shows the resulting predictions for the np
total cross section at di↵erent energies and for all cut-
o↵ choices. First, we observe that the predictions based
on di↵erent values of the cuto↵ R are consistent with
each other with results corresponding to larger values
of R being less accurate due to a larger amount of cut-
o↵ artefacts. Secondly, our N4LO predictions provide
strong support for the new approach of error estimation.
In particular, the actual size of the N4LO corrections is
in a good agreement with the estimated uncertainty at
N3LO [1]. The somewhat larger N4LO contributions at
the lowest energy is to be expected and can be traced
back to the adopted fitting strategy in the 1S0 channel,
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FIG. 3: Results for the np S-, P- and D- waves and the
mixing angles ✏1, ✏2 up to N4LO based on the cuto↵ of
R = 0.9 fm in comparison with the NPWA [21] (solid dots)
and the GWU single-energy PWA [30] (open triangles). The
bands of increasing width show estimated theoretical uncer-
tainty at N4LO (color online: red), N3LO (color online: blue),
N2LO (color online: green) and NLO (color online: yellow).

see Ref. [1] for more details. Finally, our N4LO results
are in a very good agreement both with the NPWA and
with the experimental data.
The above error analysis can be carried out for any

observable of interest. Fig. 3 shows the estimated un-
certainty of the S-, P- and D-wave phase shifts and the
mixing angles ✏1 and ✏2 at NLO and higher orders in
the chiral expansion based on R = 0.9 fm. The various
bands result by adding/subtracting the estimated theo-
retical uncertainty, ±��(Elab) and ±�✏(Elab), to/from
the calculated results. Similarly, we show in Fig. 4 our
predictions for the various NN scattering observables at
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NPWA with the uncertainty estimated as explained in the
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spectively. The theoretical uncertainty at lower orders
is estimated in a similar way as described in detail in
[1]. Fig. 2 shows the resulting predictions for the np
total cross section at di↵erent energies and for all cut-
o↵ choices. First, we observe that the predictions based
on di↵erent values of the cuto↵ R are consistent with
each other with results corresponding to larger values
of R being less accurate due to a larger amount of cut-
o↵ artefacts. Secondly, our N4LO predictions provide
strong support for the new approach of error estimation.
In particular, the actual size of the N4LO corrections is
in a good agreement with the estimated uncertainty at
N3LO [1]. The somewhat larger N4LO contributions at
the lowest energy is to be expected and can be traced
back to the adopted fitting strategy in the 1S0 channel,
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FIG. 3: Results for the np S-, P- and D- waves and the
mixing angles ✏1, ✏2 up to N4LO based on the cuto↵ of
R = 0.9 fm in comparison with the NPWA [21] (solid dots)
and the GWU single-energy PWA [30] (open triangles). The
bands of increasing width show estimated theoretical uncer-
tainty at N4LO (color online: red), N3LO (color online: blue),
N2LO (color online: green) and NLO (color online: yellow).

see Ref. [1] for more details. Finally, our N4LO results
are in a very good agreement both with the NPWA and
with the experimental data.
The above error analysis can be carried out for any

observable of interest. Fig. 3 shows the estimated un-
certainty of the S-, P- and D-wave phase shifts and the
mixing angles ✏1 and ✏2 at NLO and higher orders in
the chiral expansion based on R = 0.9 fm. The various
bands result by adding/subtracting the estimated theo-
retical uncertainty, ±��(Elab) and ±�✏(Elab), to/from
the calculated results. Similarly, we show in Fig. 4 our
predictions for the various NN scattering observables at

○ A theoretical error can be, in principle, assigned to each order in the expansion



Chiral effective field theory & nuclear interactions

⦿ Renormalisability  ⟷  independence of UV physics

○ Phenomenological success
○ A posteriori error estimate

Fix-cutoff approach

○ Work in progress

○ Non-trivial impact on/from many-body approximations used

Renormalisable approach

⦿ Most commonly used power counting scheme (Weinberg PC) not renormalisable

⦿ Two alternatives:

[van Kolck, Pavon Valderrama, Long, …]

[Drissi et al. in preparation]

[e.g. Epelbaum et al. 2015]
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et al. [36] for the 1.8/2.0 (EM) interaction. Considering
the same model-space truncation eMax/E3Max = 14/16 and
harmonic-oscillator frequency h̄! = 16 MeV we find good
agreement within ≈1% for 16O: −127.2 MeV [IM-SRG(2)]
vs −128 MeV ["-CCSD(T)]; for 40Ca: −344.5 MeV vs
−348 MeV; for 48Ca: −416.1 MeV vs −419 MeV; and for
78Ni: −633.6 MeV vs −637 MeV, while there is a difference
of more than 3% for 4He (−29.2 MeV vs −28.2 MeV).

Finally, in Figs. 5 and 6 we show ground-state energies
and charge radii, respectively, for selected closed-shell nuclei
from 4He to 78Ni. Except for the neutron-rich oxygen isotopes
22,24O all calculated ground-state energies from the 1.8/2.0
(EM) interaction are in very good agreement with experiment.
Interestingly the other three interactions follow the same
pattern but are shifted by as much as 1.5 MeV/A in the case of
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FIG. 5. Systematics of the energy per nucleon E/A of closed-
shell nuclei from 4He to 78Ni calculated with the IM-SRG for the four
Hamiltonians considered. The results are compared against experi-
mental ground-state energies from the AME 2012 [40] (extrapolated
for 48,78Ni).

the 2.0/2.0 (PWA) interaction. The experimental charge radii
are enclosed by the 2.2/2.0 (EM) and 2.0/2.0 (PWA) results,
but the trend observed for the closed-shell nuclei studied in
detail already above appears to hold at least up to 78Ni. That
is, radii with 1.8–2.2/2.0 are too small, but 2.0/2.0 (PWA)
gives slightly too large radii. As in the case of ground-state
energies, the radius systematics is similar for all Hamiltonians,
with mainly only a constant shift for the different interactions.
This behavior for the ground-state energy and charge radii is
reminiscent of the Coester-like line for the saturation points of
the four Hamiltonians considered [32].

III. OPEN-SHELL ISOTOPIC CHAINS

In this section, we move beyond closed-shell systems to
explore ground- and excited-state systematics throughout a
selection of isotopic chains in the sd and pf shells, namely
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energies, the radius systematics is similar for all Hamiltonians,
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FIG. 1. (Color online) Energy per particle of neutron mat-
ter (top row) and symmetric nuclear matter (bottom row)
based on the Hebeler+ [16] and NNLOsim [6] NN and 3N
interactions (columns). Results are shown for �/⇤3N for the
interactions of Ref. [16] and ⇤NN = ⇤3N for those of Ref. [6].
For symmetric matter, the gray box denotes the saturation re-
gion, n0 = 0.164± 0.007 fm�3 and E/A = �15.86± 0.57MeV.
We also give the calculated range for the symmetry energy
Esym and its slope parameter L at n0 = 0.16 fm�3 (indicated
by the dashed vertical line).

Specifically, in this first application, we consider all con-
tributions from NN interactions up to fourth order in
MBPT (around the Hartree-Fock reference state). Contri-
butions from 3N interactions are included exactly up to
second order, including residual 3N-3N terms, which have
only been evaluated so far for contact interactions [44].
At third order, we neglect all terms that involve at least
one residual 3N contribution, whereas at fourth order we
neglect all 3N contributions. These contributions turn out
to be smaller (see discussion below). This amounts to 4,
20 = 3 ·23�4, and 24 = 39�15 diagrams at second, third,
and fourth order, respectively, with up to 21-dimensional
momentum integrals per diagram. The number of dia-
grams at third (fourth) order can be reduced by 4 (15) at
zero temperature. In comparison, a full calculation would
involve 39 · 24 = 624 fourth-order diagrams. We also eval-
uate the 4N Hartree-Fock energy, but it is generally small,
in agreement with Ref. [18].
We assess the numerical convergence of the integra-

tion by varying the number of sampling points as well as
employing two di↵erent Monte-Carlo algorithms [28], in

FIG. 2. (Color online) Correlation between the calculated
saturation density n0 and saturation energy E/A for the
Hebeler+ [16] and NNLOsim [6] NN and 3N interactions ob-
tained at second, third, and fourth order in MBPT. The values
of �/⇤3N and ⇤NN = ⇤3N, as well as the saturation region are
as in Fig. 1. The diamond refers to the NNLOsat result [1].

addition to the variance as statistical uncertainty. The
framework is remarkably e�cient due to performance opti-
mization and parallelization. Most diagrams up to fourth
order can be evaluated within about 10 minutes to a
precision of . 10 keV. The precise evaluation of a few
specific third-order diagrams involving three 3N interac-
tions requires more time due to the higher dimensionality
of the momentum integrals. However, the strength of the
present Monte-Carlo approach is that the precision can be
controlled in a systematic way using the uncertainty esti-
mates, as short runtimes are important when optimizing
nuclear interactions. For this purpose, one could start con-
straining a fit with lower accuracy around the saturation
point and then successively become more accurate.
Results for nuclear matter.– In Fig. 1 we present re-

sults for the energy per particle in symmetric nuclear
matter and neutron matter based on the Hebeler+ [16]
and NNLOsim [6] NN and 3N interactions up to fourth
order in MBPT. For symmetric matter we show the em-
pirical saturation region by a box with boundaries n0 =
0.164± 0.007 fm�3 and E/A = �15.86± 0.37± 0.2MeV
where the first uncertainties are as in Ref. [22] and we add
an additional 0.2MeV from Ref. [45]. In addition, we give
results for symmetry energy range Esym = E/N � E/A
as well as its slope parameter L = 3n0@nEsym at n0 =
0.16 fm�3. Both are predicted with narrow ranges.
The Hebeler+ interactions were obtained by a simi-

larity renormalization group evolution [46] of the N3LO
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○ Correlation with saturation properties

○ Radii ~OK only with strong underbinding

○ “Family” of SRG-evolved interactions

○ More sophisticated studies needed!
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○ NNLOsat not great e.g. in pf shell

○ Radii OK when fitted!

○ New interactions correct for overbinding

○ Producing N3LOsat not straightforward
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Regulator artefacts
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FIG. 15. Plot (a) shows the ratio R3N
SO in (43) for the 3N contact term evaluated in SNM. Plot (b) shows the same ratio R3N

SO

only now including all 3-body interactions in PNM. The trend in the ratio is very similar to plot (a). Both calculations are
done with ⇤3N = 2.0 fm�1 and n = 4.

to the third particle,

h12|V
3N
N2LO|45i =

X

�3,⌧3

Z
d3p3
(2⇡)3

n(p3)

⇥ h123|(1� P13 � P23)V
3N
N2LO|453i . (41)

For the second-order 3N RE diagram, the energy per
particle is given by

E3N
RE

N
=

1

36⇢

 6Y

i=1

X

�i

X

⌧i

Z
d3pi
(2⇡)3

�

⇥ n(p1)n(p2)n(p3)n̄(p4)n̄(p5)n̄(p6)

⇥
h123|A123V 3N

N2LO|456ih456|A123V 3N
N2LO|123i

"p1 + "p2 + "p3 � "p4 � "p5 � "p6

⇥ (2⇡)3�3(p1 + p2 + p3 � p4 � p5 � p6) . (42)

Calculations from di↵erent many-body methods (e.g.
coupled-cluster) have indicated that the DD diagram is
larger than the RE diagram [34]. As such, the RE dia-
gram is usually excluded in the normal-ordered 2-body
(NO2B) approximation for reasons of computational ef-
ficiency. If this approximation is to be well-founded, the
contribution of the DD term to the energy density should
be much larger than the RE term. That is, the ratio of
the contribution of the DD diagram to the RE diagram,

R3N
SO ⌘

E3N
DD

E3N
RE

, (43)

must be much greater than one. The assessment of the
NO2B approximation has practical consequences for cal-
culations of finite nuclei and for calculating theoretical

error bars. There are also implications for power count-
ing at finite density and the general organization of the
many-body problem.
Here we take a simplest first look at the ratio R3N

SO us-
ing only the cE 3N contact term. As a benchmark, the
ratio R3N

SO can be evaluated using dimensional regular-
ization. Assuming the subtraction point is of the same
order as kF, the ratio is found to be R3N

SO ⇡ 2 [52].
For cuto↵ regularization, we find a significant scale and

scheme dependence for R3N
SO . Evaluating R3N

SO for the cE
term in SNM8 using the MSL and MSNL regulator re-
sults in the points in Fig. 15(a). Here the ratio is plotted
against the Fermi momentum kF scaled by the cuto↵
⇤3N. Including all the N2LO 3N interactions in PNM re-
sults in the plot in Fig. 15(b). The qualitative and semi-
quantitative features of Fig. 15(a) and (b) are similar,
establishing that the inclusion of the finite-range forces
and isospin does not appreciably alter this picture.
First, R3N

SO in Fig. 15(a) exhibits an obvious scale
dependence for both schemes. Staying in a particular
scheme at a fixed density, changing the cuto↵ causes one
to move left or right on this plot. At a large cuto↵ ⇤3N

compared to kF, the particle phase space is not su�-
ciently cut o↵ and dominates over the hole phase space.
The RE diagram has one fewer hole and one extra parti-
cle compared to the DD diagram and so consequently, a
small kF/⇤3N amplifies the importance of the RE term.
Looking at Fig. 15(a) at kF/⇤3N ⇡ 0.3, the diagram ra-
tio R3N

SO is O(1) for the MSNL scheme and already less

8 The cE term vanishes in PNM for the MSNL scheme so here we
switch to using SNM.
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scribe the 3N HF phase space. Single-particle momenta
p1,p2,p3 are randomly generated using Monte Carlo
sampling and the 3N HF integrand magnitude,

I3 =|freg| k
2 j2 P 2 n(P/3� j/2� k)

⇥ n(P/3� j/2 + k) n(P/3 + j) , (39)

is then calculated for the Jacobi momenta k,j defined
in (20). The integrand magnitude is then binned in
a histogram with the moduli of the associated Jacobi
momenta, normalized by kF, plotted on the y- and x-
axes. The sampling process is then repeated and the
final distribution is normalized by the total number of
Monte Carlo iterations. As in Sec. III B, the resulting
histograms are two-dimensional with color intensity de-
noting integrand magnitudes. Note that in (39) we do
not weight the distribution by the di↵erent interactions
ci, cD, cE . Such weighting is superfluous for our purposes
as all the weightings generate similar plots (see supple-
mental material). As all the momenta in HF are on-shell,
the phase space here is unambiguously well-defined, re-
gardless of the cuto↵ or regulator. As in NN HF, unregu-
lated 3N HF serves as a touchstone to assess scale/scheme
dependence via deviations from the unregulated result.

In Fig. 13 we plot representative examples of the full
3N HF phase space for the MSL and MSNL6 scheme.
The color shows the integrand magnitude I3 for the given
regularization scheme while the contour lines indicate the
same distribution with no regulator attached to the po-
tential (freg ⌘ 1). As at NN second-order, the distribu-
tion of points in the weighted phase space is primarily
determined by the choice of regulator function.

We make a few general comments:

• The hierarchy in energy values matches the vol-
umes of the di↵erent phase spaces i.e., MSL direct
> MSNL > MSL single-exchange > MSL double-
exchange.

• The MSL direct term is unaltered as the direct di-
agram has qi = 0 for all momentum transfers.

• The central profile of the MSNL term is slightly
shifted towards smaller k. This reflects the regula-
tor cutting into the hole phase space with exponen-
tial suppression of large k, j. Note that the factor
of 3

4 in (19) means that large k will cause more
suppression compared to large j.

• The center of the MSL single-exchange histogram is
shifted towards small j and k. It also has an asym-
metric shape extending out to large |k|/ kF. This
results from the di↵erent parts of the 3N interac-
tion not being regulated identically for the di↵erent
single-exchange components.

6 We only plot the direct term for the MSNL scheme in Fig. 13(a)
as the single-exchange and double-exchange terms have the same
distribution of points with rescaled magnitudes.

• The MSL double-exchange histogram is also shifted
to small j and k but to a larger extent than the MSL
single-exchange term. As in the single-exchange
case, asymmetric features originate from the dif-
ferent momentum transfer possibilities for the two
di↵erent double-exchange components.

D. 3N Forces at Second-Order

FIG. 14. The residual (left) and normal-ordered (right)
second-order diagrams arising from 3-body forces. The NO2B
approximation discards the residual term while keeping the
normal-ordered digram.

For MBPT at finite density, there exist two types of
diagrams resulting from 3-body forces at second-order
[36, 50, 51]. These can be found by normal-ordering
the free-space second-quantized 3-body operators with
respect to a finite density reference state.7 The first
diagram is called normal-ordered or density-dependent
(DD), and is found by closing a single-particle line at
each 3-body vertex resulting in an e↵ective 2-body in-
teraction. The other diagram, called the residual (RE)
diagram, has three particles above and three holes be-
low the Fermi surface and is a true 3-body term. Both
diagrams are shown in Fig. 14.
For the DD diagram, we treat the interaction coming

from the 3N sector as an e↵ective 2-body force, so our
previously defined formula for the second-order NN en-
ergy in (33) applies,

E3N
DD

N
=

1

4⇢

 4Y

i=1

X

�i

X

⌧i

Z
d3pi
(2⇡)3

�
n(p1)n(p2)n̄(p3)n̄(p4)

⇥
h12|A12V

3N
N2LO|34ih34|A12V

3N
N2LO|12i

"p1 + "p2 � "p3 � "p4

⇥ (2⇡)3�3(p1 + p2 � p3 � p4) , (40)

where here we have added an overline to the potential to
indicate this normal-ordering prescription with respect

7 We do not consider the second-order diagram with normal-
ordered one-body interactions from the 3-body force because the
diagram vanishes at zero temperature. The 0-body term is also
not considered.
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FIG. 7. (color online) Momentum histograms of the 2-body HF integrand for the LO NN forces at kF = 1.0, 1.4, and 1.8 fm�1.
The integrand magnitude I1 in (31) for the direct CS (a), exchange CS (b), and exchange OPE (c) is plotted as a function
of the dimensionless k/ kF. µ and m on the vertical axis denote 10�6 and 10�3 respectively. All graphs are evaluated at
⇤NN = 2.0 fm�1, R0 = 1.2 fm, with n = 2.

[Dyhdalo, Furnstahl, Hebeler, Tews 2016]

○ Effects on 2N phase space

⦿ Regularisation scheme is a major source of variation among currently employed Hamiltonians 

○ Effects on 3N phase space



Emergence of magic numbers “ab initio”
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✓ Main gaps nicely emerge!✗ N = 20 overestimated

✓ Good agreement for N ≥ 28 ✗ Pairing too weak in f7/2
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[Hilaire & Girod 2007]
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Charge radii

14 16 18 20 22 24 26 28 30 32 34 36 38 40
2.9

3

3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

N

r ch
 [f

m
]

NNLOsat

Ti

Ca

Ar preliminary

14 16 18 20 22 24 26 28 30 32 34 36 38 40
2.9

3

3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

N

r ch
 [f

m
]

Ar

Ti

Ca

N3LOlnl

preliminary

34 36 38 40 42 44 46 48 50 52 54 56 58 60
-0.1

-0.05

0

0.05

0.1

0.15

0.2
Experiment
N3LO
N3LOlnl
NNLOsat

ACa

Δ
 r ch

 [f
m

]

preliminary

[Somà et al. in preparation]

○ Similar isotopic trend

○ Ca chain challenge even for NNLOsat

○ Qualitative difference in absolute

○ SRG evolution overlooked?



⦿ Unconventional depletion (“bubble”) in the centre of ρch conjectured for certain nuclei

⦿ Purely quantum mechanical effect

○ ℓ = 0 orbitals display radial distribution peaked at r = 0
○ ℓ ≠ 0 orbitals are instead suppressed at small r

○ Vacancy of s states (ℓ = 0) embedded in larger-ℓ orbitals might cause central depletion 

⦿ Conjectured associated effect on spin-orbit splitting

○ Non-zero derivative at the interior

○ Spin-orbit potential of “non-natural” sign

○ Reduction of (energy) splitting of low-ℓ spin-orbit partners

⦿ Bubbles predicted for hyper-heavy nuclei

⦿ In light/medium-mass nuclei the most promising candidate is 34Si

[Dechargé et al. 2003]

[Todd-Rutel et al. 2004, Khan et al. 2008, …]

34Si36S
d5/2

s1/2

d3/2

ρch

r

The case of 34Si



The case of 34Si

⦿ Mild central depletion predicted

[Duguet et al. 2017]

4

E [MeV] ADC(1) ADC(2) ADC(3) Experiment
34Si -84.481 -274.626 -282.938 -283.427
36S -90.007 -296.060 -305.767 -308.714

TABLE I. Experimental [39] and theoretical binding energies
(in MeV).

hr2chi1/2 [fm] ADC(1) ADC(2) ADC(3) Experiment
34Si 3.287 3.206 3.204 -
36S 3.411 3.308 3.302 3.2985 ± 0.0024

TABLE II. Experimental [39] and theoretical binding energies
(in MeV).

consistent with missing ADC(3) correlations and the in-
trinsic uncertainty of the input Hamiltonian [23, 31]. Go-
ing to ADC(3) indeed brings about 8-10 MeV additional
binding, which represents about 5% of the correlation en-
ergy generated at the ADC(2) level. Extrapolating the
pattern of reduction in the correlation energy added at
each ADC(n) order, the ADC(3) results can be safely
believed to be about 1-2 MeV (i.e. less than 1%) away
from the fully converged values. With the presently used
NNLOsat Hamiltonian, this happens to be of the order
of the di↵erence to experimental data.

C. Convergence of ground-state radii

Before addressing point-nucleon and charge density
distributions, let us focus on the integrated informa-
tion constituted by point-nucleon and charge root-mean-
square (rms) radii. In Fig. 2, the charge rms radius
hr

2
chi

1/2 of 34Si is displayed for di↵erent values of ~! and
Nmax at the ADC(2) level. As Nmax increases, the de-
pendence on ~! becomes weaker, totalling to about 2%
for Nmax = 13 for ~! 2 [16, 24]MeV.

Point-proton, point-neutron, matter and charge radii
computed at the ADC(3) level are reported in Tab. III.
Additionally, theoretical and experimental charge radii of
36S are compared in Tab. IV. It is currently a challenge
for ab initio calculations to describe both the binding
energy and the size of medium-mass nuclei at the same
time [31]. This situation lead recently to the construc-
tion of the (unconventional) NNLOsat �EFT Hamilto-
nian [23] that is presently used and that indeed improves
the situation significantly [31, 41]. The computed value

hr2pi1/2 hr2ni1/2 hr2mi1/2 hr2chi1/2
34Si 3.085 3.258 3.188 3.204
36S 3.184 3.285 3.240 3.302

TABLE III. Theoretical point-proton, point-neutron, matter
and charge rms radii (in fm) calculated from Dyson SCGF at
the ADC(3) level.

hr2chi1/2 Theory Experiment
34Si 3.204 -
36S 3.302 3.2985 ± 0.0024

TABLE IV. Experimental [40] and theoretical charge radii (in
fm).
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FIG. 2. (Color online) ADC(2) ground-state rms charge ra-
dius of 34Si as a function of the harmonic oscillator spacing
~! and for increasing size Nmax of the single-particle model
space.

hr
2
chi

1/2 = 3.302 fm in 36S is in good agreement with ex-
perimental data. Comparatively, the rms charge radius
computed from the EM Hamiltonian processed through
a SRG transformation is significantly too small, e.g. it is
predicted to be hr

2
chi

1/2 = 2.886 fm at the ADC(2) level
for � = 1.88 fm�1.

Experimental charge radii are unavailable for the un-
stable 34Si nucleus. While charge radii for stable iso-
topes can be measured by means of electron scattering,
laser spectroscopy experiments, e.g. at CRIS@ISOLDE,
currently constitutes the most appropriate way to access
charge radii of unstable nuclei with lifetimes as low as a
few milliseconds. However, Si elements have a high evap-
oration temperature and are thus extremely di�cult to
produce via ISOL techniques. Even if evaporated, they
are very reactive and can form molecules easily, which
make it highly challenging to separate the ion (Si+) to
be able to perform laser spectroscopy. In-flight facilities
such as GANIL, NSCL, RIKEN or GSI should be able
to produce high-intensity beams of Si isotopes in the fu-
ture. Once laser spectroscopy capabilities are developed,
these facilities should be in position to measure the rms
charge radius of 34Si. However, the isotope shifts in light
nuclei being very small, (very) high-resolution and high-
precision laser spectroscopy will be required [42].

4

E ADC(1) ADC(2) ADC(3) Experiment
34Si -84.481 -274.626 -282.938 -283.427
36S -90.007 -296.060 -305.767 -308.714

TABLE I. Ground-state energies (in MeV) computed within
ADC(1), ADC(2) and ADC(3) approximations. Experimen-
tal data are from Ref. [44].

long-range, e.g. mean-square radii, operators [43]. As
discussed next, however, in the present case there is lit-
tle impact of the specific value of ~! on density distri-
butions, which constitute the focus of the present paper.
Consequently, and given the lack of a well defined ex-
trapolation procedure for density distributions, the value
~! = 20MeV corresponding to the minimum of the en-
ergy forNmax = 13 is considered in the following sections.

Ground-state energies computed at various orders in
the many-body truncation scheme are compared to ex-
perimental data in Tab. I. At the ADC(2) level, theoret-
ical results are within 4% of experimental data, which is
consistent with missing ADC(3) correlations and the in-
trinsic uncertainty of the input Hamiltonian [28, 36]. Go-
ing to ADC(3) indeed brings about 8-10 MeV additional
binding, which represents about 5% of the correlation en-
ergy generated at the ADC(2) level. Extrapolating the
pattern of reduction in the correlation energy added at
each ADC(n) order, the ADC(3) results can be safely
believed to be about 1-2 MeV (i.e. less than 1%) away
from the fully converged values. With the presently used
NNLOsat Hamiltonian, this happens to be of the order
of the di↵erence to experimental data.

C. Convergence of ground-state radii

Before addressing point-nucleon and charge density
distributions, let us focus on the integrated informa-
tion constituted by point-nucleon and charge root-mean-
square (rms) radii. In Fig. 2, ADC(2) calculations of the
charge rms radius4 hr

2
chi

1/2 of 34Si are displayed for dif-
ferent values of ~! and Nmax. As Nmax increases, the
dependence on ~! becomes weaker, totalling to about
2% for Nmax = 13 for ~! 2 [16, 24]MeV. Table II reports
charge rms radii of 34Si and 36S computed within dif-
ferent many-body truncation schemes. The convergence
pattern is similar for the two nuclei, with tiny di↵erences
between ADC(2) and ADC(3) results. This indicates
that rms radii are essentially converged already at the
ADC(2) level.

4 In the present work charge radii are computed from point-proton
radii by accounting for the finite charge radii of both protons and
neutrons in addition to the Darwin-Foldy correction, see Ref. [45]
for details.
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FIG. 2. (Color online) ADC(2) ground-state rms charge ra-
dius of 34Si as a function of the harmonic oscillator spacing
~! and for increasing size Nmax of the single-particle model
space.

hr2chi1/2 ADC(1) ADC(2) ADC(3) Experiment
34Si 3.270 3.189 3.187 -
36S 3.395 3.291 3.285 3.2985 ± 0.0024

TABLE II. Charge rms radii (in fm) computed within
ADC(1), ADC(2) and ADC(3) approximations. The experi-
mental value is from Ref. [49].

It is currently a challenge for ab initio calculations
to describe both the binding energy and the size of
medium-mass nuclei at the same time [36]. This sit-
uation lead recently to the construction of the (un-
conventional) NNLOsat �EFT Hamiltonian [28] that is
presently used and that indeed improves the situation sig-
nificantly [36, 46]. The computed value hr

2
chi

1/2 = 3.285
fm in 36S is very close to the experimental measurement.
Comparatively, the rms charge radius computed from
the NN+3N400 Hamiltonian processed through a SRG
transformation is significantly too small, e.g. it is pre-
dicted to be hr

2
chi

1/2 = 2.867 fm at the ADC(2) level for
� = 1.88 fm�1.
Experimental charge radii are unavailable for the un-

stable 34Si nucleus. While charge radii for stable iso-
topes can be measured by means of electron scattering,
collinear laser spectroscopy experiments [47] currently
constitute the most appropriate way to access charge
radii of unstable nuclei with lifetimes as low as a few
milliseconds. However, Si elements are highly reactive
and require a high evaporation temperature, thus are ex-
tremely di�cult to produce and extract via ISOL tech-
niques. In-flight facilities, e.g. NSCL at Michigan State
University, are able to provide high-intensity beams of
Si isotopes. Future developments of high-resolution laser
spectroscopy experiments should enable a measure of the
rms charge radius of 34Si [48].
For completeness, point-proton, point-neutron, matter

and charge radii computed at the ADC(3) level are re-

⦿ Good reproduction of g.s. properties
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⦿ Addition and removal spectra compared to transfer and knock-out reactions

One-neutron addition One-proton knock-out

[Burgunder et al. 2014]

[Thorn et al. 1984]
[Eckle et al. 1989]Exp. data:

[Mutschler et al. 2016 (Nature Phys.)]

[Khan et al. 1985]
[Mutschler et al. 2016 (PRC)]Exp. data:

Reduction of E1/2- - E3/2- spin-
orbit splitting well reproduced

Agreement gets worse for one-
proton removal ➝  deformation?

The case of 34Si

[Duguet et al. 2017]



K spectra

[Papuga et al. 2013]

J. PAPUGA et al. PHYSICAL REVIEW C 90, 034321 (2014)

FIG. 1. (Color online) Experimental energies for 1/2+ and 3/2+

states in odd-A K isotopes. Inversion of the nuclear spin is obtained in
47,49K and reinversion back in 51K. Results are taken from [16,23–25].
Ground-state spin for 49K and 51K were established [22].

of the orbitals is driven by the monopole part of the proton-
neutron interaction, which can be decomposed into three com-
ponents: the central, vector, and tensor. Initially Otsuka et al.
[12] suggested that the evolution of the ESPEs is mainly due to
the tensor component. However, in more recent publications
[11,13,14] several authors have shown that both the tensor
term as well as the central term have to be considered.

Regarding the shell model, potassium isotopes are excellent
probes for this study, with only one proton less than the magic
number Z = 20. Nevertheless, little and especially conflicting
information is available so far for the neutron-rich potassium
isotopes. Level schemes based on the tentatively assigned spins
of the ground state were provided for 48K [15] and 49K [16]. In
addition, an extensive discussion was presented by Gaudefroy
[17] on the energy levels and configurations of N = 27,28,
and 29 isotones in the shell-model framework and compared
to the experimental observation, where available. However, the
predicted spin of 2− for 48K, is in contradiction with Iπ = (1−)
proposed by Królas et al. [15]. In addition, the nuclear spin of
the ground state of 50K was proposed to be 0− [18] in contrast
to the recent β-decay studies where it was suggested to be
1− [19]. The ground state spin-parity of 49K was tentatively
assigned to be (1/2+) by Broda et al. [16], contrary to the
earlier tentative (3/2+) assignment from β-decay spectroscopy
[20]. For 51K, the nuclear spin was tentatively assigned to be
(3/2+) by Perrot et al. [21].

Our recent hyperfine structure measurements of potassium
isotopes using the collinear laser spectroscopy technique
provided unambiguous spin values for 48–51K and gave the
answer to the question as to what happens with the proton sd
orbitals for isotopes beyond N = 28. By measuring the nuclear
spins of 49K and 51K to be 1/2 and 3/2 [22], respectively,
the evolution of these two states in the potassium isotopes
is firmly established. This is presented in Fig. 1 for isotopes
from N = 18 up to N = 32 where the inversion of the states
is observed at N = 28 followed by the reinversion back at
N = 32. In addition, we have confirmed a spin-parity 1− for
48K and 0− for 50K [26]. The measured magnetic moments
of 48–51K were not discussed in detail so far and will be
presented in this article. Additionally, based on the comparison
between experimental data and shell-model calculations, the
configuration of the ground-state wave functions will be

FIG. 2. (Color online) Schematic representation of the setup for
collinear laser spectroscopy at ISOLDE.

addressed as well. Finally, ab initio Gorkov-Green’s function
calculations of the odd-A isotopes will be discussed.

II. EXPERIMENTAL PROCEDURE

The experiment was performed at the collinear laser
spectroscopy beam line COLLAPS [27] at ISOLDE/CERN.
The radioactive ion beam was produced by 1.4-GeV protons
(beam current about 1.7 µA) impinging on a thick UCx target
(45 g/cm2). Ionization of the resulting fragments was achieved
by the surface ion source. The target and the ionizing tube
were heated to around 2000 ◦C. The accelerated ions (up to
40 kV) were mass separated by the high resolution separator
(HRS). The gas-filled Paul trap (ISCOOL) [28,29] was used
for cooling and bunching of the ions. Multiple bunches spaced
by 90 ms were generated after each proton pulse. The bunched
ions were guided to the setup for collinear laser spectroscopy
where they were superimposed with the laser. A schematic
representation of the beam line for collinear laser spectroscopy
is shown in Fig. 2.

A cw titanium:sapphire (Ti:Sa) laser was operated close
to the Doppler-shifted 4s 2S1/2 → 4p 2P1/2 transition at
769.9 nm, providing around 1 mW power into the beam
line. Stabilization of the laser system during the experiment
was ensured by locking the laser to a reference Fabry-Perot
interferometer maintained under vacuum, which in turn was
locked to a frequency stabilized helium-neon (HeNe) laser.
An applied voltage of ±10 kV on the charge exchange cell
(CEC) provided the Doppler tuning for the ions, which
were neutralized through the collisions with potassium vapor.
Scanning of the hyperfine structure (hfs) was performed by
applying an additional voltage in a range of ±500 V. The
resonance photons were recorded by four photomultiplier
tubes (PMT) placed immediately after the CEC. By gating
the signal on the PMTs to the fluorescence photons from the
bunches, the signal was only recorded for about 6 µs when
the bunches were in front of the PMTs. Consequently, the
background related to the scattered laser light was suppressed
by a factor ∼104 (6 µs/90 ms). More details about the setup
can be found in Ref. [26].

III. RESULTS

In Fig. 3 typical hyperfine spectra for 48–51K are shown.
The raw data are saved as counts versus scanning voltage. The
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⦿ Approximate/truncated methods capture correlations via an expansion in ph excitations

⦿ Open-shell nuclei are (near-)degenerate with respect to ph excitations

open-shellclosed-shell

i j

a b

i j a b

⦿ Solution: multi-determinantal or symmetry-breaking reference state 

Doubly open-shell nuclei

Pairing correlations
↕ 

Superfluidity
↕

Breaking of U(1)

Quadrupole correlations
↕

Deformation
↕

Breaking of SU(2)

○ Symmetry-breaking solution allows to lift the degeneracy

Singly open-shells Doubly open-shells

To be developed and implementedDeveloped and implemented



Tensor decomposition of many-body formalism

⦿ Two-body forces can be factorised as
Introduction pp-separable NN ph-separable NN ph-separable 3N Summary

Vlow k , NN, particle-hole channel
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(Dated: October 31, 2015)

...

I. INTRODUCTION

The concept of quasiparticle plays a key role in the
description and understanding of many-body systems. It
is at the core of Landau’s theory of Fermi liquids [1] [...]

In nuclear physics, the success of the shell model can be
interpreted in terms of weakly interacting quasiparticles.
[...]

Green’s functions provide the proper theoretical
framework for defining quasiparticles [2].

Mean free path, general relevance and recent exper-
iments.

Description of the content of the paper.

II. THEORETICAL SCHEME

A. Quasiparticles in infinite systems

In a finite N -body system the poles of the single-
particle Green’s function (GF) along the energy axis
represent the (ground-state and excited) energies of the
(N ±1) systems relative to the N -body ground state and
are usually denoted as one-particle separation or excita-
tion energies. When N increases this energy spectrum
becomes more and more degenerate and a description in
terms of isolated excitations less meaningful. In the ther-
modynamic limit the energy gap between two adjacent
excitation tends to zero, which can be mathematically
translated into the poles of the GF being transformed
into branch cuts. In this limit the spectral function be-
comes a continuous function of the energy that is typical
characterised by a smooth background and prominent
peaks. One can then identify such peaks with quasi-
particles, whose energy now represents some (coherent)
excitation of the system. The broadness of the peak can
instead be associated with the degree of de-coherence,
or lifetime, of such excitation, formally accounted for by
assigning an imaginary part to the quasiparticle energy.

The resulting complex poles are in fact not an approx-
imated tool introduced to describe the broad features of

⇤
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†
vittorio.soma@cea.fr

the spectrum. It is easy to see that in the thermodynamic
limit the single-particle propagator becomes ill-defined if
the energy is real-valued, while the introduction of a (in-
finitesimally small) imaginary energy component removes
the issue. One therefore always works, formally, with
propagators G(k,!± i⌘) where k denotes the momentum
modulus1, ! 2 R the energy and ⌘ ! 0+. Particularly
relevant are the so called advanced and retarded propa-
gators, which read in their Lehmann representation

GR/A(k,!) =

Z
d!0

2⇡

A(k,!0)

! � !0 ± i⌘
, (1)

where A(k,!) is the positive-definite spectral function.
One could think that by simply substituting ! with a
complex energy z = ER + iEI and by searching for the
poles of G(k, z), i.e. starting from the complex Dyson
equation

G�1(k, z) = z � k
2

2m
� ⌃(k, z) , (2)

and solving

vijkl =
X

a

�a g
a

ik
g
a

jl
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kl

vijkl =
X

k

X

l

X
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�a g
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ik
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jl

ER+iEI =
k
2

2m
+Re⌃(k,ER+iEI)+i Im⌃(k,ER+iEI) ,

(3)
one would access real and imaginary part of quasiparti-
cle energies and consequently detailed information about
excitations of the system. However, one can show that G
fulfils the the reflection property

G(k, z)⇤ = G(k, z⇤) , (4)

1
We consider here a homogeneous system governed by a time-

independent Hamiltonian. In this case one-body quantities like

the single-particle propagator depend only on the (relative) po-

sition modulus and time di↵erence, or their Fourier counterparts

momentum modulus and energy (see Sec. III A).
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N2 m (N    +    N)   =   mN

(➝ Singular Value Decomposition)

➪ Many-body methods require the handling (computation & storage) of large tensors

10%

[Lesinski 2013]

➪ Matrix elements of 3-body interaction represent current memory bottleneck

Use tensor decomposition techniques

⦿ Higher-order tensors: exploit techniques from applied maths (e.g. tensor hypercontraction)



Conclusions

⦿ Not so good news

⦿ Good news

○ Many-body methods mature for applications in medium-mass nuclei

○ Promising ideas for extension to heavy nuclei

○ Renormalisable approach ➝  still a long way to go?

○ Fix-cutoff approach ➝  few issues hinder full phenomenological success
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⦿ Extension of ab initio simulations to heavy nuclei

○ Extension to doubly open shell requires new formal developments

○ Computational challenges ahead: work in progress and more smart ideas needed


