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Hierarchy	versus	triviality



Why	is	the	Weak	Scale	so	much	lower	than	the	Planck	Scale	-	and	how	is	it	protected?	

More	precisely	perturbaNon	theory	with	a	higgs	scalar	is	suspect:	very	“massive	states”	
dominate	any	perturbaNve	calculaNon	to	do	with	higgs	physics.		

Actually	don’t	even	need	a	heavy	resonance:	this	can	be	true	for	some	other	rapid	change	
(in	e.g.	beta	funcNons)	at	a	high	scale.	e.g.	at	one-loop	…	suppose	some	physics	comes	in		
at	a	scale														to	complete	the	theory:	then		

The	hierarchy	problem:
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This	integral	might	be	small	if	there	are	some	symmetries:	

Higgs	is	a	Goldstone	mode	of	some	broken	global	symmetry	(like	the	pions	in	chiral	
symmetry	breaking)	with	breaking	scale	of	a	few	TeV:		

Supersymmetry	-	relates	boson	to	fermions.	Divergences	cancel	level	by	level.	
Phenomenology	requires	soe	(a.k.a.	dimensionful)	breaking.	

Scaling	symmetry	-	Higgs	is	the	Goldstone	mode	of	a	broken	scale	invariance	(a.k.a.	
dilaton)	(a	trivial	perturbaNve	example	of	this	is	the	Standard	Model	with	vanishing	higgs	
mass,	but	it	can	occur	in	nonperturbaNve	models	based	on	AdS/CFT).	

Misaligned	Supersymmetry	-	even	non-supersymmetric	non-tachyonic	strings	are	finite.															
(stringy	symmetry	when	you	sum	over	enNre	tower	of	states)	(Dienes,	Moshe,	Myers	(90’s),	
SAA+Dienes+Mavroudi)

The	hierarchy	problem:
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Scalars	lead	to	Landau	poles:	=>	the	theory	is	UV	incomplete		

But	trying	to	UV	complete	it	results	in	the	hierarchy	problem	back	again	(The	longer	I	leave	
it	the	larger														is	by	the	Nme	I	have	fixed	the	problem)			

The	triviality	problem:

⇤UV



QCD	is	(unlike	SUSY)	a	UV	complete	theory.	Why?	

1. There	is	no	hierarchy	problem:	quark	masses	are	protected	by	chiral	symmetry	

2. There	is	no	triviality	problem:	QCD	is	asympto>cally	free

Hints	from	QCD	about	UV	completness

Note	the	philosophy	of	QCD:	we	do	not	mind	masses	running	because	they	do	not	upset	the		
Gaussian	UV	fixed	point.	We	simply	measure	them	and	let	them	run.	Or	to	put	it	another	way:		
they	are	“relevant”	operators	that	are	effecNvely	zero	in	the	UV.	They	do	not	need	to	run	to		
zero	in	the	UV!	(We	also	don’t	care	too	much	about	couplings	blowing	up	in	the	IR.)
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Asympto(c	safety	in	4D	QFT	
Philosophy:	can	we	UV	complete	the	SM?



Gaussian	IR	fixed	point	=>	perturbaNve	

InteracNng	UV	fixed	point	=>	finite	anomalous	dimensions	
In	a	field	theory	replace	1/e	with	1/c	=>	some	divergences	of	marginal	

operators	(which	affect	the	fixed	point),	are	cured	and	they	stop	running		

Weinberg	et	als	proposal	for	UV	comple>ng	theories	

The	Basic	idea	of	AsymptoDc	Safety	

Figure 5: Theories on the critical surface flow (dashed lines) to a critical point in the IR.

Turning on relevant operators drives the theory away from the critical surface (solid lines),

with flow lines focussing on the (red) trajectory emanating from the critical point.

Now consider starting near a critical point and turning on the coupling to any operator

with ⇥i > d. According to (5.33) this coupling becomes smaller as the scale ⇤ is lowered,

or as we probe the theory in the IR. We say that the corresponding operator is irrelevant

since if we include it in the action then RG flow just makes us flow back to the critical

point g⇤i . Classically, we can obtain operators with arbitrarily high mass dimension by

including more and more fields and derivatives, so we expect that the critical point g⇤i sits

on an infinite dimensional surface C such that if we turn on any combination of operators

that move us along C, under RG flow we will end up back at the critical point. C is known

as the critical surface and we can think of the couplings of irrelevant operators as provided

coordinates on C, at least in the neighbourhood of g⇤i . (See figure 5.)

On the other hand, couplings with ⇥i < d grow as the scale is lowered and so are

called relevant. If our action contains vertices with relevant couplings then RG flow will

drive us away from the critical surface C as we head into the IR. Starting precisely from a

critical point and turning on a relevant operator generates what is known as a renormalized

trajectory: the RG flow emanating from the critical point. As we probe the theory at lower

and lower scales we evolve along the renormalized trajectory either forever or until we

eventually meet another23 critical point g⇤⇤i . Since each new field or derivative adds to the

dimension of an operator, in fixed space–time dimension d there will be only finitely many

22It’s a theorem that this is always true in two dimensions. It is believed to be true also in higher

dimensions, but the question is actually a current hot topic of research.
23There are a few exotic examples where the theories flow to a limiting cycle rather than a fixed point.
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Note	relevant	or	marginally	relevant	operators	sNll	have	“infiniNes”	at	the	FP	-	just	as	
quark	masses,	they	sNll	run	at	the	FP	just	like	any	other	relevant	operator:	but	being	
relevant	they	do	not	affect	the	FP.	(By	definiNon	they	become	unimportant	at	in	the	UV.)			

Irrelevant	operators:	like	z			would	disrupt	the	fixed	point	-	therefore	asymptoNcally	safe	

theories	have	to	emanate	precisely	from	UV	fixed	point	where	they	are	zero	(exactly	
renormalizable	trajectory)	

Marginal	operators:	can	be	involved	in	determining	the	UV	fixed	point	where	they	become	
exactly	marginal.	Or	can	be	marginally	relevant	(asymptoNcally	free)	or	irrelevant.	

Relevant	operators:	become	“irrelevant”	in	the	UV	but	may	determine	the	IR	fixed	point.	

Dangerously	irrelevant	operators:	grow	in	both	the	UV	and	IR	(common	in	e.g.	SUSY)	

Harmless	relevant	operators:	shrink	in	both	the	UV	and	IR	

Divide	up	the	content	of	a	theory	as	follows:

6



This	theory	has	unstable	fixed	point	at	a	=	0.	AsymptoNcally	free	if		B	>	0		

Simple	example	of	flow	-	normal	QCD:			

↵
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t = logµ/µ0

U.V.		v.	I.R.		F.P.



Turns	out	C>0,	B>0:	theory	has	stable	IR	fixed	point	at	a	=	B/C	and	unstable	one	in	UV		a	=	0	

Take	QCD	with																				and											fermions	but	very	large	numbers	of	colours+flavours	

↵

@t↵

Note	perturbaNvity:																																												

requires	many	fields	(Veneziano	limit)	with		
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But	requires	C<0,	B<0,	this	theory	has	stable	IR	fixed	point	at	a	=	0	and	unstable	UV	one	at	a	=	B/C	

Again	would	have	…	

↵

@t↵

Again	perturbaNvity	would	require		

@t↵ = �B↵2 + C↵3

B/C

At	t	->	infinity	the	coupling	ends	up	here	(and	fields	have	finite	anomalous	dimensions)		

NF ⇡ 11NC/2

Cartoon	of	a	would-be	Interac>ng	UV	FP:	

ImplemenDng	AsymptoDc	Safety	either	requires	strong	coupling	or	
many	degrees	of	freedom		



Asympto(c	safety	in	4D	QFT	(Example)



Real	situa>on	requires	several	couplings	to	realise		
LiNm	&	Sannino	’14	

Need	to	add	scalars	and	Yukawa	couplings:		
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The asymptotically safe theories of ref.[1] that we will be using here lie somewhere between
these two extremes. By choosing a theory with a weakly interacting UV fixed point we recover
the benefits of predictivity and control over the e↵ective potential, but at the same time
keep the theory under good perturbative control. This optimisation is reminiscent of the
Banks-Zaks IR fixed point [49], which can be made arbitrarily weakly interacting and hence
perturbatively tractable, in a particular (Veneziano) large-colour/large-flavour limit.

Of course this work follows on from a large body of literature that has discussed asymp-
totic safety and more generally the consequences of UV scale invariance both with and
without gravity: [48, 50–59]). (For a review see [60]). The object of this paper is to place
radiative symmetry breaking in such frameworks on the same footing as it is in the MSSM.

II. THE THEORY, UV FIXED POINT AND CRITICAL CURVE

We begin by describing the behaviour of the weakly interacting gauge-Yukawa theories
that we will be using, and in particular their phase diagrams and RG flow. Consider a
theory with SU(NC) gauge fields Aa

µ
and field strength F

a

µ⌫
(a = 1, · · · , NC), NF flavours of

fermions Qi (i = 1, · · · , NF ) in the fundamental representation, and an NF ⇥ NF complex
matrix scalar field H uncharged under the gauge group. At the fundamental level the
Lagrangian is L = LYM + LF + LY + LH + LU + LV , with
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where Tr indicates the trace over both color and flavor indices. The model has four cou-
pling constants given by the gauge coupling, the Yukawa coupling y, and the quartic scalar
couplings u and the double-trace scalar coupling v:
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We have already re-scaled the coupling constants by the appropriate powers of NC and
NF to work in the Veneziano limit. When necessary we will use a shorthand notation ↵i

with i = (g, y, h, v). As mentioned in the Introduction we will be considering the large
colour and large flavour Veneziano limit, in order to have an interacting fixed point which
is nevertheless arbitrarily weakly coupled. Therefore it is convenient to introduce a control
parameter which in the Veneziano limit is a continuous and arbitrarily small constant
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2
. (3)

Asymptotic freedom is lost for positive values of ✏.
Ref.[1] discovered a number of fixed points for this model. However there is one fixed

point that is unique in that it has only one relevant direction with the other three being
irrelevant. Since every relevant direction loses predictivity (as it is formally zero at the fixed

H is an NF ⇥NF scalar

IniNally	have																																													flavour	symmetry	U(NF )L ⇥ U(NF )R

L



Effect	of	Yukawa	….
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but	…	
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Figure 1: The renormalisation group flow of the marginal couplings from the UV fixed point and

around the critical curve, towards the Gaussian IR fixed point.

values of the renormalisation time t = lnµ/µ0 by [3, 60]
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Perturbation theory is valid for all values of t as long as ✏ is small.
Since we can access all scales through this set of solutions, the initial gauge coupling

is the only free parameter distinguishing di↵erent physical systems that flow from the UV
fixed point, and must be set by hand in accord with the measurement of the coupling at
some scale. However, as mentioned above one can simply use the gauge coupling itself to
parameterise the flow along the critical curve linking the UV interacting fixed point to the IR
non-interacting one (also known as the separatrix): it is a monotonically increasing function
of µ.

Four	’t	Hooe-like	couplings	-	flow	could	in	principle	be	four	dimensional		
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with i = (g, y, h, v). As mentioned in the Introduction we will be considering the large
colour and large flavour Veneziano limit, in order to have an interacting fixed point which
is nevertheless arbitrarily weakly coupled. Therefore it is convenient to introduce a control
parameter which in the Veneziano limit is a continuous and arbitrarily small constant
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Asymptotic freedom is lost for positive values of ✏.
Ref.[1] discovered a number of fixed points for this model. However there is one fixed

point that is unique in that it has only one relevant direction with the other three being
irrelevant. Since every relevant direction loses predictivity (as it is formally zero at the fixed
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Perturbation theory is valid for all values of t as long as ✏ is small.
Since we can access all scales through this set of solutions, the initial gauge coupling

is the only free parameter distinguishing di↵erent physical systems that flow from the UV
fixed point, and must be set by hand in accord with the measurement of the coupling at
some scale. However, as mentioned above one can simply use the gauge coupling itself to
parameterise the flow along the critical curve linking the UV interacting fixed point to the IR
non-interacting one (also known as the separatrix): it is a monotonically increasing function
of µ.
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1D	exactly	renormalisable	trajectory!	



Along	the	criNcal-curve/exact-trajectory	can	parameterise	the	flow	in	terms	of		

6

Figure 1: The renormalisation group flow of the marginal couplings from the UV fixed point and

around the critical curve, towards the Gaussian IR fixed point.

values of the renormalisation time t = lnµ/µ0 by [3, 60]

↵g(t) = ↵
⇤
g

✓
1 +W


exp

✓
�
4

3
✏↵

⇤
g
(t+ )� 1

◆�◆�1

, (6a)

↵y(t) =
6

13
↵g(t) , (6b)

↵h(t) = 3

p
23� 1

26
↵g(t) , (6c)

↵v(t) =
3
p
20 + 6

p
23� 6

p
23

26
↵g(t) , (6d)

where W is the Lambert W -function (a.k.a. the product log defined by W (z)eW (z) = z) and
 is defined by the initial condition,

↵g(0) =
↵
⇤
g

1 +W

h
e
� 4

3 ✏↵
⇤
g�1

i . (7)

Perturbation theory is valid for all values of t as long as ✏ is small.
Since we can access all scales through this set of solutions, the initial gauge coupling

is the only free parameter distinguishing di↵erent physical systems that flow from the UV
fixed point, and must be set by hand in accord with the measurement of the coupling at
some scale. However, as mentioned above one can simply use the gauge coupling itself to
parameterise the flow along the critical curve linking the UV interacting fixed point to the IR
non-interacting one (also known as the separatrix): it is a monotonically increasing function
of µ.

6

Figure 1: The renormalisation group flow of the marginal couplings from the UV fixed point and

around the critical curve, towards the Gaussian IR fixed point.

values of the renormalisation time t = lnµ/µ0 by [3, 60]

↵g(t) = ↵
⇤
g

✓
1 +W


exp

✓
�
4

3
✏↵

⇤
g
(t+ )� 1

◆�◆�1

, (6a)

↵y(t) =
6

13
↵g(t) , (6b)

↵h(t) = 3

p
23� 1

26
↵g(t) , (6c)

↵v(t) =
3
p

20 + 6
p
23� 6

p
23

26
↵g(t) , (6d)

where W is the Lambert W -function (a.k.a. the product log defined by W (z)eW (z) = z) and
 is defined by the initial condition,

↵g(0) =
↵
⇤
g

1 +W

h
e
� 4

3 ✏↵
⇤
g�1

i . (7)

Perturbation theory is valid for all values of t as long as ✏ is small.
Since we can access all scales through this set of solutions, the initial gauge coupling

is the only free parameter distinguishing di↵erent physical systems that flow from the UV
fixed point, and must be set by hand in accord with the measurement of the coupling at
some scale. However, as mentioned above one can simply use the gauge coupling itself to
parameterise the flow along the critical curve linking the UV interacting fixed point to the IR
non-interacting one (also known as the separatrix): it is a monotonically increasing function
of µ.

6

Figure 1: The renormalisation group flow of the marginal couplings from the UV fixed point and

around the critical curve, towards the Gaussian IR fixed point.

values of the renormalisation time t = lnµ/µ0 by [3, 60]

↵g(t) = ↵
⇤
g

✓
1 +W


exp

✓
�
4

3
✏↵

⇤
g
(t+ )� 1

◆�◆�1

, (6a)

↵y(t) =
6

13
↵g(t) , (6b)

↵h(t) = 3

p
23� 1

26
↵g(t) , (6c)

↵v(t) =
3
p
20 + 6

p
23� 6

p
23

26
↵g(t) , (6d)

where W is the Lambert W -function (a.k.a. the product log defined by W (z)eW (z) = z) and
 is defined by the initial condition,

↵g(0) =
↵
⇤
g

1 +W

h
e
� 4

3 ✏↵
⇤
g�1

i . (7)

Perturbation theory is valid for all values of t as long as ✏ is small.
Since we can access all scales through this set of solutions, the initial gauge coupling

is the only free parameter distinguishing di↵erent physical systems that flow from the UV
fixed point, and must be set by hand in accord with the measurement of the coupling at
some scale. However, as mentioned above one can simply use the gauge coupling itself to
parameterise the flow along the critical curve linking the UV interacting fixed point to the IR
non-interacting one (also known as the separatrix): it is a monotonically increasing function
of µ.

5

point and must be set by hand) this fixed point is of great interest. To the maximum cur-
rently achievable order in perturbation theory and properly respecting the Weyl consistency
conditions it is obtained for

↵
⇤
g
= 0.4561 ✏+ 0.7808 ✏2 +O(✏3)

↵
⇤
y
= 0.2105 ✏+ 0.5082 ✏2 +O(✏3)

↵
⇤
h
= 0.1998 ✏+ 0.5042 ✏2 +O(✏3) ,

(4)

with the leading coe�cients of ✏ corresponding to ↵
⇤
g
= 26

57✏ + . . ., ↵
⇤
y
= 4

19✏ + . . . and

↵
⇤
h
=

p
23�1
19 ✏+ . . . respectively. Note that the quartic scalar self-coupling is essential for this

fixed point to exist. The remaining double-trace scalar coupling v has two possible fixed
points, one of which is more perturbatively reliable and adds an irrelevant scaling direction
to the theory, found to be at

↵
⇤
v1 =

�6
p
23 + 4✏+ 3

p
4✏+ 6

p
23 + 4✏+ 20

4✏+ 26
↵
⇤
g
+O(↵⇤

g

2) . (5)

Numerically ↵
⇤
v1 = �0.1373 ✏ up to quadratic corrections in ✏.

In the presence of more than one relevant direction the flow from the UV would be
expected to emanate from a critical surface, however with only one relevant direction the
flow is along the critical curve shown in Fig.1 towards the IR stable Gaussian fixed point
in the infra-red, and is therefore completely determined in terms of a single parameter
which could be taken to be the gauge coupling itself. The arrows in the figure are at equal
separation in renormalisation “time”, so it is clear that the flow to the critical curve happens
much more rapidly than flow along it. In fact as discussed in Ref. [1] the relative rate of flow
is proportional to ✏. Of course for the present discussion the flow emanates precisely from
the UV fixed point of Eq.(4) marked in black, along the critical curve towards the Gaussian
IR fixed point.

In scalar field theories we must also determine if the potential is stable. Ignoring the
possible presence of relevant operators for the moment, we see that this is indeed the case
at leading order since ↵

⇤
h
+ ↵

⇤
v1 > 0, and it also the case for loop corrections as well [1, 3].

Therefore there is no Coleman-Weinberg type instability in these models, as will be shown
explicitly later in certain directions in field space. Thus the ↵

⇤
v1 perturbative fixed point is

classically viable and becomes increasingly flat in the Veneziano limit, and moreover in the
absence of relevant operators the flow never leaves the critical curve.

Having identified all the critical coupling values and the scaling dimensions it is possible
to parameterize the gauge coupling and hence the entire flow along the critical curve for any

4

The asymptotically safe theories of ref.[1] that we will be using here lie somewhere between
these two extremes. By choosing a theory with a weakly interacting UV fixed point we recover
the benefits of predictivity and control over the e↵ective potential, but at the same time
keep the theory under good perturbative control. This optimisation is reminiscent of the
Banks-Zaks IR fixed point [49], which can be made arbitrarily weakly interacting and hence
perturbatively tractable, in a particular (Veneziano) large-colour/large-flavour limit.

Of course this work follows on from a large body of literature that has discussed asymp-
totic safety and more generally the consequences of UV scale invariance both with and
without gravity: [48, 50–59]). (For a review see [60]). The object of this paper is to place
radiative symmetry breaking in such frameworks on the same footing as it is in the MSSM.

II. THE THEORY, UV FIXED POINT AND CRITICAL CURVE

We begin by describing the behaviour of the weakly interacting gauge-Yukawa theories
that we will be using, and in particular their phase diagrams and RG flow. Consider a
theory with SU(NC) gauge fields Aa

µ
and field strength F

a

µ⌫
(a = 1, · · · , NC), NF flavours of

fermions Qi (i = 1, · · · , NF ) in the fundamental representation, and an NF ⇥ NF complex
matrix scalar field H uncharged under the gauge group. At the fundamental level the
Lagrangian is L = LYM + LF + LY + LH + LU + LV , with

LYM =�
1

2
TrF µ⌫

Fµ⌫ + Tr
�
Q i /DQ

�
+ yTr

�
QH Q

�
+ Tr (@µH

†
@
µ
H)

�uTr [(H†
H)2]� v (Tr [H†

H])2 , (1)

where Tr indicates the trace over both color and flavor indices. The model has four cou-
pling constants given by the gauge coupling, the Yukawa coupling y, and the quartic scalar
couplings u and the double-trace scalar coupling v:
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g
2
NC
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y
2
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(4⇡)2
, ↵h =

uNF

(4⇡)2
, ↵v =

v N
2
F

(4⇡)2
. (2)

We have already re-scaled the coupling constants by the appropriate powers of NC and
NF to work in the Veneziano limit. When necessary we will use a shorthand notation ↵i

with i = (g, y, h, v). As mentioned in the Introduction we will be considering the large
colour and large flavour Veneziano limit, in order to have an interacting fixed point which
is nevertheless arbitrarily weakly coupled. Therefore it is convenient to introduce a control
parameter which in the Veneziano limit is a continuous and arbitrarily small constant

✏ =
NF

NC

�
11

2
. (3)

Asymptotic freedom is lost for positive values of ✏.
Ref.[1] discovered a number of fixed points for this model. However there is one fixed

point that is unique in that it has only one relevant direction with the other three being
irrelevant. Since every relevant direction loses predictivity (as it is formally zero at the fixed

At	the	fixed	point	it	is	arbitrarily	weakly	coupled,																													,		where			



Quiver	diagram	for	this	model:	
SU(NC) SU(NF )L SU(NF )R spin
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Tab. 1: Fields in the arbitrarily weakly coupled asymptotic safe fixed point of [7] .
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Fig. 1: Quiver diagram of the fixed point theory of [7]. Solid lines represent fermions, dashed lines
represent bosons.

scalars will be denoted with S̃ and H ’s1. The flavour indices i = 1...NF have three generations
of components gauged under electroweak SU(2)L and SU(2)R. However we have to be careful to
gauge the right-handed component of the electroweak gauge group in the correct way to yield the
SM spectrum. Indeed the “squarks” S̃ have their own SU(NS) flavour symmetry, and the first
two flavours also have to be charged under SU(2)R in order to give the correct PS breaking. The
simplest solution is then to identify SU(2)R = [SU(2)r ⊗ SU(2)S ]diag. This leads to hypercharge

Y =
(

2T (3)
R +B − L

)

and charge Qe.m. =
1
2

(

2T (3)
R + 2T (3)

L +B − L
)

, where T (3)
L/R = diag(12 ,−

1
2 )

and B − L is the diag(13 ,
1
3 ,

1
3 ,−1, 0, 0..., 0) generator of SU(NC).

The additional fermionic fields q, q̃ can be thought of as Higgsinos. The necessity of these
fields can be deduced from the unwanted light fermionic degrees of freedom and the fact that
chiral symmetry dictates the degrees of freedom required to remove them. Generally the allowed
couplings that generate the UV-fixed point are

LUV FP ⊃ LKE +
y√
2
Tr
[

(QH) · Q̃
]

+
ỹ√
2
Tr
[

qH†q̃
]

−
Ỹ√
2
Tr[
(

S̃ ·Q
)

q̃]−
Y√
2
Tr[
(

Q̃ · S̃†
)

q]

− u1Tr
[

H†H
]2 − u2Tr

[

H†HH†H
]

− v1Tr
[

H†H
]

Tr
[

S̃† · S̃
]

− w1Tr
[

S̃† · S̃
]2

− w2Tr
[

S̃† · S̃ S̃† · S̃
]

+mqTr (qq̃) , (1)

where the trace is over the flavour indices, the dot refers to colour contraction and the final mass
term is a contraction over the SU(Nq) indices, which is the only mass allowed by the gauging of

1 The S̃ scalars were referred to as Q̃ in [11] , but in the present context this would cause confusion.
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Towards	radia(ve	symmetry	breaking

No	Coleman-Weinberg	mechanism



The	SM	is	“classically”	scale	invariant	-	tree	level	Lagrangian	has	no	mass			

Coleman	Weinberg	mechanism	leads	to	spontaneous	breaking	at	a	scale			 
	because	the	scale	invariance	is	anomalous.	(Huge	amount	of	interest	since	2012)		

Compute	effecNve	potenNal	and	renormalize	it	

CW MECHANISM
Assume classical scale invariance is a principle
) Tree level lagrangian without dimensionful terms
Scale symmetry is broken by quantum effects
Example: complex scalar coupled to U(1) gauge boson
Compute effective potential and renormalize it

Veff =
�

4!
|�|4 +

3g4

64⇡2 |�|
4
✓

log
|�|

µ
�

25
6

◆
@2V
@�2 |�=0 = 0

@4V
@�4 |�=µ = �

We imposed by hand no generation of mass terms!
Minimization leads to dimensional transmutation

h�i = µe
11
6 �

4⇡2�
9g4

Ratio of mass over vev is a prediction of the model

m2
� =

@V2

@�2 |�=h�i

m2
�

h�i2 =
3g4

8⇡2

) Cannot work in SM

Can classical symmetry be a guiding principle in a UV complete theory?

Alberto Mariotti (IPPP Durham) GMESB 3-02-2014 8 / 23

Recap	of	the	idea



HeurisDcally	seems	unlikely	to	work	from	a	UV	fixed	point:	CW	is	all	about	IR	scale	

invariance	where	z=0	-	which	is	why	it	is	a	strange	starNng	point	for	solving	the	problems	

of	large	UV	thresholds.	

Proof	(already	shown	numerically	by	LiNm,	Mojaza,	Sannino	but	can	see	it	analyNcally):																

for	example	choose	the	real	trace	direcNon	…
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III. SYMMETRY BREAKING

What happens when we add a classically relevant operator to such a system, in particular
of course a mass-squared term for the scalar H? As described in the Introduction, as long
as the operator remains relevant at the quantum level we do not expect it to a↵ect the UV
fixed point, and its status will therefore be equivalent to that of chiral symmetry breaking
mass-terms in QCD, in the sense that it is a parameter which is set at the initial RG scale
by physical measurement. There is no question of uncontrolled UV sensitivity because we
know that the theory is exactly conformal precisely at the UV fixed point (this is of course
the central assumption which unlike the CW mechanism is now motivated by a genuine
symmetry). On the other hand being a relevant operator it will divert the flow away from the
IR fixed point. In the current context this flow is precisely the seed for radiative symmetry
breaking.

A. A simple example

There are a number of di↵erent relevant operators that one might consider adding to the
theory that can contribute to symmetry breaking. They are distinguished by whether or
not they explictly break the SU(NF )L ⇥ SU(NF )R flavour symmetry of the theory. To be
concrete we will first consider the mass term,

V �
m

2
�

4NF

�
Tr(H +H

†)
�2

, (8)

which explicitly breaks the flavour symmetry to the diagonal, U(NF )L ⇥ U(NF )R !

SU(NF )diag and picks out just the scalar component of the trace.
Generally, the RG flow will be on a critical surface whose dimensionality is given by the

number of relevant operators (plus one), but if this flavour breaking operator is the dominant
one, the flow and stability may be analysed in terms of the corresponding normalised Higgs
along its direction,

H =
�

p
2NF

NF⇥NF , (9)

where � is real. We will for the moment restrict our attention to only this direction in field
space and assume that a negative m2

�
will ultimately be responsible for symmetry breaking –

in the next subsection we will focus on the main point of the paper, which is that a positive
m

2
�
operator radiatively causes instability in other directions.
First let us deal with the quartic part of the classical potential of the theory, which along

the � direction reads

V
(4)
class

=
4⇡2

N
2
F

(↵h + ↵v)�
4
. (10)

Hence we define the e↵ective quartic coupling,

� = 32⇡2 3

N
2
F

(↵h + ↵v) . (11)
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in the next subsection we will focus on the main point of the paper, which is that a positive
m

2
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operator radiatively causes instability in other directions.
First let us deal with the quartic part of the classical potential of the theory, which along

the � direction reads
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In the absence of m
2
�
the potential is stable at tree-level, and one can also confirm the

one-loop stability [3]. This essentially rules out the CW form of radiative breaking, be-
cause it is not possible perturbatively to take these theories to a limit in which the crucial
M(�)4 logM(�)2 terms are dominant. Indeed using the results of the Appendix, the entire
one-loop potential along the � direction is

V =
�

4!
�
4 +

m
2
�

2
�
2 +

1

64⇡2

✓
m

2
�
+

�

2
�
2

◆2
 
log

m
2
�
+ �

2�
2

µ2
�

3

2

!

�
(4⇡)2

4NFNC

↵
2
y
�
4

✓
log

(4⇡)2↵y�
2

p
NFNCµ

2
�

3

2

◆

+
(N2

F
� 1)

64⇡2

⇣


2
�
2
⌘2✓

log


2�
2

µ2
�

3

2

◆
+

N
2
F

64⇡2

✓
�

6
�
2

◆2
 
log

�

6�
2

µ2
�

3

2

!
. (13)

The crucial aspect of this expression is that the last line, which contains the contributions
from all the orthogonal higgs scalars and pseudoscalars that get a mass, are according to
eqs.(11) and (12), suppressed by order ↵v and ↵h with respect to the leading term, despite
the factor of N2

F
. From one point of view this is of course desirable since it ensures that

the theory remains perturbative, but it also means that these terms are not able to play
o↵ against the tree-level term in order to create a minimum (in contrast with the original
CW mechanism which without the constraint of having to be on a renormalisable trajectory
could freely set � ⇠ ↵

2
e
). It would of course be interesting to find theories where one could

(by varying a parameter such as m2
�
) go continuously to CW radiative symmetry breaking.

As promised therefore, symmetry breaking, if it occurs at all, must be driven by the
mass-squared. Its evolution may be treated in the same way as for any other coupling in a
perturbative theory. It is useful for our later treatment of more complicated flavour structure,
to have the relevant expressions to hand of the various contributions to the RG flow. For
this reason (and to be careful about signs and establish conventions) let us summarise the
general framework for a theory of scalars � with generic �

n couplings as

�
(n) =

@
n
V

@�n
, (14)

where of course for the mass-squared we will take n = 2, so at the risk of confusion �
(2)

⌘ m
2
�
.

The main equation to solve is the Callan-Symanzik equation for the n-point Green’s function,
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(n)
eff
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where t = log(�/µ0), corresponding to invariance under changes in the cut-o↵ µ0, of the
coupling �

(n)
eff

(�/µ0) that one calculates directly in the e↵ective field theory.
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mass-squared. Its evolution may be treated in the same way as for any other coupling in a
perturbative theory. It is useful for our later treatment of more complicated flavour structure,
to have the relevant expressions to hand of the various contributions to the RG flow. For
this reason (and to be careful about signs and establish conventions) let us summarise the
general framework for a theory of scalars � with generic �

n couplings as

�
(n) =

@
n
V

@�n
, (14)

where of course for the mass-squared we will take n = 2, so at the risk of confusion �
(2)

⌘ m
2
�
.

The main equation to solve is the Callan-Symanzik equation for the n-point Green’s function,
✓
�

@

@t
+ �̄

@

@�(n)
� n�̄

◆
�
(n)
eff

= 0 , (15)

where t = log(�/µ0), corresponding to invariance under changes in the cut-o↵ µ0, of the
coupling �

(n)
eff

(�/µ0) that one calculates directly in the e↵ective field theory.



EffecNvely		

Also	define		

7

III. SYMMETRY BREAKING

What happens when we add a classically relevant operator to such a system, in particular
of course a mass-squared term for the scalar H? As described in the Introduction, as long
as the operator remains relevant at the quantum level we do not expect it to a↵ect the UV
fixed point, and its status will therefore be equivalent to that of chiral symmetry breaking
mass-terms in QCD, in the sense that it is a parameter which is set at the initial RG scale
by physical measurement. There is no question of uncontrolled UV sensitivity because we
know that the theory is exactly conformal precisely at the UV fixed point (this is of course
the central assumption which unlike the CW mechanism is now motivated by a genuine
symmetry). On the other hand being a relevant operator it will divert the flow away from the
IR fixed point. In the current context this flow is precisely the seed for radiative symmetry
breaking.

A. A simple example

There are a number of di↵erent relevant operators that one might consider adding to the
theory that can contribute to symmetry breaking. They are distinguished by whether or
not they explictly break the SU(NF )L ⇥ SU(NF )R flavour symmetry of the theory. To be
concrete we will first consider the mass term,
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�
Tr(H +H

†)
�2

, (8)

which explicitly breaks the flavour symmetry to the diagonal, U(NF )L ⇥ U(NF )R !

SU(NF )diag and picks out just the scalar component of the trace.
Generally, the RG flow will be on a critical surface whose dimensionality is given by the

number of relevant operators (plus one), but if this flavour breaking operator is the dominant
one, the flow and stability may be analysed in terms of the corresponding normalised Higgs
along its direction,

H =
�

p
2NF

NF⇥NF , (9)

where � is real. We will for the moment restrict our attention to only this direction in field
space and assume that a negative m2

�
will ultimately be responsible for symmetry breaking –

in the next subsection we will focus on the main point of the paper, which is that a positive
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2
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operator radiatively causes instability in other directions.
First let us deal with the quartic part of the classical potential of the theory, which along
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one-loop stability [3]. This essentially rules out the CW form of radiative breaking, be-
cause it is not possible perturbatively to take these theories to a limit in which the crucial
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The crucial aspect of this expression is that the last line, which contains the contributions
from all the orthogonal higgs scalars and pseudoscalars that get a mass, are according to
eqs.(11) and (12), suppressed by order ↵v and ↵h with respect to the leading term, despite
the factor of N2

F
. From one point of view this is of course desirable since it ensures that

the theory remains perturbative, but it also means that these terms are not able to play
o↵ against the tree-level term in order to create a minimum (in contrast with the original
CW mechanism which without the constraint of having to be on a renormalisable trajectory
could freely set � ⇠ ↵

2
e
). It would of course be interesting to find theories where one could

(by varying a parameter such as m2
�
) go continuously to CW radiative symmetry breaking.

As promised therefore, symmetry breaking, if it occurs at all, must be driven by the
mass-squared. Its evolution may be treated in the same way as for any other coupling in a
perturbative theory. It is useful for our later treatment of more complicated flavour structure,
to have the relevant expressions to hand of the various contributions to the RG flow. For
this reason (and to be careful about signs and establish conventions) let us summarise the
general framework for a theory of scalars � with generic �

n couplings as

�
(n) =
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n
V

@�n
, (14)

where of course for the mass-squared we will take n = 2, so at the risk of confusion �
(2)

⌘ m
2
�
.

The main equation to solve is the Callan-Symanzik equation for the n-point Green’s function,
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where t = log(�/µ0), corresponding to invariance under changes in the cut-o↵ µ0, of the
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(�/µ0) that one calculates directly in the e↵ective field theory.
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The crucial aspect of this expression is that the last line, which contains the contributions
from all the orthogonal higgs scalars and pseudoscalars that get a mass, are according to
eqs.(11) and (12), suppressed by order ↵v and ↵h with respect to the leading term, despite
the factor of N2
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. From one point of view this is of course desirable since it ensures that
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CW mechanism which without the constraint of having to be on a renormalisable trajectory
could freely set � ⇠ ↵
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(by varying a parameter such as m2
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) go continuously to CW radiative symmetry breaking.

As promised therefore, symmetry breaking, if it occurs at all, must be driven by the
mass-squared. Its evolution may be treated in the same way as for any other coupling in a
perturbative theory. It is useful for our later treatment of more complicated flavour structure,
to have the relevant expressions to hand of the various contributions to the RG flow. For
this reason (and to be careful about signs and establish conventions) let us summarise the
general framework for a theory of scalars � with generic �

n couplings as
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SU(NF )diag and picks out just the scalar component of the trace.
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number of relevant operators (plus one), but if this flavour breaking operator is the dominant
one, the flow and stability may be analysed in terms of the corresponding normalised Higgs
along its direction,
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where � is real. We will for the moment restrict our attention to only this direction in field
space and assume that a negative m2

�
will ultimately be responsible for symmetry breaking –

in the next subsection we will focus on the main point of the paper, which is that a positive
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The bars indicate division by 1 + �: as we will work to one-loop for the evolution of
the mass-squareds, they will ultimately be dropped. For n = 2 this gives the anomalous
dimension as

�̄ = �
1

2

@ logZ

@t
, (16)

where the renormalized fields scale as � !
p
Z(t)�, hence Z = exp(�2

R
�̄ dt).

In order to solve (15) we identify �̄ as the t-derivative of a running coupling �(t) which
must be found by solving

�̄ =
d�

(n)(t)

dt
=

@�
(n)
eff

@t
+ n�̄�

(n)
, (17)

with the functional form of the RHS being determined by perturbation theory and eq.(16).
The solution for �(n)

eff
is then given in terms of this coupling, by

�
(n)
eff

= �
(n)(t)Zn/2

. (18)

In SUSY for example the t-derivative of �
(n)
eff

is zero to all orders due to the non-
renormalization theorem, and eq.(18) simply says that �(n)(t) / Z

�n/2: the renormalisation
of any coupling including masses is multiplicative (thereby solving the hierarchy problem)
since it comes entirely from absorbing wave-function renormalization. On the other hand in
pure ��

4 theory one has � = 0 at one-loop and the renormalization of � is dominated by
the e↵ective potential.

In the present context we require the anomalous dimension of H to one-loop: it will be
denoted by � and is simply [61]

� = ↵y . (19)

In addition to the field renormalisation piece, there is a contribution to the running from
the cross-term in the one-loop potential, of the form
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m

2
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�
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✓
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�t

16⇡2

◆
, (20)

where � ⌘ �
(4) is the quartic coupling. (When we come to discuss radiatively induced

breaking later on, this will be the crucial contribution.) As m
2
�
is the only coupling with

classical dimension, there can be no other contributions to the mass-squared terms at one-
loop, as is indeed apparent from eq.(13). Thus to one-loop (and dropping the bars)

�m
2
�

= m
2
�
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�

16⇡2
+ 2�

◆
, (21)

and inserting eq.(11) gives

1

m
2
�
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2
�

= 2↵y +
6

N
2
F

(↵v + ↵h) . (22)

Anomalous	dimension	of	fields	

t-dependence	in	one-loop	calcula>on	of	V	
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One can conclude that in the Veneziano limit the mass-squared renormalization is dominated
by the anomalous dimension of the fields and the individual cross-terms die away as 1/N2

F
.

Moreover the beta function is always positive indicating that the operator grows (in absolute
terms) in the UV but of course always remains relevant3.

Substituting the solutions in eq.(6) we obtain

1

m
2
�

�m
2
�

= f↵g , (23)

where

f =
12

13


1 +

3

4N2
F

✓q
20 + 6

p
23� 1�

p
23

◆�
. (24)

In the Veneziano limit we find f ⇡ 0.92, with the mass-squared growing in the UV as

m
2
�

UV
�! m�(0)

2

✓
µ

µ0

◆f↵
⇤
g

. (25)

Of course the reason this does not disrupt the fixed point is that for parametrically small
↵
⇤
g
⇠ ✏ the m

2
�
coupling grows much more slowly than µ

2 itself. On the other hand the
physical mass shrinks in the IR since ↵g(t) ! 0 there. Indeed integrating eq.(23) gives the
solution

m
2
�
(t) = m

2
�
(0) exp


f

Z
t

0

↵gdt

�

= m
2
�
(0)!� 3f

4✏ , (26)

where

! =
↵
⇤
g
/↵g(t)� 1

↵⇤
g
/↵g(0)� 1

. (27)

We arrive at a purely perturbative description of the evolution of the mass-squared:

m
2
�
(t) = m

2
⇤

✓
↵
⇤
g

↵g

� 1

◆� 3f
4✏

IR
�! m

2
⇤

✓
↵g

↵⇤
g

◆ 3f
4✏

, (28)

where the invariant mass-squared parameter is

m
2
⇤ = m

2
�
(0)

�
↵
⇤
g
/↵g(0)� 1

� 3f
4✏ . (29)

Note that m2
⇤ is independent of the arbitrary energy scale µ0 corresponding to t = 0 at which

the flow started. Therefore each m
2
⇤ parameter defines a unique trajectory for m2

�
(t), and the

totality of possible flows defines a two-dimensional critical surface in (g, y, u, v,m2
�
)-space.

The importance of eq.(28) is that (in accord with the whole philosophy of the renormalisation
group) one may now dispense with µ0 and describe the flow entirely in terms of the RG
invariants m⇤, ↵

⇤
g
, and the running coupling ↵g(t). As was the case for the classically

3 in the technical sense, and hence not relevant in the colloquial sense.

i.e.	mass-squared	scales	with	the	gauge	coupling	like	all	the	marginal	couplings	…	

(                                      )

Solve	Callan	Symanzik	eqn	for	them	as	usual	=>
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of any coupling including masses is multiplicative (thereby solving the hierarchy problem)
since it comes entirely from absorbing wave-function renormalization. On the other hand in
pure ��

4 theory one has � = 0 at one-loop and the renormalization of � is dominated by
the e↵ective potential.

In the present context we require the anomalous dimension of H to one-loop: it will be
denoted by � and is simply [62]

� = ↵y . (39)

In addition to the field renormalisation piece, there is a contribution to the running from
the cross-term in the one-loop potential, of the form

V �
m

2
�

2
�
2

✓
1 +

�t

16⇡2

◆
, (40)

where � ⌘ �
(4) is the quartic coupling. (When we come to discuss radiatively induced

breaking later on, this will be the crucial contribution.) As m
2
� is the only coupling with

classical dimension, there can be no other contributions to the mass-squared terms at one-
loop, as is indeed apparent from eq.(33). Thus to one-loop (and dropping the bars)

�m2
�

= m
2
�

✓
�

16⇡2
+ 2�

◆
, (41)

and inserting eq.(31) gives

1

m
2
�

�m2
�

= 2↵y +
6

N
2
F

(↵v + ↵h) . (42)

One can conclude that in the Veneziano limit the mass-squared renormalization is dominated
by the anomalous dimension of the fields and the individual cross-terms die away as 1/N2

F .
Moreover the beta function is always positive indicating that the operator grows (in absolute
terms) in the UV but of course always remains relevant2.

Substituting the solutions in eq.(26) we obtain

1

m
2
�

�m2
�

= f↵g , (43)

where

f =
12

13


1 +

3

4N2
F

✓q
20 + 6

p
23� 1�

p
23

◆�
. (44)

In the Veneziano limit we find f ⇡ 0.92, with the mass-squared growing in the UV as

m
2
�

UV
�! m�(0)

2

✓
µ

µ0

◆f↵⇤
g

. (45)

2 in the technical sense, and hence not relevant in the colloquial sense.
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2 in the technical sense, and hence not relevant in the colloquial sense.



in	the	end	…

10

One can conclude that in the Veneziano limit the mass-squared renormalization is dominated
by the anomalous dimension of the fields and the individual cross-terms die away as 1/N2

F
.

Moreover the beta function is always positive indicating that the operator grows (in absolute
terms) in the UV but of course always remains relevant3.

Substituting the solutions in eq.(6) we obtain

1

m
2
�

�m
2
�

= f↵g , (23)

where

f =
12

13


1 +

3

4N2
F

✓q
20 + 6

p
23� 1�

p
23

◆�
. (24)

In the Veneziano limit we find f ⇡ 0.92, with the mass-squared growing in the UV as

m
2
�

UV
�! m�(0)

2

✓
µ

µ0

◆f↵
⇤
g

. (25)

Of course the reason this does not disrupt the fixed point is that for parametrically small
↵
⇤
g
⇠ ✏ the m

2
�
coupling grows much more slowly than µ

2 itself. On the other hand the
physical mass shrinks in the IR since ↵g(t) ! 0 there. Indeed integrating eq.(23) gives the
solution

m
2
�
(t) = m

2
�
(0) exp


f

Z
t

0

↵gdt

�

= m
2
�
(0)!� 3f

4✏ , (26)

where

! =
↵
⇤
g
/↵g(t)� 1

↵⇤
g
/↵g(0)� 1

. (27)

We arrive at a purely perturbative description of the evolution of the mass-squared:

m
2
�
(t) = m

2
⇤

✓
↵
⇤
g

↵g

� 1

◆� 3f
4✏

IR
�! m

2
⇤

✓
↵g

↵⇤
g

◆ 3f
4✏

, (28)

where the invariant mass-squared parameter is

m
2
⇤ = m

2
�
(0)

�
↵
⇤
g
/↵g(0)� 1

� 3f
4✏ . (29)

Note that m2
⇤ is independent of the arbitrary energy scale µ0 corresponding to t = 0 at which

the flow started. Therefore each m
2
⇤ parameter defines a unique trajectory for m2

�
(t), and the

totality of possible flows defines a two-dimensional critical surface in (g, y, u, v,m2
�
)-space.

The importance of eq.(28) is that (in accord with the whole philosophy of the renormalisation
group) one may now dispense with µ0 and describe the flow entirely in terms of the RG
invariants m⇤, ↵

⇤
g
, and the running coupling ↵g(t). As was the case for the classically

3 in the technical sense, and hence not relevant in the colloquial sense.
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Note that m2
⇤ is independent of the arbitrary energy scale µ0 corresponding to t = 0 at which

the flow started. Therefore each m
2
⇤ parameter defines a unique trajectory for m2
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(t), and the

totality of possible flows defines a two-dimensional critical surface in (g, y, u, v,m2
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)-space.

The importance of eq.(28) is that (in accord with the whole philosophy of the renormalisation
group) one may now dispense with µ0 and describe the flow entirely in terms of the RG
invariants m⇤, ↵

⇤
g
, and the running coupling ↵g(t). As was the case for the classically

3 in the technical sense, and hence not relevant in the colloquial sense.
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point and must be set by hand) this fixed point is of great interest. To the maximum cur-
rently achievable order in perturbation theory and properly respecting the Weyl consistency
conditions it is obtained for

↵
⇤
g
= 0.4561 ✏+ 0.7808 ✏2 +O(✏3)

↵
⇤
y
= 0.2105 ✏+ 0.5082 ✏2 +O(✏3)

↵
⇤
h
= 0.1998 ✏+ 0.5042 ✏2 +O(✏3) ,

(4)

with the leading coe�cients of ✏ corresponding to ↵
⇤
g
= 26

57✏ + . . ., ↵
⇤
y
= 4

19✏ + . . . and

↵
⇤
h
=

p
23�1
19 ✏+ . . . respectively. Note that the quartic scalar self-coupling is essential for this

fixed point to exist. The remaining double-trace scalar coupling v has two possible fixed
points, one of which is more perturbatively reliable and adds an irrelevant scaling direction
to the theory, found to be at

↵
⇤
v1 =

�6
p
23 + 4✏+ 3

p
4✏+ 6

p
23 + 4✏+ 20

4✏+ 26
↵
⇤
g
+O(↵⇤

g

2) . (5)

Numerically ↵
⇤
v1 = �0.1373 ✏ up to quadratic corrections in ✏.

In the presence of more than one relevant direction the flow from the UV would be
expected to emanate from a critical surface, however with only one relevant direction the
flow is along the critical curve shown in Fig.1 towards the IR stable Gaussian fixed point
in the infra-red, and is therefore completely determined in terms of a single parameter
which could be taken to be the gauge coupling itself. The arrows in the figure are at equal
separation in renormalisation “time”, so it is clear that the flow to the critical curve happens
much more rapidly than flow along it. In fact as discussed in Ref. [1] the relative rate of flow
is proportional to ✏. Of course for the present discussion the flow emanates precisely from
the UV fixed point of Eq.(4) marked in black, along the critical curve towards the Gaussian
IR fixed point.

In scalar field theories we must also determine if the potential is stable. Ignoring the
possible presence of relevant operators for the moment, we see that this is indeed the case
at leading order since ↵

⇤
h
+ ↵

⇤
v1 > 0, and it also the case for loop corrections as well [1, 3].

Therefore there is no Coleman-Weinberg type instability in these models, as will be shown
explicitly later in certain directions in field space. Thus the ↵

⇤
v1 perturbative fixed point is

classically viable and becomes increasingly flat in the Veneziano limit, and moreover in the
absence of relevant operators the flow never leaves the critical curve.

Having identified all the critical coupling values and the scaling dimensions it is possible
to parameterize the gauge coupling and hence the entire flow along the critical curve for any

We	find	mulDplicaDve	renormalisaNon	…		

In	principle	…																																																														but	you	should	just	think	of	it	as	an	RG	invariant		

that	defines	this	parNcular	trajectory.	(Every	relevant	operator	will	have	an	associated	invariant.)						

It	has	the	same	status	as	the	chiral	quark	masses.	

Trajectories	all	correspond	to	different	choice	of	RG	invariant:	
they	cannot	be	determined	BY	DEFINITION



RadiaDve	symmetry	breaking	by	mass	terms



CriDque	of	that	example…

Purely	mulNplicaNve:	Hence	the	mass-squared	has	to	be	negaNve	along	the	whole	trajectory	

We	cheated:	in	the	sense	that	we	ignored	all	the	orthogonal	direcNons!!	These	also	get	

contribuNons	at	one-loop	even	though	their	masses	were	zero	at	tree-level	



Instead	organize	everything	in	terms	of	the																																											flavour	symmetry	that	

we	break	with	the	mass-squareds	(operators	must	be	closed	under	RG):	
U(NF )⇥ U(NF )

14

C. General solutions and the role of flavour

We conclude from eq.(36) that adding a large positive mass-squared operator in the UV
will generically lead to a further spontaneous radiative breaking of flavour symmetry in a
multitude of orthogonal directions. But as mentioned above, there was nothing particularly
special about the direction h in the above analysis, compared to any of the other flavour
breaking directions that we could have chosen. Therefore in order to identify the correct
vacuum one should in principle consider the entire complement of Higgses in the theory.

Let us therefore define the general direction in terms of the generators of flavour (replacing
the previous � and ⌘ with h0 and p0 for convenience),

H =
(h0 + ip0)
p
2NF

NF⇥NF + (ha + ipa)Ta , (38)

where Ta with a = 1 . . . N2
F
� 1 labels the adjoint generators of SU(NF )diag and by con-

vention Tr(TaTa) =
1
2 . The scalar components in the potential are e↵ectively the hermitian

component of H whereas the pseudoscalars are the antihermitian component.
What is the influence of a positive m2

h0h0
operator in the other ha directions? The crucial

cross-terms in the potential, V � ah
2
0h

2
a
, arise from the Tr(H†

HH
†
H) operator in eq.(1) and

as is clear from eq.(A9) they are all similar in magnitude, and in fact any generators T a that
also have daab = 0 receive degenerate mass-squareds. Therefore if for example m

2
haha

(0) = 0
for all the high scale starting values, then all of these directions receive mass-squareds

m
2
haha

⇡ �
m

2
0(0)

2
(w

3(f�f)
4✏ � w

� 3(f+f)
4✏ ) 8 a , (39)

where f is as before, and where the approximation is that we are neglecting cross-terms
between the h2

a
’s which give contributions that are suppressed by powers of w. Nevertheless

we can conclude that every flavour breaking scalar orthogonal to h0 receives a negative mass-
squared.

It is interesting to turn the question around and ask when is there guaranteed to be
no instability. From eq.(36), degenerate values of mass-squareds remain degenerate at all
scales. This suggests that for all the possible directions to remain stable requires complete
degeneracy, m2

h0h0
⌘ m

2
0 = m

2
haha

8a, which is satisfied if one adds the only mass-squared
operator that breaks no flavour symmetry at all, namely Tr(H†

H) .
Therefore in order to find a genuine solution to the RG equations that one can legitimately

resum, one should begin with the RG equations for the most general set of flavour-breaking
operators, and seek a deviation from flavour universality that is isomorphic under renor-
malisation: it turns out that a simple suitable structure is generator diagonal and universal
except for a flavour deviation in only the trace components; namely

V
(2)
class

= m
2
0Tr(H

†
H) + 2�2

X

a

Tr(TaH
†)Tr(TaH) , (40)

which gives
m

2
hahb

= m
2
papb

= (m2
0 +�2) �ab , (41)

SU(NC)
SU(NF )L ⊃

SU(2)L ⊗ SU(ng)L

SU(NF )R ⊃

SU(2)r ⊗ SU(ng)r

SU(NS) =

SU(NC − 4)R ⊕ SU(2)S
spin

Qai ⊃ ( , ) 1 1 1/2
Q̃ia ˜ 1 ˜ ⊃ (˜, ˜) 1 1/2
Hi

j 1 ˜ ⊃ (˜, ˜) ⊃ ( , ) 1 0
S̃a,ℓ=1..NS

˜ 1 1 ˜ = ˜NC−4 ⊕ ˜2 0
q̃iℓ 1 ˜ ⊃ (˜, ˜) 1 = NC−4 ⊕ 2 1/2
qℓj 1 1 ⊃ ( , ) ˜ = ˜NC−4 ⊕ ˜2 1/2

Tab. 2: Fields in the Asymptotically Safe SM, where NS = NC − 2. The top 2ng = 6 components
of flavour SU(NF ) correspond to SU(2) multiplets, where ng is the generation number.
There is a mass-term mqqq̃ that respects the SU(NC − 4) in addition to the gauging for
the usual Pati-Salam SU(2)R , given by SU(2)R = [SU(2)r ⊗ SU(2)S ]diag.

SU(Nc)

SU(Nf − 2ng)R ⊕ (SU(ng)r ⊗ SU(2)r)

SU(Nf )R ⊃SU(Nf )L ⊃
SU(Nf − 2ng)L ⊕ (SU(ng)L ⊗ SU(2)L)

SU(NS − 2)S ⊕ SU(2)S

SU(NS) ⊃
Q̃Q

q q̃

H

S̃

Fig. 2: The augmented quiver that leads to the Standard Model in the IR. Note that is not possi-
ble to illustrate the gauging of the electroweak symmetries on such a diagram. These are
SU(2)R = [SU(2)r ⊗ SU(2)S]diag with the top 2ng indices of SU(NF )L.R flavour trans-
forming as doublets under SU(ng)⊗ SU(2)L,R.

SU(2)R. As in [AS2] we do not need to consider the flavour breaking couplings

LSU(NF )R = −v2Tr
[

H†H S̃† · S̃
]

, (2)

which are generally irrelevant, and hence destabilise the UV fixed point. As usual, in order for
the flow to emanate from a UV fixed point, one must set such irrelevant couplings to be precisely
zero. (They can of course be forbidden on grounds of preservation of flavour symmetry which we
associate with the classically relevant operators only.)

In addition in order to generate symmetry breaking, we will add classically dimensionful “soft-
terms” which explicity violate the flavour symmetry. These can be written most generally in the
form

LSoft = −m2
h0

Tr
[

H†H
]

−
N2

F−1
∑

a=1

∆2
aTr [HT a]Tr

[

H†T a
]

, (3)

where T a are the generators of the SU(NF )diag flavour group. Being classically relevant, the soft

3

Purely	mulNplicaNve:	Hence	the	mass-squared	has	to	be	negaNve	along	the	whole	trajectory	

We	cheated:	in	the	sense	that	we	ignored	all	the	orthogonal	direcNons!!	These	also	get	

contribuNons	at	one-loop	even	though	their	masses	were	zero	at	tree-level	

CriDque	of	that	example…



Non-trivial	simple	example…

Consider	the	case	where	the	trace	component	has	a	slightly	smaller	mass-squared:	
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vacuum one should in principle consider the entire complement of Higgses in the theory.
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the previous � and ⌘ with h0 and p0 for convenience),
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where f is as before, and where the approximation is that we are neglecting cross-terms
between the h2
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’s which give contributions that are suppressed by powers of w. Nevertheless

we can conclude that every flavour breaking scalar orthogonal to h0 receives a negative mass-
squared.

It is interesting to turn the question around and ask when is there guaranteed to be
no instability. From eq.(36), degenerate values of mass-squareds remain degenerate at all
scales. This suggests that for all the possible directions to remain stable requires complete
degeneracy, m2
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0 = m
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haha

8a, which is satisfied if one adds the only mass-squared
operator that breaks no flavour symmetry at all, namely Tr(H†

H) .
Therefore in order to find a genuine solution to the RG equations that one can legitimately

resum, one should begin with the RG equations for the most general set of flavour-breaking
operators, and seek a deviation from flavour universality that is isomorphic under renor-
malisation: it turns out that a simple suitable structure is generator diagonal and universal
except for a flavour deviation in only the trace components; namely

V
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class

= m
2
0Tr(H

†
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†)Tr(TaH) , (40)

which gives
m

2
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= m
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m2

{�2
m2

ha
= m2

pa
= m2

0 +�2

m2
h0

= m2
p0

= m2
0

{m2
0



Aeer	some	work	find	the	following	answer	in	terms	of	two	RG	invariants,	one	for	

each	independent	(non-predicted)	relevant	operator							(where	y =	(1	-	1/N		)):

16

one can write

m̃
2 = m̃

2
⇤

✓
↵
⇤
g

↵g

� 1

◆� 3fm0
4✏

�2 = �2
⇤

✓
↵
⇤
g

↵g

� 1

◆� 3f�
4✏

. (48)

With this solution to hand, it is now possible to see how the flavour structure drives ra-
diative symmetry breaking. Consider the case of a slightly positive �2

⇤, that is, the SU(NF )
flavour breaking directions are given a slightly larger mass-squared than the trace h0 direc-

tion. According to eq.(46) m̃2 shrinks very rapidly in the IR as w� 3fm0
4✏ ! w

�2.4/✏ (recalling
that w grows in the IR). On the other hand the deviation �2 also shrinks, but much more

slowly, as w� 3f�
4✏ ! w

�0.7/✏. Because fm0 is greater than f�, the dominance of �2 in the IR
is inevitable. Indeed the mass-squareds for the di↵erent components are

m
2
0 = m̃
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m
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◆� 3fm0
4✏

+ �2
⇤ (1� ⌫)

✓
↵
⇤
g

↵g

� 1

◆� 3f�
4✏

, (49)

with the �2 piece eventually coming to dominate in the IR. Note that since 1� ⌫ = 1/N2
F
,

in the large N
2
F

limit light ha directions are collectively driving a much larger negative
mass-squared for the single h0 direction. (The sum of the mass-squareds is approximately
zero). We conclude that a positive m2

0 is driven entirely negative in the IR if we begin with
a preponderance of orthogonal slightly heavier directions in the UV. An example flow is
shown in figure 2. As is evident from the figure a minimum appears where the deviation �2

overcomes the running average mass-squared.
Even if the flavour breaking is tiny (for example the 5% shown in the figure), this hap-

pens very quickly, and the potential itself develops a minimum at the transmutation scale
corresponding to the minimum value of m2

0; defining

R⇤ =
�2

⇤
m̃2

⇤
, (50)

the mass-squared (and hence the potential) forms a minimum at

↵
⇤
g

↵g,min

� 1 ⇡

✓
f�

fm0

⌫R⇤

◆� 4✏
3(fm0�f�)

,

m
2
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⇡ � m̃
2
⇤
fm0 � f�

f�

✓
R⇤⌫

f�

fm0

◆ fm0
fm0�f�

. (51)

For the example in figure 2, where R⇤ = 0.05 and ✏ = 0.1, the above approximations give
↵g,min = 0.44↵⇤

g
and m

2
0,min

⇡ �6.5⇥ 10�3
m

2
⇤. Note that for small ✏ in the Veneziano limit
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for all the scalar and pseudoscalar SU(NF ) directions, and degenerate trace pseudo-scalar
and scalar mass-squareds, m2

h0h0
= m

2
p0p0

= m
2
0.

The renormalisation of the mass-squared couplings can be determined as before (at the
cost of considerably more tedium). The detailed expressions required to build the one-loop
potential for the most general case are given in eq.(A8). Inserting the structure chosen in
(40), we find

�m
2
0
= ↵g

�
fm0m

2
0 + f

�

�2

�
,

��2 = ↵gf��
2
, (42)

where using the results from eq.(A21) and inserting the solutions from eq.(6) we have
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#
. (43)

Note that f� is dominated by the field renormalisation, and that fm0 � f� ⇡ f
�


up to
corrections of order 1/N2

F
. The crucial aspect of these beta functions is that no degrees

of freedom were neglected in their derivation, and this flavour structure remains intact
throughout the running. In addition note that �

2
� is zero in the limit of vanishing �; as

anticipated, totally flavour symmetric mass-squareds do not lead to radiative symmetry
breaking as there can be no preferred direction in field space. Finally, in contrast with the
simplistic example above, the cross-term in the beta function coe�cients does not vanish in
the Veneziano limit.

Eq.(42) can be solved for �2 and the combination

m̃
2 = m

2
0 + ⌫�2

, (44)

where we define

⌫ =
f
�


fm0 � f�
= 1�

1

N
2
F

. (45)

Since f
�


> 0 then fm0 > f�. They have the following solutions;

m̃
2 = m̃

2(0)w� 3fm0
4✏ ,

�2 = �2(0)w� 3f�
4✏ . (46)

As for the simple case, it is now possible to describe the entire flow in terms of RG invariants;
that is defining

m̃
2
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4✏ , (47)

Dies	away	quickly	in	the	IR																		Dies	away	slowly	in	the	IR

Non-trivial	simple	example…

f
2



m2

{�2

{m2
0

}

(0)

(0)

StarNng	values	get	relaNvely	closer	in	UV	(note	the	masses	are	all	shrinking	in	absolute	terms	in	
the	IR)	-	full	flavour	symmetry	restored	precisely	at	fixed	point

⇠ �2
⇤

⇠ �2
⇤/N

2
F

}

The	sum	of	the	mass-squareds	quickly	dies	to	zero	in	IR	

UV IR
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Figure 2: A mass-squared that is smaller than the average by 5% being driven negative radiatively,

(where the initial value at t = 0 is 0.99). We take ✏ = 0.1 in the Veneziano limit (NF ! 1).

one has

↵g,min

✏!0
�!

1

2
↵
⇤
g
. (52)

In other words the minimum forms at precisely the scale where the theory is passing from the
UV fixed point, and the flow is coming under the more standard influence of the Gaussian
IR fixed point. Finally note that if we had chosen negative �2 the reversed pattern of
breaking would have occurred, with the trace h0 direction being the only stable and very
heavy direction, with a mass-squared balancing order N2

F
very small negative mass-squareds

for all the orthogonal directions.

IV. CONCLUSIONS

We have studied the stability properties of the class of perturbative UV fixed point
theories introduced in ref.[1], in the presence of additional scalar mass-squared terms. It
is important to realise that such terms, being relevant operators, may take any value in a
scenario of asymptotic safety without disrupting the fixed point. As such their status is
similar to that of the quark masses in QCD: they are simply set by hand at some scale and
are fully controlled and multiplicatively renormalised along the entire RG trajectory. Indeed
the value of all the relevant operators everywhere along the flow is completely determined
by a set of corresponding RG invariants.

This general picture, in which the trajectories of relevant operators (for example m
2
⇤ in

our case) are determined by a set of tunable RG invariants that defines a particular model,
while the marginal operators are all (except for one) determined by a UV fixed point, is a
familiar one in the context of the exact renormalisation group. However it is certainly novel
to be able to treat it perturbatively.

Such a treatment reveals that these theories exhibit an interesting form of calculable
radiatively induced symmetry breaking, that is exactly analogous to that in the MSSM
[6]. It was found that a generic set of positive but flavour violating mass-squared terms
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radiatively induced symmetry breaking, that is exactly analogous to that in the MSSM
[6]. It was found that a generic set of positive but flavour violating mass-squared terms

m2
0,min ⇠ �m̃2

⇤

Induces	radiaDve	breaking…

Pause	to	reflect:	No	different	from	radia(ve	breaking	in	SUSY	(the	masses	have	the	same	

status	as	the	quark	masses	of	QCD).	We	do	not	need	to	protect	them	from	anything	—	they	

just	are	what	they	are	on	this	trajectory.	(However	we	cannot	do	any	GUT-(ng	or	similar)



The	story	with	general	flavour	structure	…

This	gets	complicated	because	we	need	to	find	the	beta	funcNon	for	a	set	of	

operators	that	is	closed	under	RG:		useful	to	use	a	definiNon	in	terms	of	“hierarchical”	

nested	SU(n)	flavour	factors	:

Figure 5. The radiatively induced minimum in the effective potential for S̃.

relevant operators are simply part of the collection of non-predictive parameters in the theory.) They
renormalise multiplicatively and can themselves initiate radiative symmetry breaking, as described in [1].
As in the minimal supersymmetric SM, one can begin with a set of entirely positive mass-squareds in
the UV and have them run negative due to the large Yukawa couplings in the model.

In this subsection we shall perform a more complete analysis of the flow of these operators to show
how one should incorporate their flavour dependence. In particular we are interested in the possible
generation of flavour/generation hierarchies in H , which in any viable model will be required to satisfy
phenomenological constraints.

Rather than write the explicit flavour dependence as in (3), we wish to consider smaller flavour
structures that are closed under RG. To see how to do this, as a warm-up consider the completely
SU(NF ) symmetric terms in [2], which were mass-squareds of the form

M2
HijH∗

kl
= m2

0δjlδik + 2∆2
∑
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T a
jiT

a
kl

= m2
0δjlδik +∆2
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. (20)

Defining real and imaginary parts, Hij = 1√
2
(hij + ipij), and3 ha + ipa =

√
2T a

ij(hij + ipij), the corre-

sponding operators can be written as
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(Trh)2 + (Trp)2

NF

]

. (21)

It is now clear that one can proceed to break flavour in a way that commutes with the RG equations,
by arranging the flavour breaking in SU(n) subgroups, where the SU(n) generators are in the n × n
upper-left n× n block of the parent SU(NF ), where 1 < n ≤ NF . This gives degenerate masses for the
generators of each nested SU(n) flavour subgroup, where we envisage an explicit breaking

SU(NF ) ⊃ SU(NF − 1) . . . ⊃ SU(n) . . .

So without loss of generality we can express the new Cartan generators introduced for each SU(n) as

T (n2−1)
ij =

1
√

2n(n− 1)

⎛

⎜
⎜
⎜
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⎟
⎠

, (22)

3Note that ha and pa are not simply related to hij and pij . That is, while pa is the coefficient of the anti-hermitian
parts of H, pij is the coefficient of the imaginary parts of H
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and	define	trace	over																block	of	generators	

Table 4. The relevant quadratic operators and their beta function coefficients in terms
of the quartic u1,2 couplings.

coupl’g Operator Coefficient in 16π2∂tV

m2
0 TrNF

(h2 + p2)
m2

0

{
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]
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n
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n

(
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with the non-Cartan generators being defined accordingly in the obvious way. Defining the trace over
the SU(n) block of the generators as

Trn(Oij) =
n
∑

i=1

Oii , (23)

the flavour breaking generalisation of (21) becomes
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]

. (24)

These operators form a system closed under RG, and we may now determine their coefficients in 16π2∂tV ,
relevant for solving the Callan-Symanzik equation: these are shown in Table 4. One can now solve the
RG equations along trajectory B for these parameters to see how they evolve before their flow is cut
off by the radiative symmetry breaking (regardless of how it arises): as for any relevant parameter the
flow will be expressed in terms of a set of RG-invariants. In this case, defining fy = αy/αg ≈ 0.46,
fu1 = αu1/αg ≈ −0.30, fu2 = αu2/αg ≈ 0.44, and

f = 2fy + 4fu1

(
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+ 8fu2 ≈ 3.22 ,
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n
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(1− δnNF ) , (25)

the RG-invariants are found to be

m̃2
∗ = m̃2(0)

(

Ω̃(0)
)−f

, (26)

σ2
n∗ =

[

m2
n(0) + (n2 − 1)∆2

n(0)
]
(

Ω̃(0)
)−(f∆+fn)

, (27)

ρ2n∗ =
[

∆2
n(0)−m2

n(0)
]
(

Ω̃(0)
)−f∆

, (28)

where

Ω̃(t) =

(
α∗
g

αg
− 1

)−3/4ϵ

. (29)

In terms of these we find the following solutions for the operators in (24):
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Table 4. The relevant quadratic operators and their beta function coefficients in terms
of the quartic u1,2 couplings.
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with the non-Cartan generators being defined accordingly in the obvious way. Defining the trace over
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These operators form a system closed under RG, and we may now determine their coefficients in 16π2∂tV ,
relevant for solving the Callan-Symanzik equation: these are shown in Table 4. One can now solve the
RG equations along trajectory B for these parameters to see how they evolve before their flow is cut
off by the radiative symmetry breaking (regardless of how it arises): as for any relevant parameter the
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Then	we	have	the	usual	dimensionless	flavour	symmetric	Lagrangian	(slight	

renaming)	…
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Table 2. Fields in the asymptotically safe “Tetrad” Model, where NS = NC − 2 and
NF ≈ 21

4 NC . The top 2ng = 6 components of flavour SU(NF ) correspond to SU(2)
multiplets, where ng is the generation number. The gauging for the usual Pati-Salam
SU(2)R group is identified as SU(2)R = [SU(2)r ⊗ SU(2)S]diag.

SU(NC)
SU(NF )L ⊃

SU(2)L ⊗ SU(ng)L

SU(NF )R ⊃

SU(2)r ⊗ SU(ng)r

SU(NS) =

SU(NC − 4)S ⊕ SU(2)S
spin

Qai ⊃ ( , ) 1 1 1/2
Q̃ia ˜ 1 ˜ ⊃ (˜ , ˜) 1 1/2
Hi

j 1 ˜ ⊃ (˜ , ˜) ⊃ ( , ) 1 0

S̃a,ℓ=1..NS
˜ 1 1 ˜ = ˜NC−4 ⊕ ˜2 0

q̃iℓ 1 ˜ ⊃ (˜ , ˜) 1 = NC−4 ⊕ 2 1/2
qℓj 1 1 ⊃ ( , ) ˜ = ˜NC−4 ⊕ ˜2 1/2

The allowed couplings one can consider for the generation of the UV-fixed point are

LUVFP ⊃ LKE +
y√
2
Tr
[

(QH) · Q̃
]

+
ỹ√
2
Tr
[

qH†q̃
]

−
Ỹ√
2
Tr[
(

S̃ ·Q
)

q̃]−
Y√
2
Tr[
(

Q̃ · S̃†
)

q]

− u1Tr
[

H†H
]2 − u2Tr

[

H†H H†H
]

− v1Tr
[

H†H
]

Tr
[

S̃† · S̃
]

− w1Tr
[

S̃† · S̃
]2

− w2Tr
[

S̃† · S̃ S̃† · S̃
]

, (1)

where the trace is over the flavour indices and the dot refers to colour contraction. As we shall see the
Y and Ỹ Yukawa couplings are responsible for giving masses to the unwanted degrees of freedom in the
IR once S̃ gets a VEV. They are written above somewhat schematically as clearly they cannot couple
all the flavour components in the same way due to the SU(2)R gauge invariance. They will be treated
explicitly below.

As in [2] we will not consider the flavour breaking coupling (schematically)

L
✘
✘
✘SU(NF ) = −v2Tr

[

H†H S̃† · S̃
]

. (2)

This coupling can be fixed to be precisely zero, where it will remain along the flow. (It can of course
be forbidden on grounds of preservation of flavour symmetry which we will associate with the classically
relevant operators only.) As we shall see the flavour conserving portal coupling v1 can generate a mass-
squared for the electroweak Higgses, and we keep it in the analysis.

We can in addition include the aforementioned dimensionful “soft-terms”. Unlike the classically dimen-
sionless couplings these will be allowed to explicitly violate the flavour symmetry. They can be written
most generally in the form

LSoft = −m2
h0

Tr
[

H†H
]

−
N2

F−1
∑

a=1

∆2
aTr [HT a]Tr

[

H†T a
]

, (3)

where T a are the generators of the SU(NF )diag flavour group. Being classically relevant, the soft terms
cannot disrupt the UV fixed point, but can serve to generate symmetry breaking themselves, and also
remove any Goldstone modes associated with the spontaneously broken global flavour symmetries.

2.2. Structure in the IR – emergence of the SM from the TM. Next let us confirm that the SM emerges
in the IR from the Tetrad Model. It is useful for this purpose to explicitly write the particle content in
terms of SM quantum numbers in order to discuss the couplings, and determine the required values for
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Ỹ√
2
Tr[
(

S̃ ·Q
)

q̃]−
Y√
2
Tr[
(

Q̃ · S̃†
)

q]

− u1Tr
[

H†H
]2 − u2Tr

[

H†H H†H
]

− v1Tr
[

H†H
]

Tr
[

S̃† · S̃
]

− w1Tr
[

S̃† · S̃
]2

− w2Tr
[

S̃† · S̃ S̃† · S̃
]

, (1)

where the trace is over the flavour indices and the dot refers to colour contraction. As we shall see the
Y and Ỹ Yukawa couplings are responsible for giving masses to the unwanted degrees of freedom in the
IR once S̃ gets a VEV. They are written above somewhat schematically as clearly they cannot couple
all the flavour components in the same way due to the SU(2)R gauge invariance. They will be treated
explicitly below.

As in [2] we will not consider the flavour breaking coupling (schematically)

L
✘
✘
✘SU(NF ) = −v2Tr

[

H†H S̃† · S̃
]

. (2)

This coupling can be fixed to be precisely zero, where it will remain along the flow. (It can of course
be forbidden on grounds of preservation of flavour symmetry which we will associate with the classically
relevant operators only.) As we shall see the flavour conserving portal coupling v1 can generate a mass-
squared for the electroweak Higgses, and we keep it in the analysis.

We can in addition include the aforementioned dimensionful “soft-terms”. Unlike the classically dimen-
sionless couplings these will be allowed to explicitly violate the flavour symmetry. They can be written
most generally in the form

LSoft = −m2
h0

Tr
[

H†H
]

−
N2

F−1
∑

a=1

∆2
aTr [HT a]Tr

[

H†T a
]

, (3)

where T a are the generators of the SU(NF )diag flavour group. Being classically relevant, the soft terms
cannot disrupt the UV fixed point, but can serve to generate symmetry breaking themselves, and also
remove any Goldstone modes associated with the spontaneously broken global flavour symmetries.

2.2. Structure in the IR – emergence of the SM from the TM. Next let us confirm that the SM emerges
in the IR from the Tetrad Model. It is useful for this purpose to explicitly write the particle content in
terms of SM quantum numbers in order to discuss the couplings, and determine the required values for

4

and	consider	adding	all	possible	flavour	breaking	in	the	dimensionful	operators	…



Table 4. The relevant quadratic operators and their beta function coefficients in terms
of the quartic u1,2 couplings.

coupl’g Operator Coefficient in 16π2∂tV

m2
0 TrNF

(h2 + p2)
m2
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2u1
[

N2
F + 1

]

+ 4u2NF

}

+ ∆2
NF
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2u1 +
4u2
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(N2
F − 1)

+
∑NF −1

n 2u1
(

m2
n + ∆2

n

(

n2 − 1
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∆2
NF

TrNF
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h2 + p2) −

(

TrNF
h
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+
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TrNF
p
)2
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2
NF

∆2
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h2 + p2) − (Trnh)2+(Trnp)2
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2+(Trnp)
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n 2u1m2
n + 4u2
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m2
n +∆2

n

(
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))

with the non-Cartan generators being defined accordingly in the obvious way. Defining the trace over
the SU(n) block of the generators as

Trn(Oij) =
n
∑

i=1

Oii , (23)

the flavour breaking generalisation of (21) becomes

V (2) =
m2

0

2
TrNF

(

h2 + p2
)

+
NF−1
∑

n=1

m2
n

2

[

(Trnh)
2 + (Trnp)
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n

]

+
NF∑

n=2

∆2
n

2

[

Trn
(

h2 + p2
)

−
(Trnh)

2 + (Trnp)
2

n

]

. (24)

These operators form a system closed under RG, and we may now determine their coefficients in 16π2∂tV ,
relevant for solving the Callan-Symanzik equation: these are shown in Table 4. One can now solve the
RG equations along trajectory B for these parameters to see how they evolve before their flow is cut
off by the radiative symmetry breaking (regardless of how it arises): as for any relevant parameter the
flow will be expressed in terms of a set of RG-invariants. In this case, defining fy = αy/αg ≈ 0.46,
fu1 = αu1/αg ≈ −0.30, fu2 = αu2/αg ≈ 0.44, and

f = 2fy + 4fu1

(

1 +
1

N2
F

)

+ 8fu2 ≈ 3.22 ,

f∆ = 2fy +
4

N2
F

fu1 ≈ 0.92 ,

fn = 8fu2

n

NF
(1− δnNF ) , (25)

the RG-invariants are found to be

m̃2
∗ = m̃2(0)

(

Ω̃(0)
)−f

, (26)

σ2
n∗ =

[

m2
n(0) + (n2 − 1)∆2

n(0)
]
(

Ω̃(0)
)−(f∆+fn)

, (27)

ρ2n∗ =
[

∆2
n(0)−m2

n(0)
]
(

Ω̃(0)
)−f∆

, (28)

where

Ω̃(t) =

(
α∗
g

αg
− 1

)−3/4ϵ

. (29)

In terms of these we find the following solutions for the operators in (24):

m2
0 =

(

Ω̃(t)

Ω̃(0)

)f

m̃2
∗ −

1

N2
F

NF∑

n

σ2
n∗

1 + 2
fu2
fu1

(1 − n/NF )
Ω̃f∆+fn ,
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n =

1

n2

(

ρ2n∗Ω̃
f∆ + σ2

n∗Ω̃
f∆+fn

)

,

m2
n =

1

n2

(

ρ2n∗(1 − n2)Ω̃f∆ + σ2
n∗Ω̃

f∆+fn
)

. (30)
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Now	we	need	to	figure	out	the	beta	funcNons.	This	is	big	mess,	but	in	the	end	you	find	…



Then	we	find	
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In	terms	of																																																				which	goes	to	zero	in	the	IR,	we	have			

Table 4. The relevant quadratic operators and their beta function coefficients in terms
of the quartic u1,2 couplings.
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with the non-Cartan generators being defined accordingly in the obvious way. Defining the trace over
the SU(n) block of the generators as

Trn(Oij) =
n
∑

i=1

Oii , (23)

the flavour breaking generalisation of (21) becomes

V (2) =
m2

0

2
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(
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)
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∑
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2 + (Trnp)
2

n

]

. (24)

These operators form a system closed under RG, and we may now determine their coefficients in 16π2∂tV ,
relevant for solving the Callan-Symanzik equation: these are shown in Table 4. One can now solve the
RG equations along trajectory B for these parameters to see how they evolve before their flow is cut
off by the radiative symmetry breaking (regardless of how it arises): as for any relevant parameter the
flow will be expressed in terms of a set of RG-invariants. In this case, defining fy = αy/αg ≈ 0.46,
fu1 = αu1/αg ≈ −0.30, fu2 = αu2/αg ≈ 0.44, and

f = 2fy + 4fu1

(

1 +
1

N2
F

)

+ 8fu2 ≈ 3.22 ,

f∆ = 2fy +
4

N2
F

fu1 ≈ 0.92 ,

fn = 8fu2

n

NF
(1− δnNF ) , (25)

the RG-invariants are found to be
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(
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Ω̃(0)
)−f∆
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g
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. (29)

In terms of these we find the following solutions for the operators in (24):
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)

. (30)
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Table 4. The relevant quadratic operators and their beta function coefficients in terms
of the quartic u1,2 couplings.

coupl’g Operator Coefficient in 16π2∂tV
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with the non-Cartan generators being defined accordingly in the obvious way. Defining the trace over
the SU(n) block of the generators as

Trn(Oij) =
n
∑

i=1

Oii , (23)

the flavour breaking generalisation of (21) becomes
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2
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(
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]

. (24)

These operators form a system closed under RG, and we may now determine their coefficients in 16π2∂tV ,
relevant for solving the Callan-Symanzik equation: these are shown in Table 4. One can now solve the
RG equations along trajectory B for these parameters to see how they evolve before their flow is cut
off by the radiative symmetry breaking (regardless of how it arises): as for any relevant parameter the
flow will be expressed in terms of a set of RG-invariants. In this case, defining fy = αy/αg ≈ 0.46,
fu1 = αu1/αg ≈ −0.30, fu2 = αu2/αg ≈ 0.44, and

f = 2fy + 4fu1

(

1 +
1

N2
F

)

+ 8fu2 ≈ 3.22 ,

f∆ = 2fy +
4

N2
F

fu1 ≈ 0.92 ,

fn = 8fu2

n

NF
(1− δnNF ) , (25)

the RG-invariants are found to be

m̃2
∗ = m̃2(0)

(

Ω̃(0)
)−f

, (26)

σ2
n∗ =

[
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n(0) + (n2 − 1)∆2
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]
(

Ω̃(0)
)−(f∆+fn)

, (27)

ρ2n∗ =
[

∆2
n(0)−m2

n(0)
]
(

Ω̃(0)
)−f∆

, (28)

where

Ω̃(t) =

(
α∗
g

αg
− 1

)−3/4ϵ

. (29)

In terms of these we find the following solutions for the operators in (24):

m2
0 =

(

Ω̃(t)

Ω̃(0)

)f

m̃2
∗ −

1
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. (30)
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Generally	in	IR	find	flavour	hierarchies	grow	…

coupl’g Operator Coefficient in 16π2∂tV
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Tab. 4: Relevant operators and there beta function coefficients.

for any relevant parameter, the flow is expressed in terms of RG-invariants. In this case defining
fy = αy/αg ≈ 0.46, fu1 = αu1/αg ≈ −0.30, fu2 = αu2/αg ≈ 0.44, and

f = 2fy + 4fu1

(

1 +
1

N2
F

)

+ 8fu2 ≈ 3.22 ,

f∆ = 2fy +
4

N2
F

fu1 ≈ 0.92 ,

fn = 8fu2

n

NF
(1− δnNF ) , (29)

the RG-invariants are

m̃2
∗ = m̃2(0)

(

Ω̃(0)
)−f

, (30)

σ2
n∗ =

[

m2
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(

Ω̃(0)
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, (31)
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[
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n(0)
] (

Ω̃(0)
)−f∆

, (32)

where

Ω̃(t) =

(
α∗
g

αg
− 1

)−3/4ϵ

. (33)

In terms of these we find the following solutions:

m2
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(
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)f
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)

. (34)

This is the desired form, since it assumes nothing about the “starting values”, which are indeed
values chosen at an arbitrary point in renormalization time, and encapsulates the non-predictive
parameters in the theory.

Now note that Ω̃ → 0 in the IR. Simple flavour hierarchies can therefore be generated much
like the mechanism for radiative symmetry breaking in [AS1]. That is the exponent f is much
larger than fn or f∆. Therefore the m2

0 operator runs to zero much more quickly than ∆2
n or m2

n.
Meanwhile in the deep IR one can see from these solutions and the corresponding operators in
Table 4, that radiative breaking is naturally driven into the trace components:

V →
∑

n>1

∆2
n

[

Trn
(

h2 + p2
)

− n
(

(Trnh)
2 + (Trnp)

2
)]

. (35)

This breaking can be as hierarchical as desired, by a suitable choice of RG invariant ρ2n∗.
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Table 4. The relevant quadratic operators and their beta function coefficients in terms
of the quartic u1,2 couplings.

coupl’g Operator Coefficient in 16π2∂tV

m2
0 TrNF

(h2 + p2)
m2

0

{

2u1
[

N2
F + 1

]
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with the non-Cartan generators being defined accordingly in the obvious way. Defining the trace over
the SU(n) block of the generators as

Trn(Oij) =
n
∑

i=1

Oii , (23)

the flavour breaking generalisation of (21) becomes
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. (24)

These operators form a system closed under RG, and we may now determine their coefficients in 16π2∂tV ,
relevant for solving the Callan-Symanzik equation: these are shown in Table 4. One can now solve the
RG equations along trajectory B for these parameters to see how they evolve before their flow is cut
off by the radiative symmetry breaking (regardless of how it arises): as for any relevant parameter the
flow will be expressed in terms of a set of RG-invariants. In this case, defining fy = αy/αg ≈ 0.46,
fu1 = αu1/αg ≈ −0.30, fu2 = αu2/αg ≈ 0.44, and

f = 2fy + 4fu1

(

1 +
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)

+ 8fu2 ≈ 3.22 ,
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n
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the RG-invariants are found to be
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, (28)

where
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. (29)

In terms of these we find the following solutions for the operators in (24):
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. (30)
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These	bits	all	flow	to	zero	faster	

Also	you	could	consider	hierarchies	generated	

by	the			X	’s	themselves	
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Tetrad	Model	-	focus	on	breaking	SU(Nc)	to	SU(3)	colour	with	new	scalars	…		

Extension	of	PaN-Salam	-	breaks	to	SU(3)	if	we	choose	

Nc
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Note that we are able to put the leptons as the 4th colour, in a manner reminiscent of Pati-
Salam models. Note that the Also the third generation occupies the first

This limit also has the simplifying aspect that in the Veneziano limit

NS

NC
! 1 ;

NF

NC
!

21

4
+ ✏ . (53)

We will therefore henceforth work with the reduced SU(NF )R preserving set of interactions
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y
p
2
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and their RG equations. We leave NS unfixed but define without loss of generality

xF =
NF

NC
; xS =

NS

NC
= 22� 4xF + 4✏ , (55)

which may take different values in the Veneziano limit. It is convenient to define the following
rescaled couplings:
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(56)
To determine the fixed points, we require the RG equations to order ↵

3
⌘ ✏↵

2 in �g and order
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where H0 is an (NF − 6) × (NF − 6) scalar which is uncharged under the SM gauge groups,
and the sufficies denote Qe.m.. The assignment of the remaining fields is obvious. Note that
we are assuming flavour degeneracy in all the couplings of (1). One could instead for example
take the y Yukawa couplings to break SU(NF )L × SU(NF )R symmetry, but this would require a
complete re-analysis of the UV fixed point behaviour of the theory so, in line with the philosophy
of ref.[AS1,AS2], we adopt the point of view that flavour breaking originates in the classically
relevant operators (i.e. the mass-squared terms). As there is a pair of Higgs multiplets for each
generation, this is indeed an attractive possibility for introducing SM-flavour structure. Moreover
as shown in [AS2] and expanded upon below, the flavour universal part of such operators flows to
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where H0 is an (NF − 6) × (NF − 6) scalar which is uncharged under the SM gauge groups,
and the sufficies denote Qe.m.. The assignment of the remaining fields is obvious. Note that
we are assuming flavour degeneracy in all the couplings of (1). One could instead for example
take the y Yukawa couplings to break SU(NF )L × SU(NF )R symmetry, but this would require a
complete re-analysis of the UV fixed point behaviour of the theory so, in line with the philosophy
of ref.[AS1,AS2], we adopt the point of view that flavour breaking originates in the classically
relevant operators (i.e. the mass-squared terms). As there is a pair of Higgs multiplets for each
generation, this is indeed an attractive possibility for introducing SM-flavour structure. Moreover
as shown in [AS2] and expanded upon below, the flavour universal part of such operators flows to
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4 NC . The top 2ng = 6 components of flavour SU(NF ) correspond to SU(2)
multiplets, where ng is the generation number. The gauging for the usual Pati-Salam
SU(2)R group is identified as SU(2)R = [SU(2)r ⊗ SU(2)S]diag.

SU(NC)
SU(NF )L ⊃

SU(2)L ⊗ SU(ng)L

SU(NF )R ⊃

SU(2)r ⊗ SU(ng)r

SU(NS) =

SU(NC − 4)S ⊕ SU(2)S
spin

Qai ⊃ ( , ) 1 1 1/2
Q̃ia ˜ 1 ˜ ⊃ (˜ , ˜) 1 1/2
Hi

j 1 ˜ ⊃ (˜ , ˜) ⊃ ( , ) 1 0

S̃a,ℓ=1..NS
˜ 1 1 ˜ = ˜NC−4 ⊕ ˜2 0

q̃iℓ 1 ˜ ⊃ (˜ , ˜) 1 = NC−4 ⊕ 2 1/2
qℓj 1 1 ⊃ ( , ) ˜ = ˜NC−4 ⊕ ˜2 1/2

The allowed couplings one can consider for the generation of the UV-fixed point are

LUVFP ⊃ LKE +
y√
2
Tr
[

(QH) · Q̃
]

+
ỹ√
2
Tr
[

qH†q̃
]

−
Ỹ√
2
Tr[
(

S̃ ·Q
)

q̃]−
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)
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− u1Tr
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]2 − u2Tr
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H†H
]
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S̃† · S̃
]

− w1Tr
[

S̃† · S̃
]2

− w2Tr
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S̃† · S̃ S̃† · S̃
]

, (1)

where the trace is over the flavour indices and the dot refers to colour contraction. As we shall see the
Y and Ỹ Yukawa couplings are responsible for giving masses to the unwanted degrees of freedom in the
IR once S̃ gets a VEV. They are written above somewhat schematically as clearly they cannot couple
all the flavour components in the same way due to the SU(2)R gauge invariance. They will be treated
explicitly below.

As in [2] we will not consider the flavour breaking coupling (schematically)

L
✘
✘
✘SU(NF ) = −v2Tr

[

H†H S̃† · S̃
]

. (2)

This coupling can be fixed to be precisely zero, where it will remain along the flow. (It can of course
be forbidden on grounds of preservation of flavour symmetry which we will associate with the classically
relevant operators only.) As we shall see the flavour conserving portal coupling v1 can generate a mass-
squared for the electroweak Higgses, and we keep it in the analysis.

We can in addition include the aforementioned dimensionful “soft-terms”. Unlike the classically dimen-
sionless couplings these will be allowed to explicitly violate the flavour symmetry. They can be written
most generally in the form

LSoft = −m2
h0

Tr
[

H†H
]

−
N2

F−1
∑

a=1

∆2
aTr [HT a]Tr

[

H†T a
]

, (3)

where T a are the generators of the SU(NF )diag flavour group. Being classically relevant, the soft terms
cannot disrupt the UV fixed point, but can serve to generate symmetry breaking themselves, and also
remove any Goldstone modes associated with the spontaneously broken global flavour symmetries.

2.2. Structure in the IR – emergence of the SM from the TM. Next let us confirm that the SM emerges
in the IR from the Tetrad Model. It is useful for this purpose to explicitly write the particle content in
terms of SM quantum numbers in order to discuss the couplings, and determine the required values for
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Weak	breaking	must	then	occur	along	the	H-Higgs	direcNons:
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where H0 is an (NF − 6) × (NF − 6) scalar which is uncharged under the SM gauge groups,
and the sufficies denote Qe.m.. The assignment of the remaining fields is obvious. Note that
we are assuming flavour degeneracy in all the couplings of (1). One could instead for example
take the y Yukawa couplings to break SU(NF )L × SU(NF )R symmetry, but this would require a
complete re-analysis of the UV fixed point behaviour of the theory so, in line with the philosophy
of ref.[AS1,AS2], we adopt the point of view that flavour breaking originates in the classically
relevant operators (i.e. the mass-squared terms). As there is a pair of Higgs multiplets for each
generation, this is indeed an attractive possibility for introducing SM-flavour structure. Moreover
as shown in [AS2] and expanded upon below, the flavour universal part of such operators flows to
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Explicit	embedding	looks	like	P-S	with		
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where H0 is an (NF − 6) × (NF − 6) scalar which is uncharged under the SM gauge groups,
and the sufficies denote Qe.m.. The assignment of the remaining fields is obvious. Note that
we are assuming flavour degeneracy in all the couplings of (1). One could instead for example
take the y Yukawa couplings to break SU(NF )L × SU(NF )R symmetry, but this would require a
complete re-analysis of the UV fixed point behaviour of the theory so, in line with the philosophy
of ref.[AS1,AS2], we adopt the point of view that flavour breaking originates in the classically
relevant operators (i.e. the mass-squared terms). As there is a pair of Higgs multiplets for each
generation, this is indeed an attractive possibility for introducing SM-flavour structure. Moreover
as shown in [AS2] and expanded upon below, the flavour universal part of such operators flows to
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where H0 is an (NF − 6) × (NF − 6) scalar which is uncharged under the SM gauge groups, and the
sufficies denote Qe.m.. The assignment of the remaining fields is obvious.

First note that the top 2ng (where ng = 3 is the number of generations, but it is often useful to leave it
generic) entries of flavour are charged under the SU(2) gauge groups. Therefore, given the couplings and
matter content, there are ng generations of SM Higgs doublets in the top 2ng × 2ng components of H .
Assuming that ng = 3, this corresponds to 18 separate Higgs SU(2)L doublets. Clearly one ultimately
requires these to be lifted in a hierarchical way so that there is one dominant lighter Higgs which gets a
VEV, which will be a mixture of the 18 original ones. In contrast with [2] we will assume that the scalars
S̃ are gauged only under colour except for the first two flavours which are charged under the gauged
SU(2)R. (The latter choice is flexible.)

We repeat that we are assuming flavour degeneracy in all the couplings of (1). One could instead
for example take the y Yukawa couplings to break SU(NF )L × SU(NF )R symmetry, but this would
require a re-analysis of the UV fixed point behaviour of the theory so we instead adopt the philosophy
of [2]. As there is a pair of Higgs multiplets for each generation, this is indeed an attractive possibility
for introducing SM-flavour structure. Moreover as shown in [2] and expanded upon below, the flavour
universal part of such operators flows to relatively smaller absolute values, “exposing” flavour hierarchies
during the flow, so that they become dominant in the IR.

There are two elements to the gauge symmetry breaking. First there are VEVs for S̃. We must choose
NS = NC − 2, so that they can be rearranged by suitable colour and SU(NS) flavour rotations into the
form

NC

⟨S̃⟩ = Ṽ
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with the VEV φ̃0 in (6) being of the form ⟨φ̃0⟩ = Ṽ INC−4 , where Ṽ is a constant. The SU(2)R orientation
simply determines the direction corresponding to the massless right-handed “sneutrino”, so one may
always choose a basis in which the ν̃c and NC − 4 of the φ̃0’s on the diagonal get a VEV. (Obviously the
case NC = 4 is the standard, non-asymptotically free, Pati-Salam model.)

At this stage the gauge symmetry is broken to the Standard Model as

SU(NC)× SU(2)L × SU(2)R −→ SU(3)c × SU(2)L × U(1)Y . (9)

Given that the gauge symmetry can be broken as required, one can focus on the excess states that need to
be made massive in order to end up with the Standard Model in the IR. In particular there are of course

6

SU (Nc)

SU(NF − 2ng)R ⊕ (SU(ng)r ⊗ SU(2)r)

SU (NF )R ⊃SU (NF )L ⊃
SU(NF − 2ng)L ⊕ (SU(ng)L ⊗ SU(2)L)

SU(NS − 2)S ⊕ SU(2)S

SU (NS) ⊃
Q̃Q

q q̃

H

S̃

Figure 2. The “Tetrad” quiver that gives the Standard Model in the IR. Note that is
not possible to illustrate the gauging of the electroweak symmetries on such a diagram.
On the right, the gauging is on the SU(2)R = [SU(2)r ⊗SU(2)S]diag factor, with the top
2ng indices of SU(NF )L,R flavour transforming as doublets under SU(ng)⊗ SU(2)L,R.

NF , NS : the explicit representations are (c.f. the usual PS model in for example [34])
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where H0 is an (NF − 6) × (NF − 6) scalar which is uncharged under the SM gauge groups,
and the sufficies denote Qe.m.. The assignment of the remaining fields is obvious. Note that
we are assuming flavour degeneracy in all the couplings of (1). One could instead for example
take the y Yukawa couplings to break SU(NF )L × SU(NF )R symmetry, but this would require a
complete re-analysis of the UV fixed point behaviour of the theory so, in line with the philosophy
of ref.[AS1,AS2], we adopt the point of view that flavour breaking originates in the classically
relevant operators (i.e. the mass-squared terms). As there is a pair of Higgs multiplets for each
generation, this is indeed an attractive possibility for introducing SM-flavour structure. Moreover
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⎪
⎪
⎬
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⎪
⎪
⎪
⎪
⎪
⎪⎪
⎭

NS = NC − 2 , (6)

H =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

(

h0
u h−

d
h+
u h0

d

)

11

(

h0
u h−

d
h+
u h0

d

)

12

(

h0
u h−

d
h+
u h0

d

)

13

· · ·
(

h0
u h−

d
h+
u h0

d

)

21

(

h0
u h−

d
h+
u h0

d

)

22

(

h0
u h−

d
h+
u h0

d

)

23

· · ·
(

h0
u h−

d
h+
u h0

d

)

31

(

h0
u h−

d
h+
u h0

d

)

32

(

h0
u h−

d
h+
u h0

d

)

33

· · ·

...
...

... H0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (7)

where H0 is an (NF − 6) × (NF − 6) scalar which is uncharged under the SM gauge groups, and the
sufficies denote Qe.m.. The assignment of the remaining fields is obvious.

First note that the top 2ng (where ng = 3 is the number of generations, but it is often useful to leave it
generic) entries of flavour are charged under the SU(2) gauge groups. Therefore, given the couplings and
matter content, there are ng generations of SM Higgs doublets in the top 2ng × 2ng components of H .
Assuming that ng = 3, this corresponds to 18 separate Higgs SU(2)L doublets. Clearly one ultimately
requires these to be lifted in a hierarchical way so that there is one dominant lighter Higgs which gets a
VEV, which will be a mixture of the 18 original ones. In contrast with [2] we will assume that the scalars
S̃ are gauged only under colour except for the first two flavours which are charged under the gauged
SU(2)R. (The latter choice is flexible.)

We repeat that we are assuming flavour degeneracy in all the couplings of (1). One could instead
for example take the y Yukawa couplings to break SU(NF )L × SU(NF )R symmetry, but this would
require a re-analysis of the UV fixed point behaviour of the theory so we instead adopt the philosophy
of [2]. As there is a pair of Higgs multiplets for each generation, this is indeed an attractive possibility
for introducing SM-flavour structure. Moreover as shown in [2] and expanded upon below, the flavour
universal part of such operators flows to relatively smaller absolute values, “exposing” flavour hierarchies
during the flow, so that they become dominant in the IR.

There are two elements to the gauge symmetry breaking. First there are VEVs for S̃. We must choose
NS = NC − 2, so that they can be rearranged by suitable colour and SU(NS) flavour rotations into the
form

NC

⟨S̃⟩ = Ṽ

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

︷ ︸︸ ︷

0 0 0 0 · · · 0
...

...
... 1

...
...

...
...

. . .
...

0 0 0 0 · · · 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎫

⎪
⎪
⎪
⎪
⎪⎪
⎬

⎪
⎪
⎪
⎪⎪
⎪
⎭

NS = NC − 2 , (8)

with the VEV φ̃0 in (6) being of the form ⟨φ̃0⟩ = Ṽ INC−4 , where Ṽ is a constant. The SU(2)R orientation
simply determines the direction corresponding to the massless right-handed “sneutrino”, so one may
always choose a basis in which the ν̃c and NC − 4 of the φ̃0’s on the diagonal get a VEV. (Obviously the
case NC = 4 is the standard, non-asymptotically free, Pati-Salam model.)

At this stage the gauge symmetry is broken to the Standard Model as

SU(NC)× SU(2)L × SU(2)R −→ SU(3)c × SU(2)L × U(1)Y . (9)

Given that the gauge symmetry can be broken as required, one can focus on the excess states that need to
be made massive in order to end up with the Standard Model in the IR. In particular there are of course
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SU (Nc)

SU(NF − 2ng)R ⊕ (SU(ng)r ⊗ SU(2)r)

SU (NF )R ⊃SU (NF )L ⊃
SU(NF − 2ng)L ⊕ (SU(ng)L ⊗ SU(2)L)

SU(NS − 2)S ⊕ SU(2)S

SU (NS) ⊃
Q̃Q

q q̃

H

S̃

Figure 2. The “Tetrad” quiver that gives the Standard Model in the IR. Note that is
not possible to illustrate the gauging of the electroweak symmetries on such a diagram.
On the right, the gauging is on the SU(2)R = [SU(2)r ⊗SU(2)S]diag factor, with the top
2ng indices of SU(NF )L,R flavour transforming as doublets under SU(ng)⊗ SU(2)L,R.

NF , NS : the explicit representations are (c.f. the usual PS model in for example [34])

NC

Q =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

︷ ︸︸ ︷

q1 ℓ1 · · ·

(

Ψ 1
2

Ψ− 1
2

)

· · ·

q2 ℓ2 · · ·

(

Ψ 1
2

Ψ− 1
2

)

· · ·

q3 ℓ3 · · ·

(

Ψ 1
2

Ψ− 1
2

)

· · ·

...
...

. . .

⎞
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⎟
⎟
⎟
⎟
⎟
⎟
⎟
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⎟
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⎪⎪⎪
⎪⎪
⎪⎪⎬
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⎪⎪
⎪⎪
⎪⎪⎪
⎪⎭

NF ; Q̃ =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

(

uc

dc

) (

νce
ec

)

· · ·

(

Ψ̃− 1
2

Ψ̃ 1
2

)

· · ·

(

sc

cc

) (

νcµ
µc

)

· · ·

(

Ψ̃− 1
2

Ψ̃ 1
2

)

· · ·

(

bc

tc

) (

νcτ
τ c

)

· · ·

(

Ψ̃− 1
2

Ψ̃ 1
2

)

· · ·

...
...

. . .

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (4)

NS = NC − 2

q =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝
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ψ0 ψ1
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2
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2
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2

ψ− 1
2

)

. . .
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ψ 1
2

ψ− 1
2

)

(

ψ0 ψ1

ψ−1 ψ0

)
(

ψ 1
2

ψ− 1
2

)

. . .

(

ψ 1
2

ψ− 1
2

)

...
...

...

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
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⎠

; q̃ =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
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⎜
⎜
⎜
⎝
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ψ̃1 ψ̃0

)
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2
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)

. . .
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2
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ψ̃0 ψ̃−1

ψ̃1 ψ̃0

)
(

ψ̃− 1
2

ψ̃ 1
2

)

. . .

(

ψ̃− 1
2

ψ̃ 1
2

)

(

ψ̃0 ψ̃−1

ψ̃1 ψ̃0

)
(

ψ̃− 1
2

ψ̃ 1
2

)

. . .

(

ψ̃− 1
2

ψ̃ 1
2

)

...
...

...

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

(5)
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Table 2. Fields in the asymptotically safe “Tetrad” Model, where NS = NC − 2 and
NF ≈ 21

4 NC . The top 2ng = 6 components of flavour SU(NF ) correspond to SU(2)
multiplets, where ng is the generation number. The gauging for the usual Pati-Salam
SU(2)R group is identified as SU(2)R = [SU(2)r ⊗ SU(2)S]diag.

SU(NC)
SU(NF )L ⊃

SU(2)L ⊗ SU(ng)L

SU(NF )R ⊃

SU(2)r ⊗ SU(ng)r

SU(NS) =

SU(NC − 4)S ⊕ SU(2)S
spin

Qai ⊃ ( , ) 1 1 1/2
Q̃ia ˜ 1 ˜ ⊃ (˜ , ˜) 1 1/2
Hi

j 1 ˜ ⊃ (˜ , ˜) ⊃ ( , ) 1 0

S̃a,ℓ=1..NS
˜ 1 1 ˜ = ˜NC−4 ⊕ ˜2 0

q̃iℓ 1 ˜ ⊃ (˜ , ˜) 1 = NC−4 ⊕ 2 1/2
qℓj 1 1 ⊃ ( , ) ˜ = ˜NC−4 ⊕ ˜2 1/2

The allowed couplings one can consider for the generation of the UV-fixed point are

LUVFP ⊃ LKE +
y√
2
Tr
[

(QH) · Q̃
]

+
ỹ√
2
Tr
[

qH†q̃
]

−
Ỹ√
2
Tr[
(

S̃ ·Q
)

q̃]−
Y√
2
Tr[
(

Q̃ · S̃†
)

q]

− u1Tr
[

H†H
]2 − u2Tr

[

H†H H†H
]

− v1Tr
[

H†H
]

Tr
[

S̃† · S̃
]

− w1Tr
[

S̃† · S̃
]2

− w2Tr
[

S̃† · S̃ S̃† · S̃
]

, (1)

where the trace is over the flavour indices and the dot refers to colour contraction. As we shall see the
Y and Ỹ Yukawa couplings are responsible for giving masses to the unwanted degrees of freedom in the
IR once S̃ gets a VEV. They are written above somewhat schematically as clearly they cannot couple
all the flavour components in the same way due to the SU(2)R gauge invariance. They will be treated
explicitly below.

As in [2] we will not consider the flavour breaking coupling (schematically)

L
✘
✘
✘SU(NF ) = −v2Tr

[

H†H S̃† · S̃
]

. (2)

This coupling can be fixed to be precisely zero, where it will remain along the flow. (It can of course
be forbidden on grounds of preservation of flavour symmetry which we will associate with the classically
relevant operators only.) As we shall see the flavour conserving portal coupling v1 can generate a mass-
squared for the electroweak Higgses, and we keep it in the analysis.

We can in addition include the aforementioned dimensionful “soft-terms”. Unlike the classically dimen-
sionless couplings these will be allowed to explicitly violate the flavour symmetry. They can be written
most generally in the form

LSoft = −m2
h0

Tr
[

H†H
]

−
N2

F−1
∑

a=1

∆2
aTr [HT a]Tr

[

H†T a
]

, (3)

where T a are the generators of the SU(NF )diag flavour group. Being classically relevant, the soft terms
cannot disrupt the UV fixed point, but can serve to generate symmetry breaking themselves, and also
remove any Goldstone modes associated with the spontaneously broken global flavour symmetries.

2.2. Structure in the IR – emergence of the SM from the TM. Next let us confirm that the SM emerges
in the IR from the Tetrad Model. It is useful for this purpose to explicitly write the particle content in
terms of SM quantum numbers in order to discuss the couplings, and determine the required values for

4

And	the	couplings	that	do	this	are	as	follows:

Standard	Yukawas masses	remove	2	q’s
removes	excess	quark	colours:	
S	locks	colour/flavour	

Note	expect	relaNvely	light	(TeV	scale)	q-states	looking	like	“higgsinos”
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multiplets, where ng is the generation number. The gauging for the usual Pati-Salam
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+
ỹ√
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Tr
[
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]
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Ỹ√
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Tr[
(

S̃ ·Q
)
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Tr[
(
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q]

− u1Tr
[

H†H
]2 − u2Tr

[

H†H H†H
]

− v1Tr
[

H†H
]

Tr
[

S̃† · S̃
]

− w1Tr
[

S̃† · S̃
]2

− w2Tr
[

S̃† · S̃ S̃† · S̃
]

, (1)

where the trace is over the flavour indices and the dot refers to colour contraction. As we shall see the
Y and Ỹ Yukawa couplings are responsible for giving masses to the unwanted degrees of freedom in the
IR once S̃ gets a VEV. They are written above somewhat schematically as clearly they cannot couple
all the flavour components in the same way due to the SU(2)R gauge invariance. They will be treated
explicitly below.

As in [2] we will not consider the flavour breaking coupling (schematically)

L
✘
✘
✘SU(NF ) = −v2Tr

[

H†H S̃† · S̃
]

. (2)

This coupling can be fixed to be precisely zero, where it will remain along the flow. (It can of course
be forbidden on grounds of preservation of flavour symmetry which we will associate with the classically
relevant operators only.) As we shall see the flavour conserving portal coupling v1 can generate a mass-
squared for the electroweak Higgses, and we keep it in the analysis.

We can in addition include the aforementioned dimensionful “soft-terms”. Unlike the classically dimen-
sionless couplings these will be allowed to explicitly violate the flavour symmetry. They can be written
most generally in the form

LSoft = −m2
h0

Tr
[

H†H
]

−
N2

F−1
∑

a=1

∆2
aTr [HT a]Tr

[

H†T a
]

, (3)

where T a are the generators of the SU(NF )diag flavour group. Being classically relevant, the soft terms
cannot disrupt the UV fixed point, but can serve to generate symmetry breaking themselves, and also
remove any Goldstone modes associated with the spontaneously broken global flavour symmetries.

2.2. Structure in the IR – emergence of the SM from the TM. Next let us confirm that the SM emerges
in the IR from the Tetrad Model. It is useful for this purpose to explicitly write the particle content in
terms of SM quantum numbers in order to discuss the couplings, and determine the required values for

4

And	the	couplings	that	do	this	are	as	follows:

Standard	Yukawas masses	remove	2	q’s
removes	excess	quark	colours:	
S	locks	colour/flavour	

For	later	use	define	rescaled	c’pgs:

(by design) very many SU(2)L and SU(2)R doublets that should be removed at low scales. The second
component of symmetry breaking that accomplishes this is that the block H0 of the Higgs multiplets
also acquire VEV along the diagonal,

⟨H0⟩ = V0INF−6 . (10)

Thanks to the y coupling, this gives the NF − 6 generations of complete non-doublet SU(NC) multiplets
masses yV0√

2
, leaving untouched ng(NC − 4) of the SU(2)L doublets in the QL, and SU(2)R doublets in

the QR. Indeed in these remaining ng generations of SU(NC)-coloured multiplets, only the first SU(4)

components are to be identified as matter fields, as in (4). The remaining states get masses Ỹ Ṽ√
2

and Y Ṽ√
2

from the Ỹ and Y couplings respectively to which we now return, writing them with explicit indices:

LUVFP ⊃ −
Ỹ√
2
QS̃q̃ −

Y√
2
S̃†Q̃q ,

⊃ −
Ỹ√
2

(

Qaα
k S̃j

aq̃
k
αj

)

−
Y√
2

(

Q̃aα
k S∗j

a qkαj

)

,

≡ −
Ỹ√
2

(
Ψ 1

2
Ψ− 1

2

)â

k
φ̃j0,â

(

ψ̃− 1
2

ψ̃ 1
2

)k

j

−
Y√
2

(

Ψ̃− 1
2

Ψ̃ 1
2

)â

k
φ̃∗j0,â

(
ψ 1

2

ψ− 1
2

)k

j

,

= −
Ỹ Ṽ√
2

(

Ψ 1
2

Ψ− 1
2

)j

k

(

ψ̃− 1
2

ψ̃ 1
2

)k

j

−
Y Ṽ√
2

(

Ψ̃− 1
2

Ψ̃ 1
2

)j

k

(
ψ 1

2

ψ− 1
2

)k

j

, (11)

where a = 1 . . .NC are colour indices, â = 5 . . .NC are the NC − 4 colour indices beyond the PS degrees
of freedom, j = 1 . . .NC − 4 are the NC − 4 flavour indices of S̃ that are not charged under SU(2)R, the
indices α = 1, 2 are the SU(2)L/R indices, and k = 1 . . . ng are generation indices. Note that as promised
chiral symmetry dictates the choice NS = NC − 2, because NS flavour is locked to SU(NC) colour by
the VEV of S̃. This leaves the first two columns of q and q̃ which obtain their masses independently
from only the y, ỹ terms in (1).

It is easy to check that with this choice of colours and flavours, and these VEVs, the remaining content
in the IR is that of the SM with Higgses carrying SU(ng) generation indices for the left and right handed
fields.

3. Flow from the UV fixed points and symmetry breaking

3.1. The Tetrad Model contains the Coleman Weinberg mechanism. Next let us turn to the dynamics,
first illustrating the appearance of traditional radiative symmetry breaking. As there are many couplings
involved, it is useful to break down the evolution under RG flow into self-contained units. Indeed the
crucial aspect of the flow from the UV fixed point is that it is actually controlled by two fixed points of
the gauge and Yukawa couplings, which form a closed system by themselves.

It will be convenient to define rescaled couplings as follows:

αg =
NCg2

(4π)2
; αy =

NCy2

(4π)2
; αỹ =

NC ỹ2

(4π)2
; αY =

NCY 2

(4π)2
; αỸ =

NC Ỹ 2

(4π)2
;

αu1 =
N2

Fu1

(4π)2
; αu2 =

NFu2

(4π)2
; αv1 =

N2
Cv1

(4π)2
; αw1 =

N2
Cw1

(4π)2
; αw2 =

NCw2

(4π)2
. (12)

To determine their fixed points, we require their RG equations to order α3 ≡ ϵα2 in βg and order α2 ≡ ϵα
in βy,Y,Ỹ : defining ϵ = −11/2 + xF + xq/4 = xF − 21/4 and Υ =

√
αyαỹαY αỸ , and taking ng = 3, the

7



In	case	you’re	suffering	from	“expectaNon	versus	reality	syndrome”	…



In	case	you’re	suffering	from	“expectaNon	versus	reality	syndrome”	…



SU(NC) SU(NF )L SU(NF )R spin
Qai 1 1/2
Q̃ia ˜ 1 ˜ 1/2
Hi

j 1 ˜ 0

Tab. 1: Fields in the arbitrarily weakly coupled asymptotic safe fixed point of [7] .

SU(Nc)

SU(NF )RSU(NF )L

Q̃Q

H

Fig. 1: Quiver diagram of the fixed point theory of [7]. Solid lines represent fermions, dashed lines
represent bosons.

scalars will be denoted with S̃ and H ’s1. The flavour indices i = 1...NF have three generations
of components gauged under electroweak SU(2)L and SU(2)R. However we have to be careful to
gauge the right-handed component of the electroweak gauge group in the correct way to yield the
SM spectrum. Indeed the “squarks” S̃ have their own SU(NS) flavour symmetry, and the first
two flavours also have to be charged under SU(2)R in order to give the correct PS breaking. The
simplest solution is then to identify SU(2)R = [SU(2)r ⊗ SU(2)S ]diag. This leads to hypercharge

Y =
(

2T (3)
R +B − L

)

and charge Qe.m. =
1
2

(

2T (3)
R + 2T (3)

L +B − L
)

, where T (3)
L/R = diag(12 ,−

1
2 )

and B − L is the diag(13 ,
1
3 ,

1
3 ,−1, 0, 0..., 0) generator of SU(NC).

The additional fermionic fields q, q̃ can be thought of as Higgsinos. The necessity of these
fields can be deduced from the unwanted light fermionic degrees of freedom and the fact that
chiral symmetry dictates the degrees of freedom required to remove them. Generally the allowed
couplings that generate the UV-fixed point are

LUV FP ⊃ LKE +
y√
2
Tr
[

(QH) · Q̃
]

+
ỹ√
2
Tr
[

qH†q̃
]

−
Ỹ√
2
Tr[
(

S̃ ·Q
)

q̃]−
Y√
2
Tr[
(

Q̃ · S̃†
)

q]

− u1Tr
[

H†H
]2 − u2Tr

[

H†HH†H
]

− v1Tr
[

H†H
]

Tr
[

S̃† · S̃
]

− w1Tr
[

S̃† · S̃
]2

− w2Tr
[

S̃† · S̃ S̃† · S̃
]

+mqTr (qq̃) , (1)

where the trace is over the flavour indices, the dot refers to colour contraction and the final mass
term is a contraction over the SU(Nq) indices, which is the only mass allowed by the gauging of

1 The S̃ scalars were referred to as Q̃ in [11] , but in the present context this would cause confusion.

2

Before:	

A	quiver	diagram	is	useful	to	see	(at	least	some	of	the	structure	of)	what	we	did:



SU(NC)
SU(NF )L ⊃

SU(2)L ⊗ SU(ng)L

SU(NF )R ⊃

SU(2)r ⊗ SU(ng)r

SU(NS) =

SU(NC − 4)R ⊕ SU(2)S
spin

Qai ⊃ ( , ) 1 1 1/2
Q̃ia ˜ 1 ˜ ⊃ (˜, ˜) 1 1/2
Hi

j 1 ˜ ⊃ (˜, ˜) ⊃ ( , ) 1 0
S̃a,ℓ=1..NS

˜ 1 1 ˜ = ˜NC−4 ⊕ ˜2 0
q̃iℓ 1 ˜ ⊃ (˜, ˜) 1 = NC−4 ⊕ 2 1/2
qℓj 1 1 ⊃ ( , ) ˜ = ˜NC−4 ⊕ ˜2 1/2

Tab. 2: Fields in the Asymptotically Safe SM, where NS = NC − 2. The top 2ng = 6 components
of flavour SU(NF ) correspond to SU(2) multiplets, where ng is the generation number.
There is a mass-term mqqq̃ that respects the SU(NC − 4) in addition to the gauging for
the usual Pati-Salam SU(2)R , given by SU(2)R = [SU(2)r ⊗ SU(2)S ]diag.

SU(Nc)

SU(Nf − 2ng)R ⊕ (SU(ng)r ⊗ SU(2)r)

SU(Nf )R ⊃SU(Nf )L ⊃
SU(Nf − 2ng)L ⊕ (SU(ng)L ⊗ SU(2)L)

SU(NS − 2)S ⊕ SU(2)S

SU(NS) ⊃
Q̃Q

q q̃

H

S̃

Fig. 2: The augmented quiver that leads to the Standard Model in the IR. Note that is not possi-
ble to illustrate the gauging of the electroweak symmetries on such a diagram. These are
SU(2)R = [SU(2)r ⊗ SU(2)S]diag with the top 2ng indices of SU(NF )L.R flavour trans-
forming as doublets under SU(ng)⊗ SU(2)L,R.

SU(2)R. As in [AS2] we do not need to consider the flavour breaking couplings

LSU(NF )R = −v2Tr
[

H†H S̃† · S̃
]

, (2)

which are generally irrelevant, and hence destabilise the UV fixed point. As usual, in order for
the flow to emanate from a UV fixed point, one must set such irrelevant couplings to be precisely
zero. (They can of course be forbidden on grounds of preservation of flavour symmetry which we
associate with the classically relevant operators only.)

In addition in order to generate symmetry breaking, we will add classically dimensionful “soft-
terms” which explicity violate the flavour symmetry. These can be written most generally in the
form

LSoft = −m2
h0

Tr
[

H†H
]

−
N2

F−1
∑

a=1

∆2
aTr [HT a]Tr

[

H†T a
]

, (3)

where T a are the generators of the SU(NF )diag flavour group. Being classically relevant, the soft

3

Aeer:	(hence	the	name	Tetrad)	



As	this	model	is	based	on	LS,	the	same	UVFP	applies	(see	later).	But	what	about	AS	for	the	

SU(2)xSU(2)	electroweak	gauge	groups?		

These	see	a	large	number	of	flavours	(Nf	(small	f)	of	order	order	Nc)?

Palanques	Mestre,	Pascual;	Gracey;	Holdom;	

Shrock;	AnNpin,	Pica,	Sannino	

This	gives	UVFP	behaviour	with	a	fixed	point	at	’t	Hooe	couple	~	1	…	if	Nf	>>16:	

Resum	first	terms	gives
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First let us address the existence of UV fixed points for the SU(2) gauge couplings in the
presence of a large e↵ective number of SU(2) flavours, Nf . By “e↵ective” we mean that, as
we shall see, in the leading diagrams, scalar and fermion bubbles contribute equivalently up
to a factor, so their contributions always appear in the same linear combination. (Note that
Nf for these fixed points is not to be confused with the previous NF .) A 1/Nf expansion
can be organised in terms of

↵̃ =
Nfg

02

(4⇡)2
, (26)

with g
0 standing for gSU(2)L or gSU(2)R . Typical terms contributing to the beta-function are

shown in figure 2. They can be resummed (see for example the review in [10]), and one finds
[9]

3

4

�↵̃

↵̃2
= 1 +

H(↵̃)

Nf
+O(N�2

f ) , (27)

where the additional terms, suppressed by at least a factor of 1/N2
f , arise from diagrams such

as the class shown on the first line of figure 3. From figure 2 it is clear that contributions
from scalar and quark loops are simply additive in the resummation, with the number of
SU(2)L/R quark doublets being 3N/2, and scalar doublets being 3NF/4 for SU(2)L and
3NF/4 + N/4 for SU(2)R, in the SM embedding we are considering. Therefore setting
NF ⇡ 21/4, SU(2)L has Nf ⇡ 87N/16 while SU(2)R has Nf ⇡ 91N/16.

The important point about the function H(↵̃) is that it has a negative logarithmic sin-
gularity at

↵̃0 =
3

2
. (28)

Thus one can always find a solution to �↵̃(↵̃) = 0 at ↵̃⇤ somewhat below this value. For
values of Nf & 5, ↵̃ runs in the UV rapidly to a value ↵̃⇤ that is in fact exponentially close
to 3/2 [1, 9]. Indeed the form of the singularity is

H(↵̃) =
1

4
log |3� 2↵̃|+ constant , (29)

so one has ↵̃⇤ = 3
2 � Ce

�4Nf , for some constant C. For even modest Nf (note that for
N = 10 one has Nf ⇠ 50) the exponential term is completely negligible.
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Figure 1: The renormalisation group flow of the couplings from the UV fixed point and around

the critical curve, towards the Gaussian IR fixed point. The black line is fixed by matching the

desired electroweak couplings at the low scale.

least one UV fixed point gives rise to a stable flow.
Finally we discuss the running of the electroweak SU(2)L ⇥ SU(2)R groups of the SM.

One has to establish that this gauging also does not disrupt the original fixed point, and that
the electroweak gauge couplings run independently to their own fixed points in the UV. This
part of the discussion utilises a straightforward adaptation of the “large number of flavours”
limit of [9, 10] (where “flavours” in this case means fundamentals of the electroweak gauge
group); but the important point is that this ingredient can be added in an independent
modular fashion because, as we demonstrate, the electroweak running and the running in
the core SU(N) theory decouple in the Veneziano limit.

We should stress that there are most likely many other configurations within the general
framework, and this paper presents the most minimal realisation of asymptotic safety in the
SM via radiative breaking. Moreover we view this framework as just a first step towards an
asymptotically safe SM of this kind. A more complete treatment must address for example
flavour structure and fermion mass hierarchies, which we do not treat in detail here.

II. EMBEDDING THE SM

We first focus on the structure of the SM embedding, building up from the theories
discussed in [1–7]. These are SU(N) gauge theories with NF flavours of fermion pairs Qi

L, Q
i
R

(i = 1, · · · , NF ) in the fundamental representation, and an NF ⇥NF complex matrix scalar



Interpreta>on:	the	flow	is	on	a	hypersurface	in	g,y,g’	that	is	independent	of	g’				(more	later)		
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Can	show	by	power	counNng	that	the	two	kinds	of	UVFP	decouple.			

In	the	Veneziano	limit	the	correcNons	to	the	weak	FP	go	like	epsilon.	Can	neglect	
everything	but	SU(2)	gauge	couplings	when	determining	the	SU(2)	fixed	points…
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NS = const implies NS/N ! 1 in the Veneziano limit (xF ! 22/4):

↵u2 = 3(
p
23�1)
26 ↵g

↵w2 = 3�
p
6

16 ↵g

↵u1 = �6
p
23+3

p
20+6

p
23

104 ↵g

↵w1 = 17
p
6�36

128 ↵g . (23)

Finally one can solve for the coupling ↵g(t) itself. The solution is most easily defined in
terms of

!(t) =
↵
⇤
g

↵g(t)
� 1 . (24)

One finds
!(t) = W

h
!(0)e!(0) e�

4
3↵

⇤
g✏t
i
, (25)

where the Lambert W function is given by z = W [zez] (as is evident from setting t = 0).

↵̃
1
Nf

↵̃
2 1

Nf
↵̃
3 1

Nf
↵̃
(L�1)

1
Nf

↵̃
2 1

Nf
↵̃

3 1
Nf

↵̃
(L�1)

Figure 2: One-loop diagram and the leading resummed pole contributions for the SU(2)L⇥SU(2)R
fixed points, where ↵̃ = Nf g

2
SU(2)/16⇡

2. The plain lines represent both quarks and scalars.

IV. THE ELECTROWEAK SU(2)L ⇥ SU(2)R UV FIXED POINT, A00, AND ITS

DECOUPLING IN THE BANKS-ZAKS LIMIT

We now turn to the gauging of the electroweak couplings SU(2)L⇥SU(2)R. Consistency
of the picture, namely that there is an overall UV fixed point, requires that these couplings
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1
N2

f
↵̃
(L�1)

↵g↵̃ ⇠ ✏↵̃ ↵y↵̃ ⇠ ✏↵̃
✏

Nf
↵̃
(L�1) ✏

Nf
↵̃
(L�1)

↵
2
u2
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2
↵̃

✏2

Nf
↵̃
(L�1)

Figure 3: Sub-leading bubbles in the renormalisation of the SU(2)L/R gauge couplings (where plain

lines represent quarks and/or scalars) are suppressed with respect to the terms in the resummation

in figure 2. The first diagrams exist also in the pure SU(2)L/R theory and are suppressed by a

factor of 1/Nf : this admits the procedure of [10] that establishes a fixed point by balancing the

resummed pole of figure 2 against the one-loop diagram. On the second row, the insertion of an

SU(N) “gluon” line on the quark loops, or a Higgs scalar via Yukawa couplings, gives a factor
g2

(4⇡)2
P

A(T
A
T
A) ⇠

g2N
(4⇡)2 ⇠ ✏ or a factor y2NF

(4⇡)2 ⇠ ✏ respectively, compared to diagrams with the

same power of ↵̃ in figure 2, where the ✏ scalings apply when one is near the fixed points of

↵g,↵y,↵u1 ,↵u2 couplings. Note that due to the large number of SU(2) doublets, ✏ is of order 5/Nf .

On the third row, the introduction of a pair of scalars with quartic interactions introduced terms

suppressed even more, by factors of order ↵
2
u2

⇠ ✏
2.

join in with the fixed point behaviour in the UV. In this section we discuss the existence of
fixed points for these factors which are e↵ectively SU(2) gauge theories in a large “flavour”
expansion (with order N flavours of electroweak fundamental). We then establish that,
crucially in the Banks-Zaks limit we are considering, the flow to the SU(N) fixed point, A0,
and to the SU(2)L⇥SU(2)R fixed point, A00, can be established independently of one another.
In other words, a large colour and large flavour Banks-Zaks UV fixed point can coexist and
not-interfere with a large flavour fixed point of the kind established in [1, 9, 10]. In terms
of figure 1, this means that the profile of the trajectory in the g, y plane is independent of
g
0, while the flow in the g

0 direction as a function of t is independent of g, y. (Note that a
complimentary approach would be to add additional coloured multiplets to achieve “large
flavour” fixed points for all the gauge groups [12].)

>>



Conversely	for	the	SU(Nc)	fixed	point	…
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First let us address the existence of UV fixed points for the SU(2) gauge couplings in the
presence of a large e↵ective number of SU(2) flavours, Nf . By “e↵ective” we mean that, as
we shall see, in the leading diagrams, scalar and fermion bubbles contribute equivalently up
to a factor, so their contributions always appear in the same linear combination. (Note that
Nf for these fixed points is not to be confused with the previous NF .) A 1/Nf expansion
can be organised in terms of

↵̃ =
Nfg

02

(4⇡)2
, (26)

with g
0 standing for gSU(2)L or gSU(2)R . Typical terms contributing to the beta-function are

shown in figure 2. They can be resummed (see for example the review in [10]), and one finds
[9]

3

4

�↵̃

↵̃2
= 1 +

H(↵̃)

Nf
+O(N�2

f ) , (27)

where the additional terms, suppressed by at least a factor of 1/N2
f , arise from diagrams such

as the class shown on the first line of figure 3. From figure 2 it is clear that contributions
from scalar and quark loops are simply additive in the resummation, with the number of
SU(2)L/R quark doublets being 3N/2, and scalar doublets being 3NF/4 for SU(2)L and
3NF/4 + N/4 for SU(2)R, in the SM embedding we are considering. Therefore setting
NF ⇡ 21/4, SU(2)L has Nf ⇡ 87N/16 while SU(2)R has Nf ⇡ 91N/16.

The important point about the function H(↵̃) is that it has a negative logarithmic sin-
gularity at

↵̃0 =
3

2
. (28)

Thus one can always find a solution to �↵̃(↵̃) = 0 at ↵̃⇤ somewhat below this value. For
values of Nf & 5, ↵̃ runs in the UV rapidly to a value ↵̃⇤ that is in fact exponentially close
to 3/2 [1, 9]. Indeed the form of the singularity is

H(↵̃) =
1

4
log |3� 2↵̃|+ constant , (29)

so one has ↵̃⇤ = 3
2 � Ce

�4Nf , for some constant C. For even modest Nf (note that for
N = 10 one has Nf ⇠ 50) the exponential term is completely negligible.
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[9]

3

4

�↵̃

↵̃2
= 1 +

H(↵̃)

Nf
+O(N�2

f ) , (27)

where the additional terms, suppressed by at least a factor of 1/N2
f , arise from diagrams such

as the class shown on the first line of figure 3. From figure 2 it is clear that contributions
from scalar and quark loops are simply additive in the resummation, with the number of
SU(2)L/R quark doublets being 3N/2, and scalar doublets being 3NF/4 for SU(2)L and
3NF/4 + N/4 for SU(2)R, in the SM embedding we are considering. Therefore setting
NF ⇡ 21/4, SU(2)L has Nf ⇡ 87N/16 while SU(2)R has Nf ⇡ 91N/16.

The important point about the function H(↵̃) is that it has a negative logarithmic sin-
gularity at

↵̃0 =
3

2
. (28)

Thus one can always find a solution to �↵̃(↵̃) = 0 at ↵̃⇤ somewhat below this value. For
values of Nf & 5, ↵̃ runs in the UV rapidly to a value ↵̃⇤ that is in fact exponentially close
to 3/2 [1, 9]. Indeed the form of the singularity is

H(↵̃) =
1

4
log |3� 2↵̃|+ constant , (29)

so one has ↵̃⇤ = 3
2 � Ce

�4Nf , for some constant C. For even modest Nf (note that for
N = 10 one has Nf ⇠ 50) the exponential term is completely negligible.
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• Suppose	that	the	classically	relevant	operators	are	negligible.	(compared	to	the	scales	we	
are	about	to	generate.)		

• Then	Coleman-Weinberg	radiaNve	symmetry	breaking	is	induced	along	the	flow.	

• First	look	at	Yukawas	which	run	without	caring	about	quarNcs:	

(by design) very many SU(2)L and SU(2)R doublets that should be removed at low scales. The second
component of symmetry breaking that accomplishes this is that the block H0 of the Higgs multiplets
also acquire VEV along the diagonal,

⟨H0⟩ = V0INF−6 . (10)

Thanks to the y coupling, this gives the NF − 6 generations of complete non-doublet SU(NC) multiplets
masses yV0√

2
, leaving untouched ng(NC − 4) of the SU(2)L doublets in the QL, and SU(2)R doublets in

the QR. Indeed in these remaining ng generations of SU(NC)-coloured multiplets, only the first SU(4)

components are to be identified as matter fields, as in (4). The remaining states get masses Ỹ Ṽ√
2

and Y Ṽ√
2

from the Ỹ and Y couplings respectively to which we now return, writing them with explicit indices:

LUVFP ⊃ −
Ỹ√
2
QS̃q̃ −

Y√
2
S̃†Q̃q ,

⊃ −
Ỹ√
2

(

Qaα
k S̃j

aq̃
k
αj

)

−
Y√
2

(

Q̃aα
k S∗j

a qkαj

)

,

≡ −
Ỹ√
2

(

Ψ 1
2

Ψ− 1
2

)â

k
φ̃j0,â

(

ψ̃− 1
2

ψ̃ 1
2

)k

j

−
Y√
2

(

Ψ̃− 1
2

Ψ̃ 1
2

)â

k
φ̃∗j0,â

(
ψ 1

2

ψ− 1
2

)k

j

,

= −
Ỹ Ṽ√
2

(
Ψ 1

2
Ψ− 1

2

)j

k

(

ψ̃− 1
2

ψ̃ 1
2

)k

j

−
Y Ṽ√
2

(

Ψ̃− 1
2

Ψ̃ 1
2

)j

k

(
ψ 1

2

ψ− 1
2

)k

j

, (11)

where a = 1 . . .NC are colour indices, â = 5 . . .NC are the NC − 4 colour indices beyond the PS degrees
of freedom, j = 1 . . .NC − 4 are the NC − 4 flavour indices of S̃ that are not charged under SU(2)R, the
indices α = 1, 2 are the SU(2)L/R indices, and k = 1 . . . ng are generation indices. Note that as promised
chiral symmetry dictates the choice NS = NC − 4, because NS flavour is locked to SU(NC) colour by
the VEV of S̃.

It is easy to check that with this choice of colours and flavours, and these VEVs, the remaining content
in the IR is that of the SM with Higgses carrying SU(ng) generation indices for the left and right handed
fields.

3. Flow from the UV fixed points and symmetry breaking

3.1. The Tetrad Model contains the Coleman Weinberg mechanism. Next let us turn to the dynamics,
first illustrating the appearance of traditional radiative symmetry breaking. As there are many couplings
involved, it is useful to break down the evolution under RG flow into self-contained units. Indeed the
crucial aspect of the flow from the UV fixed point is that it is actually controlled by two fixed points of
the gauge and Yukawa couplings, which form a closed system by themselves.

It will be convenient to define rescaled couplings as follows:

αg =
NCg2

(4π)2
; αy =

NCy2

(4π)2
; αỹ =

NC ỹ2

(4π)2
; αY =

NCY 2

(4π)2
; αỸ =

NC Ỹ 2

(4π)2
;

αu1 =
N2

Fu1

(4π)2
; αu2 =

NFu2

(4π)2
; αv1 =

N2
Cv1

(4π)2
; αw1 =

N2
Cw1

(4π)2
; αw2 =

NCw2

(4π)2
. (12)

To determine their fixed points, we require their RG equations to order α3 ≡ ϵα2 in βg and order α2 ≡ ϵα
in βy,Y,Ỹ : defining ϵ = −11/2 + xF + xq/4 = xF − 21/4 and Υ =

√
αyαỹαY αỸ , and taking ng = 3, the

beta functions are found to be

βg = α2
g

(
4

3
ϵ+ (

26

3
xF − 20)αg − x2

Fαy − xFαY − xFαỸ

)

,

βy = 4Υ+ αy ((1 + xF )αy + αỹ + αỸ + αY − 6αg) ,

βỹ = 4Υ+ αỹ ((1 + xF )αỹ + αy + αỸ + αY ) ,

βY = 2xFΥ+ αY

(

2(1 + xF )αY + xF (
1

2
αy +

1

2
αỹ + 2αỸ )− 3αg

)

,

βỸ = 2xFΥ+ αỸ

(

2(1 + xF )αỸ + xF (
1

2
αy +

1

2
αỹ + 2αY )− 3αg

)

. (13)
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2

and Y Ṽ√
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Ỹ√
2
QS̃q̃ −

Y√
2
S̃†Q̃q ,

⊃ −
Ỹ√
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βY = 2xFΥ+ αY

(

2(1 + xF )αY + xF (
1

2
αy +

1

2
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• Solve	to	find	the	following	set	of	fixed	points	…	

Table 3. The collection of UV fixed points for the gauge and Yukawa couplings:
schematically the flow is from A → B → C,D → E. Fixed points C,D,E are pseudo-
fixed points in the sense that the quartic scalar coupings do not have a fixed point there.
The only true non-trivial fixed point is the LS fixed point of B.

Label α∗
g αỹ/αg αy/αg αY /αg αỸ /αg

A 0 0 0 0 0
B 25

18ϵ 0 6
1+xF

→ 24
25 0 0

C 302
225ϵ 0 6(3+4xF )

4+7xF+4x2
F

→ 144
151

6
4+7xF+4x2

F

→ 6
151 0

D 302
225ϵ 0 6(3+4xF )

4+7xF+4x2
F

→ 144
151 0 6

4+7xF+4x2
F

→ 6
151

E 277
207ϵ 0 6(1+4xF )

2+5xF+4x2
F
→ 264

277
3

2+5xF+4x2
F
→ 6

277
3

2+5xF+4x2
F
→ 6

277

Since it is positive, the equation for βỹ = 0 can only be consistently met with αỹ = Υ = 0. Moreover if
any of the other couplings are non-zero, it flows to zero in the IR, so along the RG trajectory from any
eligible fixed point it must remain zero. There are also by inspection no positive solutions with αy = 0.
In addition the last two equations allow a fixed point if αY = αỸ or one or both couplings vanish. Hence
one finds the possible flows shown in Table 3 (where α∗

g is the fixed point value of the gauge coupling,
taking xF → 21/4).

Note that we do not require all the couplings to be non-zero in order to have a non-trivial UV fixed
point, but we definitely need to reproduce the gauge-Yukawa behaviour of [16] that was observed in [2],
while at the same time having negative beta functions for the couplings that are required to be non-zero
in the IR, for phenomenological reasons. Therefore we can reject the Gaussian fixed point A. The second
of these options, fixed point B, was the LS fixed point that was utilized in [2], and leads to

B :
βY
αY

=
βỸ
αỸ

≈ −
3

1 + xF
αg → −

12

25
αg < 0 , (14)

so that both the Y and Ỹ couplings flow away from fixed point B in the IR. Hence this fixed point is an
interesting Gaussian option for the Y and Ỹ couplings. In order to assess the other possible fixed points,
note that

βY − βỸ
αY − αỸ

= 2(1 + xF ) (αY + αỸ ) > 0 . (15)

Hence αY −αỸ shrinks in the IR, so if the flow begins in the UV at C or D, it will be attracted to fixed
point E. We conclude that from the perspective of the couplings g, y, ỹ, Y, Ỹ , any of B,C,D,E are suitable
for an asympotically safe fixed point but, as it flows to the IR, the system is attracted to the trajectory
emerging from fixed point E, driven by the Yukawa couplings Y, Ỹ . A numerical evolution showing this
cross-over for the Yukawa and gauge couplings is shown in Figure 3.

Next we turn to the scalar couplings. Their beta functions are given by

βu1 = 4αu1 [8αu1 + 8αu2 + (αy + αỹ)] + 32α2
v1x

2
F + 6α2

u2
,

βu2 = 2αu2 [4αu2 + (αy + αỹ)]−
1

2
xF (α

2
y + α2

ỹ) ,

βw1 = 4αw1 [8αw1 + 24αw2 + 2xF (αY + αỸ )− 3αg] + 32α2
v1x

2
F + 48α2

w2
+

3

8
α2
g ,

βw2 = 2αw2 [12αw2 + 2xF (αY + αỸ )− 3αg]−
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Analysis of these RGEs shows that there is only a real solution for a fixed point when αY = αỸ = 0,
corresponding to fixed point B, namely the original LS fixed point studied in [2]. Along the trajectory
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Table 3. The collection of UV fixed points for the gauge and Yukawa couplings:
schematically the flow is from A → B → C,D → E. Fixed points C,D,E are pseudo-
fixed points in the sense that the quartic scalar coupings do not have a fixed point there.
The only true non-trivial fixed point is the LS fixed point of B.
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g αỹ/αg αy/αg αY /αg αỸ /αg
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F
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F
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F
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ỹ) ,

βw1 = 4αw1 [8αw1 + 24αw2 + 2xF (αY + αỸ )− 3αg] + 32α2
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Analysis of these RGEs shows that there is only a real solution for a fixed point when αY = αỸ = 0,
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• A	is	the	Gaussian	fixed	point	—	i.e.	usual	quarNc	theory	

• B	is	the	LS	fixed	point	trajectory	(so	we	know	it	leads	to	a	true	UVFP	when	we	add	quarNcs)	

• C,D	are	unstable	trajectories	in	both	UV	and	IR	direcNons	

• E	is	an	IR	“fixed-trajectory”	(someNmes	called	quasi-fixed	point)	in	the	absence	of	quarNcs	



Figure 3. The flow in gauge and Yukawa coupling-space from the true fixed point B on
to the trajectory emanating from the pseudo-fixed E, as specified in Table 3. During the
flow the system crosses over from the (red-dashed) trajectory emanating from B, onto
the blue-dotted trajectory emanating from E, inducing non-zero αY ,αỸ . This evolution
(which ignores the accompanying flow of the quartic couplings) is idealised: the system
radiatively develops a minimum before reaching trajectory E.

from B, the couplings assume the following values (with actually two stable branches for w1):

αu1 =
−6

√
22 + 3

√

19 + 6
√
22

100
αg ,

αu2 =
3

25

(√
22− 1

)

αg ,

αw1 =
3±

√

3
(

4
√
2− 5

)

16
√
2

αg ,

αw2 =
1

16

(

2−
√
2
)

αg ,

αv1 = 0 . (17)

It is important for later reference that, as discussed in [16,17], the negative value of αu1 at the minimum
does not induce instability in H because it is off-set by the much larger positive value of αu2 .

Once the Yukawa flow in Figure 3 begins, the scalar couplings also begin to flow: indeed Figure 3
is somewhat idealised in the sense that the quartic couplings now rapidly induce radiative symmetry
breaking. In order to show this analytically, one may use the relations between the Yukawas and gauge
couplings corresponding to trajectory E which yields an effective set of beta functions:

βu1 = 32α2
u1

+ 6α2
u2

+ 32αu1αu2 +
1056

277
αu1αg ,

βu2 = 8α2
u2

+
528

277
αu2αg −

182952

76729
α2
g ,

βw1 = 32α2
w1

+ 48α2
w2

+ 96αw1αw2 −
2820

277
αw1αg +

3

8
α2
g ,

βw2 = 24α2
w2

−
1410

277
αw2αg +

227163

1227664
α2
g ,

βv1 = 16 αv1

(

2αu1 + αu2 + 2αw1 + 3αw2 −
441

2216
αg

)

−
1584

76729
α2
g . (18)

These show that, once the system is kicked onto the E trajectory, the quartic couplings u2 and w2 flow
to “quasi-fixed points”, that is trajectories that are determined entirely by the slowly varying value of αg.
Indeed αg is parametrically slowly flowing compared to the quartics (because its beta function is order
ϵ2), so we may approximate it as constant, with the quartic couplings starting close to the boundary
values in (17). Solving for αu2 and αw2 we see that they can both asymptote (as tanh functions) to

9

Nearby	FP	for	just	Gauge/Yukawa	
with	non-zero	Y	

Cross-over	induced	by	Y	couplings

True	UVFP	with	only	non-zero	y

• The	flow	to	the	E-trajectory	is	induced	by	the	Y	couplings:	



Figure 4. The flow for the quartic couplings once the theory leaves trajectory B (at
t = 0). On the left, αu2 in red/dashed and αw2 in blue/solid both flow to new fixed
points (beginning from positive values at t = 0). The αw2 quasi-fixed point is much
larger, which among other contributions induces αw1 in blue/solid (on the right) to run
negative and form a minimum radiatively for S̃. Meanwhile αu1 in red/dashed on the
right is only moderately changed, not enough to destabilise H, while αv1 in red/dotted
runs slightly positive, inducing a small positive mass-squared for the Higgs at the PS
breaking scale. This example has ϵ = 0.01.

Figure 5. The radiatively induced minimum in the effective potential for S̃.

In this subsection we shall perform a more complete analysis of the flow of these operators to show
how one should incorporate their flavour dependence. In particular we are interested in the possible
generation of flavour/generation hierarchies in H , which in any viable model will be required to satisfy
phenomenological constraints.

Rather than write the explicit flavour dependence as in (3), we wish to consider smaller flavour
structures that are closed under RG. To see how to do this, as a warm-up consider the completely
SU(NF ) symmetric terms in [2], which were mass-squareds of the form
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• This	in	turn	induces	a	flow	in	the	quarNc	couplings	driving	them	negaNve!	we	essenNally	
have	Gildener-Weinberg	breaking	of	the	extended	PS	symmetry.	

• Note	that	the	generated	H	mass-squareds	are	all	posiNve	at	this	scale.	But	as	we	saw	
flavour	dependence	could	generate	EW	breaking	lower	
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Thoughts	on	embedding	in	string	theory



Normally	try	to	think	about	such	UV	fixed	point	behaviour	within	field	
theory:	but	is	string	theory	already	asymptoDcally	free?
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theory:	but	is	string	theory	already	asymptoDcally	free?

A) No!	(Distler)	String	theory	doesn’t	need	such	behaviour	to	make	itself	finite.	The	
massless	spectrum	doesn’t	control	finiteness,	and	in	any	case	it	doesn’t	resemble	any	
known	field	theory	with	a	UV	fixed	point.	
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massless	spectrum	doesn’t	control	finiteness,	and	in	any	case	it	doesn’t	resemble	any	
known	field	theory	with	a	UV	fixed	point.	

B)	Yes!	(Wederich)	String	theory	has	only	one	dimensionful	parameter	(which	goes	into	
defining	the	units	by	which	we	measure	energy).	A	second	energy	scale	is	needed	to	
observe	scale	violaNon.	This	could	be	the	Planck	scale,	or	the	dynamical	scale	of	some	field	
theory.	But	well	above	the	physics	at	which	this	second	scale	is	generated,	the	theory	
should	return	to	scale	invariance(a.k.a.	a	UV	fixed	point	for	operators)			
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It	would	be	interes>ng	to	know	if	it	is	B)	and	if	so	how	string	theory	does	it.	



to the computation of the string beta function carried out in ref[2]. This method for evaluating beta functions in string theory,
which became the classic technique, gets around the fact that the string theory is defined only on-shell by inserting an IR cut-off
into the one-loop integral and using that as the renormalization scale. This works as long as the cut-off is below the string scale,
so that it sensibly divides the integral into effective modes and stringy UV modes. However it will not allow us to consider the
deep UV, and in addition such a cut-off breaks modular invariance. So, the two-point function is not quite what we want for
string theory, but it allows us to show how the beta function can be extracted from branch-cuts in the s-plane of amplitudes in
a renormalizable field theory.

We will evaluate the two-point amplitude for the classical gauge-field background with suitably adjusted couplings and
propagators, in an arbitrary gauge. At the end of the calculation one can for example take the Landau gauge ⇠ ! 0, at which
point the divergences in ⇠ magically cancel, leaving an amplitude that we can interpret as a contribution to the effective potential:

�L = �
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4g2
Fµ⌫F

µ⌫ . (1)

The dimensionless parameter C̃1 yields the beta function, as

�g =
g
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Let us recall the typical extraction of the beta function. Introducing 2Ns complex scalars of mass ms and Nf Dirac fermions of
mass mf , we find in 4� 2✏ dimensions that
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where the ellipsis refers to logarithms of either p2 or m2
s
,m2

f
. From this we deduce that the beta function coefficient is given by

the singularity in ✏.
This technique is perfectly adequate in a Wilsonian setting, when there is a set number of states in the theory that are

considered to be part of an effective theory all much lighter than µ. But what do we do when, as in string theory or in a
Kaluza-Klein theory, there is an infinite spectrum and the situation is not Wilsonian? To see how one can proceed consider the
contributions to the beta fuction from the massive states. Defining p2 = s, in the two point function the contributions take the
Lorentz-invariant form (up to constants appearing in the brackets)
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where the massless gauge contribution contains a term coming from the ghost loop, and where ⇤(s;mf ,mf ) is the part of the
Passarino-Veltman B0 function containing the s-plane branch cut. The latter is a book-keeping device to count the number
of degrees of freedom in the beta function. The usual procedure of counting the poles in ✏of course gives the correct answer
because it inevitably accompanies the logµ2 term, which is what we want. However there is another way one can determined
the beta function which incorporates mass-dependence. It is obvious from the fact that when the fields in the loop are massless,
there is a log(�s) contribution. Hence there is an imaginary contribution to the amplitude which grows to i⇡ in the limit that
s � 4m2. This is precisely the origin of the branch-cut which appears along the s-axis in the amplitude, for every state with a
mass m <

p
s/2. Hence one way of extracting an s dependent beta function is
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2

IR	cut-off

Interested	in	s	dependence	at	a	parNcular	mu.	Normally	count	UV	divergences

• A	meaningful	RG	procedure	with	a	messy	UV:	aYempt	1)	
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Lorentz-invariant form (up to constants appearing in the brackets)
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where the massless gauge contribution contains a term coming from the ghost loop, and where ⇤(s;mf ,mf ) is the part of the
Passarino-Veltman B0 function containing the s-plane branch cut. The latter is a book-keeping device to count the number
of degrees of freedom in the beta function. The usual procedure of counting the poles in ✏of course gives the correct answer
because it inevitably accompanies the logµ2 term, which is what we want. However there is another way one can determined
the beta function which incorporates mass-dependence. It is obvious from the fact that when the fields in the loop are massless,
there is a log(�s) contribution. Hence there is an imaginary contribution to the amplitude which grows to i⇡ in the limit that
s � 4m2. This is precisely the origin of the branch-cut which appears along the s-axis in the amplitude, for every state with a
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The	most	physical	picture:	Total	s	branch	cuts	just	tell	us	how	many	states	
above	threshold	(s	>	4m^2)	(but	hard	to	get	without	doing	the	actual	
integral)

• A	meaningful	RG	procedure	with	a	messy	UV:	aYempt	1)	

to the computation of the string beta function carried out in ref[2]. This method for evaluating beta functions in string theory,
which became the classic technique, gets around the fact that the string theory is defined only on-shell by inserting an IR cut-off
into the one-loop integral and using that as the renormalization scale. This works as long as the cut-off is below the string scale,
so that it sensibly divides the integral into effective modes and stringy UV modes. However it will not allow us to consider the
deep UV, and in addition such a cut-off breaks modular invariance. So, the two-point function is not quite what we want for
string theory, but it allows us to show how the beta function can be extracted from branch-cuts in the s-plane of amplitudes in
a renormalizable field theory.

We will evaluate the two-point amplitude for the classical gauge-field background with suitably adjusted couplings and
propagators, in an arbitrary gauge. At the end of the calculation one can for example take the Landau gauge ⇠ ! 0, at which
point the divergences in ⇠ magically cancel, leaving an amplitude that we can interpret as a contribution to the effective potential:
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Let us recall the typical extraction of the beta function. Introducing 2Ns complex scalars of mass ms and Nf Dirac fermions of
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the singularity in ✏.
This technique is perfectly adequate in a Wilsonian setting, when there is a set number of states in the theory that are

considered to be part of an effective theory all much lighter than µ. But what do we do when, as in string theory or in a
Kaluza-Klein theory, there is an infinite spectrum and the situation is not Wilsonian? To see how one can proceed consider the
contributions to the beta fuction from the massive states. Defining p2 = s, in the two point function the contributions take the
Lorentz-invariant form (up to constants appearing in the brackets)
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where the massless gauge contribution contains a term coming from the ghost loop, and where ⇤(s;mf ,mf ) is the part of the
Passarino-Veltman B0 function containing the s-plane branch cut. The latter is a book-keeping device to count the number
of degrees of freedom in the beta function. The usual procedure of counting the poles in ✏of course gives the correct answer
because it inevitably accompanies the logµ2 term, which is what we want. However there is another way one can determined
the beta function which incorporates mass-dependence. It is obvious from the fact that when the fields in the loop are massless,
there is a log(�s) contribution. Hence there is an imaginary contribution to the amplitude which grows to i⇡ in the limit that
s � 4m2. This is precisely the origin of the branch-cut which appears along the s-axis in the amplitude, for every state with a
mass m <
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to the computation of the string beta function carried out in ref[2]. This method for evaluating beta functions in string theory,
which became the classic technique, gets around the fact that the string theory is defined only on-shell by inserting an IR cut-off
into the one-loop integral and using that as the renormalization scale. This works as long as the cut-off is below the string scale,
so that it sensibly divides the integral into effective modes and stringy UV modes. However it will not allow us to consider the
deep UV, and in addition such a cut-off breaks modular invariance. So, the two-point function is not quite what we want for
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Kaluza-Klein theory, there is an infinite spectrum and the situation is not Wilsonian? To see how one can proceed consider the
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where the massless gauge contribution contains a term coming from the ghost loop, and where ⇤(s;mf ,mf ) is the part of the
Passarino-Veltman B0 function containing the s-plane branch cut. The latter is a book-keeping device to count the number
of degrees of freedom in the beta function. The usual procedure of counting the poles in ✏of course gives the correct answer
because it inevitably accompanies the logµ2 term, which is what we want. However there is another way one can determined
the beta function which incorporates mass-dependence. It is obvious from the fact that when the fields in the loop are massless,
there is a log(�s) contribution. Hence there is an imaginary contribution to the amplitude which grows to i⇡ in the limit that
s � 4m2. This is precisely the origin of the branch-cut which appears along the s-axis in the amplitude, for every state with a
mass m <
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Or	impose	IR	cut-off	on	Schwinger	integral:	equivalent	to	deep	Euclidean	s,	and	then..	

in the amplitude, for every state with a mass m <
p
s/2. In the large s limit with fixed mass, the massive contributions must

therefore eveolve to the same phase as the massless ones. Hence one way of extracting an s dependent beta function is
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is another prescription, where we impose reality on the beta function. These are not quite the same prescription: I think the
former is more physically meaningful but the latter is simpler to work with. However the latter gives non-sensical answers when
s < 4m2.
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Thus the definition in (6) is entirely physical and can’t depend on any scheme. On the other hand the value of 1/g2 itself is given
by the integral of the beta function (which is essentially the real part of Ã(2)), and it is scheme dependent. To make contact
with string theory we can rewrite the integral using Schwinger parameters. Consider the Euclideanized integral
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Next we choose variables in which the parameter y1 + y2 plays the role of ⌧ , while y2 is a separate variable. Let ⌧ = y1 + y2 and
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paarmeterization which gives

I0 = real �
i

16⇡2

Z 1

0
log

h
�

s

m2
x(1� x) + 1

i
.

2

• A	meaningful	RG	procedure	with	a	messy	UV:	aYempt	1)	



• Toy	example:	KK	theory
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It is interesting to consider what happens with this definition when there is an infinite tower. Suppose we have KK modes of
bosons m2 = ~m·~m

R2 where ~m is a d-dimensional vector of KK numbers. Then we would have
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All but the zero modes are exponentially suppressed and the result can be obtained by placing a cut-off on the integral and
expanding:
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/�(d/2+1) is the volume of a Euclidean ball of radius
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s in units of 1/R. An interesting aspect

of this calculation is that the answer does not depend on Scherk-Schwarz shifts in the momentum. That is the resummation
formula with KK towers shifted by m2
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R2 gets a phase proportional to e�2⇡i~̀·~a, which is trivial for for leading

~̀= ~0 terms. The effect is therefore exponentially suppressed.
The simplest way of determining the beta function is by instead performing a contour integral to determine the branch-cut
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Therefore the branch-cut is given by the logarithm:
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It is interesting to consider what happens with this definition when there is an infinite tower. Suppose we have KK modes of
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All but the zero modes are exponentially suppressed and the result can be obtained by placing a cut-off on the integral and
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of this calculation is that the answer does not depend on Scherk-Schwarz shifts in the momentum. That is the resummation
formula with KK towers shifted by m2
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• Toy	example:	KK	theory

m/R

Note	that	the	answer	averages	over	the	UV	states	and	is	not	the	same	as	a	naive	
rigid	cut-off	at	the	scale	s.	(e.g.	can	introduce	Scherk-Schwarz	spli~ng	of	N=4	
theory	—	the	KK	modes	sNll	give	zero,				even	though	the	naive	beta	funcNon	
would	oscillate	as								~	+-																			)	

Figure 1: Contour in ⌧ for evaluating imaginary part of Amplitude.

This integral diverges for ⌧A = ⌧
h
s x(1� x)�

~̀·~̀
⌧2 ⇡2R2

i
> 0, and indeed the branch cut in s comes precidely from the divergent

part. In detail suppose we consider s = |s|(1 + i✏). Then one can evaluate the integral by performing the ⌧ contour-integral as
shown in Figure 1 in the upper half-plane at fixed x, and then performing the x integral.

The integral of interest is the positive branch of I2 which by Cauchy’s theorem is

I ⌘ I+2 = 0� I3 � I�2 � I1. (25)

Putting a cut-off |⌧ | < ⌧IRThe integral I3 becomes
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which goes to zero because sin ✓ > 0. Conversely if s = |s|(1 � i✏) one must take the contour in the lower half plane, while in
either case I�2 is convergent and therefore entirely real. Hence the branch cut in s is given by the I1 integrals, which is in turn
given by gives the residue: that is if I =

R 1
0 dx

R1
0 d⌧J(x, ⌧), then
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Considering the example above when ` = 0 we have

J =
1

⌧1+
d
2

�bRd⇡d/2 exp (⌧s x(1� x))

=)

Im(I) = �b
�
R
p
s
�d ⇡1+ d

2

(d/2)!

Z 1

0
dx x

d
2 (1� x)

d
2

=
�b (R

p
s)

d

�(3 + d/2)

⇡(d+3)/2

2d+1
, (28)

as required. The interesting thing about this approach is that it is much easier to consider the ` 6= 0 parts which are clearly also
divergent when ⌧ > ⇡2R2/x(1� x). Hence one must perform the exact same procedure, and at very large s for the inner circle

one would take a saddle-point approximation with saddle at ⌧s =
q

~̀·~̀
sx(1�x)⇡R, giving a factor Im(I) ⇠ e�2

p
~̀·~̀⇡R

p
sx(1�x).

I didn’t do the massive gauge boson yet (it is a bit of a pain) but (given the Kaplunovsky paper) we can reasonably suppose
that the leading behaviour is similar. It is then quite simple to set up a spectrum that has no volume dependence in the beta
function by simply splitting an N = 4 multiplet. Such models are known from the days of string model building – and the
decompactification problem. There are papers by Antoniadis and Bachas on this. However it has not been appreciated that this
is the same thing as asymptotic safety.

Of course a full N = 4 theory is not required. Suppose for example you have a single higher dimensional SU(Nc) theory.
Then the gauge multiplets come with adjoint scalars (for the extra dimension) so each KK gauge mode contributes

�(gauge)
KK =

✓
�
11

3
+ 1/3

◆
C(G) = �

10

3
Nc. (29)

So then I can simple add Nf = 2Nc KK fermions and Ns = 2Nc scalars, split however I want in the tower, and it will be
asymptotically safe. Note that this configuration includes the N = 2 supersymmetric theory with Nf = 2Nc flavours of quark
supermultiplets, but of course the prescription can be as general as we like.

The point we would like to make though is to get beyond the well trodden KK part of the spectrum to see the truly stringy
behaviour.
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• Kaplunovsky	+	\in^y	…	calculate	threshold	correcDons	by	doing	the	same	diagram:	
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String Phenomenology Steven Abel

The full action therefore combines the bosonic and supersymmetric actions. In the conformal and

light-cone gauges

SLC = −
T

2

∫

d2σ
(

ηab∂aX
j∂bX

j + iΨ
j

+ρ
a∂aΨ

j
+ + iλ

J

−ρ
a∂aλ

J
−

)

(6.3)

where J= 1 . . .16 counts the complex right-moving fermions, and j= 1 . . .8 counts the left-moving

transverse degrees of freedom. It is not hard to see that the appropriate constraint equations Tab =

Ga = 0 must be the sum of the bosonic contribution from the right movers and the supersymmetric

contribution from the left movers.

The technique of constructing the string models with all the additional degrees of freedom

expressed as world-sheet fermions is known as the fermionic formulation. It was developed in

refs.[7, 8, 9]. In this discussion I shall use the notation of ref.[8]. It is important to realize that the

consistent models in 10-D are of course independent of the formalism (i.e. fermionic or bosonic)

used to derive them. The fermionic formulation can also be used to develop 4-D models and this

in fact was the point of the original papers. There it gives a slightly unusual viewpoint for model

building; it disgards the geometrical interpretation of the 4-D models as compactified 10-D models,

and regards the world-sheet fermions simply as extra degrees of freedom thrown in to cancel the

conformal anomaly. Later I shall return to the 4-D models in this formalism, but for the moment

let us concentrate on our task of finding the consistent models in 10 dimensions.

6.1 Modular Invariance - the tool to tell us which models are consistent

We now turn to the question that I alluded to at the end of the previous section, namely how

to determine the consistent models. The trick is to start doing some perturbation theory. If we go

to complicated enough diagrams, some putative model will give inconsistent answers (for example

more than one answer for the same physical amplitude) whereupon it can be discarded. In fact

we only need to go as far as vacuum→vacuum amplitudes (one loop partition functions) with no
vertex operators to determine all the consistent 10 dimensional models. The relevant diagram are

shown below.

Z0= trivial Z1 Constrains model Z2..Minor additional constraints

r

r

1

2

The reason that the one loop diagram is so constraining is that it must be modular invariant.

Consider the one loop diagram for a particular shape (i.e. given by the length of the two cycles)

of torus. First recall that going to the conformal gauge (γab = eφηab) leaves a Weyl invariance in

the metric (since there is no φ dependence). This allows one by a suitable rescaling to go to a flat

metric. Now consider the integration region itself: this is now planar, so the world sheet integral is

over the region shown in the diagram
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where the spin structure is that of the World-sheet fermions corresponding to the decompact
space-time dimensions appearing in the vertex operators with non-zero kµ.

Fixing one vertex at 0 and replacing the z2 integral with the volume (i.e. ⌧2), we then find
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Assuming that ⌧2 � 1 in the IR region where we require the s cut-off, we may neglect the other
terms for the �-function and use
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At large ⌧2 we need retain only the massless states and the term is effectively
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and using the asymptotic approximations to #0s and ⌘ we find
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where ⌃ is the spin, which is the usual result. Finally we can make the identification with the
effective field theory coupling and determine the threshold correction. Setting s = 2µ2, and
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where ⌃ is the spin, which is the usual result. Finally we can make the identification with the
effective field theory coupling and determine the threshold correction. Setting s = 2µ2, and
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where ⌃ is the spin, which is the usual result. Finally we can make the identification with the
effective field theory coupling and determine the threshold correction. Setting s = 2µ2, and

This	is	the	scale	s	—	the	answer	will	go	like	log(s)	—	so	this	gives	the	correct	
running	in	the	field	theory	limit	(s	<<	1)	where	the	cut-off	is	at	tau_2	>>	1.			
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The	parNcle	limit	of	the	world-sheet	Green’s	funcNon	gives	a	natural	cut-off	in	s:	
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This	is	the	one	you	want:	

to the Green’s function in 9910056 by a factor of 1/4.
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where C(⌧) is the zero mode.

A subtlety with the series representations is that they are only conditionally convergent (ie will change on how

you take the partial series’ limit). The above expressions are correct when the limits are taken (schematically) asP
n := limM!1

PM
n=�M (called ‘Eisenstein (or Kronecker?) limits’).

Should add an appendix with more details. For now, see the other document, but be careful - it is riddled with

mistakes!
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where CX
T 2 is the vacuum amplitude2 We will drop the momentum conservation (2⇡)d�(d)(
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i ki) from now on, and

remove the �CX
T 2 into the partition function.

Like D’Hoker and Phong, we define
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See Polchinski’s eqn 7.2.4 - note it is converted into our notation - see above for more, in particular z = w/2⇡ and use ↵0

= 2 to

match D’Hoker and Phong.
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Takes	the	form	of	the	one-loop	world-line	Green’s	funcNon	+	stringy	correcNons.

e⌧(sx(1�x)�m2)c.f.	the	the	factor																																							that	appeared	in	the	field	theory	two-point	fn.
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However:	string	theory	is	defined	on-shell	—	can	use	tricks	but	probably	not	
very	meaningful	at	scales	well	above	s>>1.



Instead	focus	on	amplitudes	we	can	calculate	on-shell:	4pt	gluon	amplitude	in	the	
Euclidean	region	s>>1,	t,u<0	and	add	contribuNons	from	t	channel	and	u	channel.	
Also	gives	correcNons	to	the	Yang-Mills	acNon,	but	can	now	put	gluons	on-shell.	

• A	meaningful	RG	procedure	with	a	messy	UV:	aYempt	2)	



In	field	theory:	in	principle	we	need	to	calculate	about	1000	diagrams.	However	
can	use	various	tricks	to	extract	the	divergences,	or	branch-cuts.	e.g.	only	need	to	
populate	these	topologies	…		

Adding	the	diagrams	in	s,t,u	channel		
gives	correct	answer!	

Instead	focus	on	amplitudes	we	can	calculate	on-shell:	4pt	gluon	amplitude	in	the	
Euclidean	region	s>>1,	t,u<0	and	add	contribuNons	from	t	channel	and	u	channel.	
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• A	meaningful	RG	procedure	with	a	messy	UV:	aYempt	2)	



Figure 4.1: The fundamental U -modulus domain for a maximally twisted Scherk-Schwarz theory has a
supersymmetric cusp at iU = 1.

any U in a maximally twisted Scherk-Schwarz theory can be mapped to the fundamental domain shown in
figure 4.1. As well as the cusp at infinity, there is a single supersymmetric cusp at iU = 1. For non-maximal
Scherk-Schwarz twists, the fundamental domain will contain more cusps, and there will be several genuinely
distinct supersymmetric vacua (again, see ref.[13] for details). The Casimir energy will ultimately have to
respect this symmetry.

To complete this part of the discussion, we will also need an understanding of the one-loop gauge thresh-
olds. Their volume dependence (neglecting the effects of extra charged massless states) can be written [13]

∆QCD = −CQCD log
(

T2U2|η(iT )|4|η(iU)|4
)

+ (CQCD − bQCD) log
(

T2U2|ϑ4(iT )|4|ϑ2(iU)|4
)

, (4.27)

where bQCD = 16π2β is the beta function coefficients for the entire massless theory, CQCD = 16π2βN=2 is
the N = 2 coefficient, and η are the usual Dedekind eta functions. The modular functions in this expression
are also invariant under transformations of the congruence subgroup; denoting SL(2,Z)U operations by
SU ≡ iU → −1/iU and TU ≡ iU → iU + 1, we have

TU : U2|ϑ2(iU)|4 −→ U2|ϑ2(iU)|4 (4.28)

SU : U2|ϑ2,4(iU)|4 −→ U2|ϑ4,2(iU)|4 . (4.29)

Therefore ∆QCD is invariant under any number of TU moves, but only an even number of SU moves, in
accord with the congruence condition.

Following refs.[21, 33, 34], the above allows us to identify the holomorphic gauge kinetic function of the
SQCD (assuming henceforth a Kac-Moody level k = 1 for the gauge group).

fQCD = S − CQCD

8π2
log η(iT )2η(iU)2 +

CQCD − bQCD

8π2
log

(

ϑ4(iT )
2ϑ2(iU)2

)

, (4.30)

with the gauge coupling being given by

2

g2
= Y = 2ℜ(f)− bQCD

8π2
log(µ2)−

(

bQCD

8π2
+ δGS

)

log(4T2U2) . (4.31)

Note that it is the N = 1 beta function appearing here (i.e. bQCD = −3N +F in SU(N) gauge theories with
N = 1 SQCD and F flavours) due to the additional universal terms, and not CQCD.
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Note that these are not 3.9 in the paper - they have dropped the last to terms in 3.7 to get 3.9, I have kept everything.

In dropping the terms, they have magically made theirs consistent, in that s+ t+ u = �32. Ours is only consistent
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which is the ratio of two elliptic integrals of the first kind. This has a branch cut at when � = 0. Indeed
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s - channel

t - channel

u - channel

We can use, for example,
✓003
✓3

=
✓002
✓2

✓
✓2
✓3

◆4

+
✓004
✓4

✓
✓4
✓3

◆4

, (6.15)

to write

@⌧" =
1

4⇡i

( 
t+ s

✓
✓4
✓3

◆4
!

✓004
✓4

+

 
u+ s

✓
✓2
✓3

◆3
!

✓002
✓2

)
(6.16)

and so we find ⌧ = ⌧̂ where
✓
✓2
✓3

◆4

= � t

s
' sin2 �/2 , (6.17)

✓
✓4
✓3

◆4

= �u

s
' cos2 �/2 . (6.18)

Note that these are not 3.9 in the paper - they have dropped the last to terms in 3.7 to get 3.9, I have kept everything.

In dropping the terms, they have magically made theirs consistent, in that s+ t+ u = �32. Ours is only consistent

as s ! 1. Note if we were considering massless particles, this would be exact.

Inverting these gives us

⌧̂ =
F (12 ,

1
2 ; 1; cos

2(�/2))

F (12 ,
1
2 ; 1; sin

2(�/2))
(6.19)

which is the ratio of two elliptic integrals of the first kind. This has a branch cut at when � = 0. Indeed

⌧̂(� = 0+)� ⌧̂(� = 0�) = i/2� (�i/2) = i . (6.20)

The Hessian and its determinant: We start with

"(⌧, z1, z2, z3) =
X

i<j

pi · pjG(zij) =
1

2

X

i<j

(sij + 16)

 
� log

����
✓1(zij)

✓01(0)

����
2

+
2⇡=(zij)2

⌧2

!

=
1

2
(s+ 16) log

����
✓1(z12)✓1(z3)

✓01(0)
2

����
2

+
1

2
(t+ 16) log

����
✓1(z13)✓1(z2)

✓01(0)
2

����
2

+
1

2
(u+ 16) log

����
✓1(z1)✓1(z23)

✓01(0)
2

����
2

+ · · ·

+
⇡

⌧2
((s+ 16)(y212 + y23) + (t+ 16)(y213 + y22) + (u+ 16)(y214 + y223))

=
1

2
(s+ 16) log

����
✓1(z12)✓1(z3)

✓01(0)
2

����
2

+
1

2
(t+ 16) log

����
✓1(z13)✓1(z2)

✓01(0)
2

����
2

+
1

2
(u+ 16) log

����
✓1(z1)✓1(z23)

✓01(0)
2

����
2

+ · · ·

+
2⇡

⌧2

8
<

:
1

2
(s+ t+ u+ 48| {z }

=16

)(y21 + y22 + y23)� (s+ 16)y1y2 � (t+ 16)y1y3 � (u+ 16)y2y3

9
=

;

(6.21)

11

We can use, for example,
✓003
✓3

=
✓002
✓2

✓
✓2
✓3

◆4

+
✓004
✓4

✓
✓4
✓3

◆4

, (6.15)

to write

@⌧" =
1

4⇡i

( 
t+ s

✓
✓4
✓3

◆4
!

✓004
✓4

+

 
u+ s

✓
✓2
✓3

◆3
!

✓002
✓2

)
(6.16)

and so we find ⌧ = ⌧̂ where
✓
✓2
✓3

◆4

= � t

s
' sin2 �/2 , (6.17)

✓
✓4
✓3

◆4

= �u

s
' cos2 �/2 . (6.18)

Note that these are not 3.9 in the paper - they have dropped the last to terms in 3.7 to get 3.9, I have kept everything.

In dropping the terms, they have magically made theirs consistent, in that s+ t+ u = �32. Ours is only consistent

as s ! 1. Note if we were considering massless particles, this would be exact.

Inverting these gives us

⌧̂ =
F (12 ,

1
2 ; 1; cos

2(�/2))

F (12 ,
1
2 ; 1; sin

2(�/2))
(6.19)

which is the ratio of two elliptic integrals of the first kind. This has a branch cut at when � = 0. Indeed

⌧̂(� = 0+)� ⌧̂(� = 0�) = i/2� (�i/2) = i . (6.20)

The Hessian and its determinant: We start with

"(⌧, z1, z2, z3) =
X

i<j

pi · pjG(zij) =
1

2

X

i<j

(sij + 16)

 
� log

����
✓1(zij)

✓01(0)

����
2

+
2⇡=(zij)2

⌧2

!

=
1

2
(s+ 16) log

����
✓1(z12)✓1(z3)

✓01(0)
2

����
2

+
1

2
(t+ 16) log

����
✓1(z13)✓1(z2)

✓01(0)
2

����
2

+
1

2
(u+ 16) log

����
✓1(z1)✓1(z23)

✓01(0)
2

����
2

+ · · ·

+
⇡

⌧2
((s+ 16)(y212 + y23) + (t+ 16)(y213 + y22) + (u+ 16)(y214 + y223))

=
1

2
(s+ 16) log

����
✓1(z12)✓1(z3)

✓01(0)
2

����
2

+
1

2
(t+ 16) log

����
✓1(z13)✓1(z2)

✓01(0)
2

����
2

+
1

2
(u+ 16) log

����
✓1(z1)✓1(z23)

✓01(0)
2

����
2

+ · · ·

+
2⇡

⌧2

8
<

:
1

2
(s+ t+ u+ 48| {z }

=16

)(y21 + y22 + y23)� (s+ 16)y1y2 � (t+ 16)y1y3 � (u+ 16)y2y3

9
=

;

(6.21)

11

in	the	zero	angle	limit	logarithmically	…⌧̂ ! i1

1.2 The Di↵erent Regions:

In the above we assumed 0  y1  y2  y3  1. The amplitude consists of an integral over this region and its

permutations. Let us call the regions:

Rijk : 0  yi  yj  yk  1 (1.11)

The saddle point for R123 is then as above: y1 = �t/2u, y2 = 1/2, y3 = 1/2� t/2u, f(ŷi) =
P

i<j sij(y
2
ij � |yij |) =

�
st
2u . Similarly,

R123 : y1 = �t/2u, y2 = 1/2, y3 = 1/2� t/2u, f(yi) = �
st

2u
(1.12)

R231 : y1 = 1/2� u/2s, y2 = �u/2s, y3 = 1/2, f(yi) = �
tu

2s
(1.13)

R312 : y1 = 1/2, y2 = 1/2� s/2t, y3 = �s/2t, f(yi) = �
su

2t
(1.14)

R213 : y1 = 1/2, y2 = �u/2t, y3 = 1/2� u/2t, f(yi) = �
su

2t
(1.15)

R132 : y1 = �t/2u, y2 = 1/2, y3 = 1/2� t/2u, f(yi) = �
tu

2s
(1.16)

R321 : y1 = 1/2, y2 = 1/2� s/2t, y3 = �s/2t, f(yi) = �
st

2u
(1.17)

ie the regions Rijk ⇠ Rkji and R231 ⇠ R123(s ! t, t ! u, u ! s), R312 ⇠ R123(s ! s, t ! u, u ! t).

Really we should sum over all regions. However, all is not lost! Assuming (!need to check!) there is a saddle

point in each region (there is in the yi as above), and we are interested in just the limit t ! 0, since the integral goes

like e⇡⌧2sij(y
2
ij�|yij |)+exp

⇠ e⇡⌧2f(yi)+exp
, and s > 0, t, u < 0 so that f(yi) < 0 in all regions, the dominant contributions

are where |f(yi)| is small, ie regions R123, R231 and their ‘doubles’. We get the same saddle points - in R231, we have

I231 ⇠ exp(�⇡⌧2
tu

2s
+ 4ue�2⇡⌧2|u/2s|) = exp(�⇡⌧2

tu

2s
+ 4ue⇡⌧2u/s) (1.18)

which has extremum when exp(⇡⌧̂2u/s) =
t
8u (which has correct sign!). Replacing to leading order u ⇠ �s this

becomes

exp(�⇡⌧̂2) = �
t

s
. (1.19)

This is precisely the value Gross and Mende have.

Let me repeat for R123. Then

I123 ⇠ exp(�⇡⌧2
st

2u
+ 4te�2⇡⌧2|t/2u|) ⇠ exp(�⇡⌧2

st

2u
+ 4te�⇡⌧2t/u) . (1.20)

This would have an extremum when exp(�⇡⌧̂2t/u) = �
s
8t . But that the right hand side is positive and greater than

1 so that this has no solution. This exponential falls essentially linearly for very small t, starting from a value ever

closer to 0 as t ! 0. I think this is the region that would dominate in the s ! 0 region.

Note also that in R231 we get the correct behaviour of the saddle points, replacing u ⇠ �s we get y1 ⇠ 1 ⌘ 0

(by periodicity), y2 ⇠
1
2 and y3 ⇠

1
2 . These are precisely what we expect from the Gross Mende paper (see below).

The Relation to Gross-Mende: The Gross-Mende have z saddle-points at

z1 =
1

2
, z2 =

⌧

2
, z3 =

1 + ⌧

2
, z4 = 0 , (1.21)

and for t ! 0, q = ei⇡⌧ ⇠ �t/s. Since y = =(z)/⌧2, we expect the y1 = 0, y2 = y3 =
1
2 , y4 = 0. Beware the mistake

in Gross-Mende - they confuse t and s!! They write q ⇠ �t/s, which is immediate from their 3.9. This is correct if

t = �s223 but the wrong way round as compared to the start of the paper where they define t = �s213.

4

We	now	see	that	if	we	add	the	s,t,u	parts	equally,	the	definiNon	is	modular	invariant	!	

• A	meaningful	RG	procedure	with	a	messy	UV:	aYempt	2)	



The	integrand	has	a	well	defined	saddle	point	which	gives	the	amplitude	

• A	meaningful	RG	procedure	with	a	messy	UV:	aYempt	2)	

and so on in the more general case in d dimensions. Note that one can make the above modular invariant by replacing ∂τ by
∂τ − w

τ2
where w is the weight of the modular form the derivative acts on. [THIS SHOULD BE NATURAL? I THINK SO, but

can’t be precise.] Actually is the above correct? The derivative brings a QaQaQbQb down, not QaQaQaQa?
To summarise so far, we have the integrand of Πµνρσ

abcd (s, t) at large τ2 to be

dabcd

4π2

1

2
(ηµνηρσ + (ν ↔ ρ) + (ν↔σ))e2πτ2(su1u3+tu2u4)

ˆ 1/2

−1/2
dτ1Trint(Q

4)ZBZF +O(pµ), (120)

The order pµ-terms come from contractions between ∂Xµ and eip·X terms, as well as fermionic contractions. The former give
pµi p

ν
j type factors, whereas the latter give a mixture of pµi p

ν
j and pi · pj terms.

An alternative for the current correlators: Following (and in places copying) 1811.02548 one can also write the currents
in the fermionic form in which case it is immediate that

⟨Ja1(z1)J
a2(z2)J

a3(z3)J
a4(z4)⟩τν =

↔
Tr(T a1T a2T a3T a4)Sν(z12, τ)Sν(z23, τ)Sν(z34, τ)Sν(z41, τ)

+ Tr(T a1T a2)Tr(T a3T a4)Sν(z12, τ)Sν(z34, τ)Sν(z43, τ) + cyc(2, 3, 4),

where
↔
Tr(T a1 · · ·T an) := Tr(T a1T a2 · · ·T an) + (−1)nTr(T an · · ·T a2T a1).

One then has
⟨Ja1(z1)J

a2(z2)J
a3(z3)J

a4(z4)⟩τ =
∑

ν

Zhet
ν (τ)⟨Ja1 (z1)J

a2(z2)J
a3(z3)J

a4(z4)⟩τν

The cyclic Szego factors have nice relations, such as

Sν(z12)Sν(z21) = V2(1, 2) + eν

Sν(z12)Sν(z23)Sν(z34)Sν(z41) = V4(1, 2, 3, 4) + eνV2(1, 2, 3, 4) + e2ν − 6G4

I leave it to the 1811.02548 to complete the story: they only do it for ν = 2, 3, 4 and d = 10.

7 The saddle point approximation of the beta function

We now turn to the Gross Mende saddle point computation to extract the same data in the high energy limit. According to [10]
the one-loop saddle point approximation is given by

g4210π−24(stu)−8/3e−(s log s+t log t+u log u)/8

∣

∣

∣

∣

∣

4
∏

α=2

ϑ′′α
ϑα

(

ϑ′′α
ϑα

+
2π

ℑ(τ̂ )

)

∣

∣

∣

∣

∣

− 1
2

ℑ(τ̂ )−13

(

ϑ′1
π

)40/3

, (121)

multiplying some Q4 factors that ultimately we should check continue to give the right tensor structure. The important aspect
of this expression is that the integrand is not an analytic function. Therefore although the saddle point approximation works in
principle, one has to beware of branch cuts. Let us consider the branch cut in s. In terms of the fixed angles and working in the
C.o.M. frame so the incoming particles to be arriving head-on, φ12 = π, this is given by

t = 2k1 · k4 = 2(−1 + cosφ14) = −s sin2 (φ14/2)

u = 2k1 · (−k1 − k2 − k4) = −s+ s sin2 (φ14/2) = −s cos2 (φ14/2) .

But since s+ u+ t = 0 the exponent becomes

−(s log s+ t log t+ u log u) = −siπ + s sin2 (φ14/2) log sin
2 (φ14/2) + s cos2 (φ14/2) log cos

2 (φ14/2) , (122)

representing a huge exponential suppression. The identification of this exponent at the saddle point is not affected by the
branch-cut structure of s. However the value of τs itself is. Namely we find that

τs = i
K(−u/s)

K(−t/s)
, (123)

where K is the complete elliptic integral of the first kind. Assuming real u, t < 0, this function has a branch cut in s,
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Adding	the	3	channels	we	get	a	“beta	funcNon”	that	goes	to	zero	in	the	UV:		

1.5 2.0 2.5 3.0
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-1.0

-0.5



• Adapted	perturbaNve	asymptoNcally	safe	QFTs	(gauge-Yukawa	theories)	

• A	minimal	embedding	of	the	SM	within	this	set-up	straigh�orward	within	an	extended	PS	
structure	

• RadiaNve	symmetry	breaking	can	be	driven	by	Coleman-Weinberg	or	running	mass-terms	

• Overall	now	has	the	“feel	of”	other	RG	systems	with	large	numbers	of	degrees	of	freedom	
in	the	UV:	simpler	dual	way	to	understand	this	type	of	theory?	

• It	would	be	very	nice	to	have	a	beqer	la~ce	handle	on	large	Nf	UV	fixed	points		

• It	would	be	nice	to	think	about	flavour	hierarchies	in	this	set-up.

Summary


