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pp data taking is over

§  64 fb-1 delivered in 2018!
§  LHC reached its goal of 

150 fb-1 for Run 2!
§  ~ 95% efficiency,    

record for CMS!
§  Expect entire 2018 

dataset to be available 
for Moriond ‘19 analyses 
(re-reco of early data 
ongoing)!
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Computing in 2018

§  2017 was a struggle!
o  Larger than expected lumi!
o  Backlogs from T0 à T1!
o  Disk constantly full!

§  Better in 2018!
o  Merging of CERN 

resources (T0-T2-ATLAS) 
gave add’l flexibility !

o  Less large data tiers à 
less pressure on disk!

o  T1 tape cleanup campaign 
before 2018 data taking!
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A physics highlight:  Hàbb
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Along with ttH and H->tt rounds out of Higgs coupling to 3rd generation fermions!
Analysis conducted with nanoAOD!
à Factor 50 compression w.r.t. miniAOD!

Data tier      size (kB)!



Heavy ion run
§  Expect 1.2 – 1.8 nb-1,       

2 – 3x 2015 dataset!
§  Off to a slow start due to 

problems with ion source!
§  In addition to triggered 

data, CMS will record 6B 
minimum bias events!

§  Huge rate will push data 
transfer capacity to limits!

§  Corresponds to 9PB of 
data (RAW + AOD)!

§  Expect to reconstruct 
data by end of January, 
likely with T0 + HLT !
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B-parking

§  Recorded ~13 billion 
muon-triggered events to 
study rare B decays !

§  8 PB of RAW data!
§  Data are “parked” to be 

reconstructed during LS2!
§  Will take 5 months to 

reconstructed at T0, 2 
months if HLT also used!

6!



Status of the detectors

§  2017:  “DCDC converter” 
issue affecting pixel 
detectorà solved for 2018!

§  2018:  Dead area in HCAL 
endcap!
o  Caused by false fire alarm!
o  2% of acceptance!
o  Causes understood, but 

cannot be fixed until LS2!
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“Ultra-legacy” reprocessing

§  Reprocess all Run 2 data 
and MC with latest, 
greatest reconstruction 
and calibrations!

§  Amounts to 25 B MC + 
35 B real data events!

§  Expect processing to 
take all of 2019, possibly 
with a tail into 2020!
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Run-dependent Monte Carlo

§  Now analyzing several years worth of data!
§  Currently average detector effects over run-year!
§  Clear need to vary detector conditions with time, 

but with what granularity?!
§  Conditions that evolve!

o Degradation due to rad. damage (pixels, ECAL)!
o Dead areas (pixels, HCAL)!

§  A task force has been setup                                   
to study the issue !
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2020 CMS request
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Embracing community solutions
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Updated HL-HLC projections
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§  2018 was a good year for CMS, computing was 
much smoother than in 2017!

§  Not yet over:  HI data-taking and B parking!
§  During LS2 “ultra-legacy” analysis campaign!
§  Run 3 needs are coming into focus!
§  Progress on HL-LHC projections, particularly for 

disk needs!

Conclusions
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