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Introduction

* How to maximise data taking of a flavour physics experiment
* Example of LHCb at the LHC

* The LHCb experiment is finishing operation before its first upgrade:
 Almost 10 fb'! were collected since 2011
* Pushing the limits of the detector in order to maximize the data taking efficiency
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Constraints

* How to push up statistics of recorded events:

* LHC:

* |Increase luminosity per bunch

* Increase number of bunches (ultimately the only possibility for LHCb)

* The design maximum number of bunches in the LHC is 2808. Because the LHCb interaction point

is displaced with respect to the center of the cavern, less bunches collide in LHCb, about 90%

* This maximum was never reached:

* During Run [, the spacing between bunches was 50ns: maximum of 1400 bunches

e During Run Il

* In 2016, vaccuum leak in the SPS
* In 2017, frozen air in one LHC magnet
* In 2018, ultimately limited by cryogenics

BCMS 2016: 2220b, njection (2x48) Ty, = 900
(RN RN MR NN RN
BCMS 2017: 2556b, 144 blinjection (3x48) Ty, = 800 ns, Tgps = 200 n
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15% more bunches w.r.t. BCMS 2016

Standard 2017: 2760b, 288 blinjection (4x72) Ty, = 800 ns, Tgps = 200 ns (~40% lower brightne:

7% more bunches w.r.t. BCMS 2017
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Estimate for the sector with the highest heat load (S81)

Cryo limit
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BCMS 2016
2x48b per injection

BCMS 2017
3x48b per injection

Standard 2017
4x72b per injection



Constraints

* The LHCb detector is built to run with low

Tracking efficiency

multiplicities, the performances of the detector z 'r—=—— :
degrade with high multiplicity. S osf - 3
S ().7; . =
* The multiplicity is proportional to u = average o5t :
number of interaction per crossing. This is aE euren E
controlled by the instantaneous luminosity per  °2f 4 pme LHCb simulation
0.1 3 =
bunch. "o s 10
[CERN-LHCC-2014-001] #PV

* Since the performance of the detector depends Number of interactions

on multiplicity, keep the average multiplicity
constant over time to have uniform datasets.



Luminosity levelling

* Thisis done by luminosity levelling: beams are
displaced with respect to each other continously
to keep the instantaneous luminosity per bunch
constant. s

* Aninteraction in LHCb is defined as a collision
visible in the calorimeter.

—— not levelled
—— levelled at 1.75e34
—— levelled at 1e34

Simplistic model with only
_ losses due to burn-off.

* The average number is measured by the e i
calorimeter from the rate of non-empty beam g o i i v |
crossings with 0 interaction and sent as feedback
to the LHC so that it maintains a constant lumi. --

* InRun1(2012), uwas kept to 1.7. Because of the
change in center-of-mass energy (8 TeV to 13 TeV), fime "

to keep a constant multiplicity, pin Run Il (2015-
2018) was 1.1



Luminosity

Year \EVE:; Energy Lumi
bunches

2011 1320 7 TeV 3.5x1032 cm2s1 LHCb Integrated Recorded Luminosity in pp, 2010-2018
—_ 1 ] 2018 (6.5 TeV): 2.19 /fb s
2¢- @ 2.2 . 2017 (6.5+2.51 TeV): 1.71 /tb + 0.10 /fb 2012
2012 1262 8 Tev 17  4.0x10%2 cm2s? = LBl L Miesmniem W4 P
> L 2015 (6.5 TeV): 0.33 /fb 2017
= El. 0 TeV): 208/ 116..¢7. 0.2017
2015 2036 13TeV 1.1 3.5x10%2 cm2st g 'k e /
= 1.6 2010 (3.5 TeV): 0.04 /fb ' [
2016 2036 13TeV 1.1  3.5x10% cm2s! 3 14
2017 2332 13TeV 1.1  4.4x10%2cm2s? S
(before 2 o8 E
summer) B 0s6f
?6‘ E
2017 1749 13 TeV 1.1 3.3x1032 cm2st ? 0'45
(after £ 0.2}
summer) Qpar = ‘May Jul Sep  Nov
2018 2332 13TeV 1.1  4.4x10%2cm?s? Month of year

NB: the heavy-flavour cross-section is ~twice at 13 TeV compared to 8 TeV 7



Luminosity levelling

Because of radiation, the calorimeter response
changes as a function of time: ageing. It is
thought that the optical fibers collecting the
scintillation light of the HCAL for example loose
transparency. This is compensated by
calibrating with a LED system to maintain
response constant. e e .

This system does not exist for the ECAL (well it -0DU/BCIDvsEXType
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The High Voltage of the calorimeter photo-
multipliers are adjusted every day, but
sometimes itis not enough and can vary during  «
long fills. zuof




Luminosity levelling

» Worked perfectly during 7 years, based on calorimeter measurement,
except during the very last week of running... (two weeks ago) !

* One cooling turbine of the calorimeter electronics failed and had to be
replaced during an emergency access, and after that the calorimeter
measurement changed.... LHCb Average Mu n prp n 2018
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Calibration

* Since conditions can vary even if all is done to keep them stable
* And Monte Carlo simulation cannot cover all possible conditions.
* Need to calibrate using data.

* Most of them are automatic, some other manual: MUON detector is
moved by hand at the beginning of every year to keep it well aligned.



Interplay with the LHC

* The number of colliding bunches in
LHCb is not the only handle from the
LHC side to increase the statistics. The
time in collisions (stable beam) and
the LHC running efficiency plays an
important role.

* Every minute counts

Possible improvements - adjust

ADJUST time

WHAT WE DO E E
v IP1/5 collide £ nE e
v IP1/5 optimization (if needed) 15 E- (GelighEIIsIN g
v IP2/8 collide E

v" All IPs optimization
v" OFB settings change

v Strategy on high lumi IPs
optimization between the

collision BP (dumping Potential gain:
maximization)

» About 4 min/cycle

v’ Strategy on Stable Beams > ~8 hours/year
declaration (before/after (of STABLE BEAMS)
IPs optimization)
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Interplay with the LHC

* The position of the interaction moves because of the LHC magnets

* PV =Primary Vertex (position of the interaction) LHCb PV z position (mm)
IR8 triplet position .

L -
\ MQXA.1R8.8_WPS:HAD
-

| LHCb Beam Pickups (BPIM) | -

| Injection B2 (TI8) |

y 3
v

16 hours

| Tertiary Collimator 12

I Tertiary Collimator |

‘ ‘ Beam Position Monitors |




Interplay with other experiments

* ATLAS and CMS loose luminosity when the duration of the fill is too long
(because of luminosity decay), optimal around 12h of stable beams.

* This is in conflict with LHCb where long fills are preferable

211 fills with stable beams
oooooooooooooo

300 9
1S1 152 8bde BCS A
2017 ssssssssss 8bde IP1 & 5 levelling
= 25.0 1 m End of Fill

- - —— - IT- — - E Ll
ik “|i
Fills Reaching Stable Beams or Phy
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Interplay with other experiments

* Bunch length decreases over time because of proton synchrotron radiation
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* When the interaction region is too small, more difficult to find the PV associated to the particles of interest
* When the length is below 37mm, the fraction of mis-associated PV increases by 10%

* Asked the LHC to keep this length above 37mm "



Vertex reconstruction is not accur
lengths < 0.9 ns (for one polarity)

ate enough for LHCb for bunch

* Bunch flattening used operatiqi)nally to regulate the bunch length [5]

0.0
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100
+1.4622e5

Bunch flattening in Stable beams
17t June 2016 (B2)

- EVIAN workshop, 14th December 2016

* | Increases bunch length by 150-200 ps
* | Reduces heat load (~5 %)
. Luminosity loss ~2.5-4.5 % in IPs 1&5

* | Loss-free mechanism
. ATLAS Luminosity, 6th August 2016 R .
i Increase bunch bunches
i 1 oled : intensity
Z;m B £ . N1N2frekaF/ 1
o 4rf e, 1+ (%5
i E 0.6
i g 04 Sm.aller
i .§ Smaller beam size iiEeE
i & 15:00 17:00 19:00 21:o%mzea::toamo;:oo 03:00 05:00 07:0
| 15

RF systerh in 2016
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Trigger and reconstruction

S 22 s Deagram » Detector readout is limited by constructionto 1
40 MHz bunch crossing rate M HZ
LO Hardware Trigger : 1 MHz | * Collision rate reduced by a hardware trigger
[oacdout Mah Br/Pr S gnatures based on calorimeter and muon informations
8 —_— - \__ J ° LI . .
O O O Because itis dope in elgctromc;, not very
(Software High Level Trigger ) precise, but main goal is to optimize as much as
29000 Logical CPU cores . . o
offlne reconstruction taned to trigger possible the input bandwidth not to loose what
Mitara o sxclaive and inclusive is gained from beam operation
\___selection algorithms )
> > Lr  Other bottleneck is the rate to storage system
5 kHz (0.3 GB/s) to storage

2 kHz
Inclusive/
Exclusive

Charm

2 kHz 1 kHz
Muon and

DiMuon

Inclusive
Topological
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Trigger and reconstruction

Situation is better because the output rate is controlled by the
software trigger, closer to physics analysis

It can however be dangerous: each CPU should process one event RouLcn COASTER. RIDE
within ~30ms but some events can take very long, timing
increases exponentially with multiplicity:
* The number of interaction distribution is a Poisson distribution, some
events can have many interactions

* Beamgas?

Software trigger tasks get stuck one after the other and the entire

acquisition chain is blocked within few minutes: We have been woken up by the hard reality
° “St PeteerU rg Crisis” in 2010 l/l/reipf;?:gdfo\:viocrzzl(tjml::running with a very loose trigger and
* Apply cuts on event multiplicity in the software trigger The grace period has ended!

St. Petersburg LHCb week [3/17]

In order not to waste input bandwidth, apply also multiplicity
cuts at hardware trigger

On SPD hit multiplicity: 450 for calo triggers, 900 for muon
triggers



Hardware trigger optimization

* Features of readout electronics

Input LO rate (kHz)

to run with non-zero deadtime (up to
10%) with looser cuts

 Cannot read out two consecutive bunch 1000}
crossings (25ns),
« Buffer limited in the Front-End e e e
electronics,... 800} IR
* When these limits are reached, the events R I LR L
are rejected: deadtime E ol P XL Nominal scheme.
. 2 :. o« * ° . .
 Deadtime depends then on hardware o ; L Sas (et vt
trigger rate and can be predicted % o - « 745 (580) 144bpi
precisely. 5 ¢ 889b (724) 144bpi
.. .. . o o e 1033b (885) 144bpi
* What is important to maximize is the 8 - 1177b (1110) 144bpi
final number of “interesting B events” 50 ¢ Tocozbed |
. . £ . pi
* Decide the hardware trlfger cuton = ® TCK1200 (72bpi)
optimal value: we found outitis better £ % 500 1600 T500 2000



Hardware trigger optimization

* The ultimate bottelneck for the hardware trigger is due to the size of the
events: when the events are too big, there is not enough bandwidth to
send them to the software trigger.

* The detector reaching this limit first is the Outer Tracker, because it
sends information about several consecutive bunch crossings.

* It can be reduced requiring events where the previous crossing had low
multiplicity:
* Introduce a new cut in the trigger level which is the multiplicity of the previous
crossing
* Ultimate trigger rate of LHCb: 970 kHz with 8% deadtime (with one
magnet polarity, with the other the maximum rate was 950 kHz)



LHC sequence

[PHYsIcs| |BEAMDUMP 308150974 r9
| 1 Access - No beam: 20.04%
1 1 L g
SQUEEZE
r7
PREPARE
PHYSICS
RAMP DOWN 6
= ETART RAMP | PHYSICSl
g 5 p—
=
3 PREINJECTION ta
ot PLATEAU r4 o
= Ramp + squeeze: 13.58%
INJECTION 3
r2
1 F1
|
[
. ‘ — o . ‘ 0
-3000 -2000 -1000 0 1000 2000 3000
. Machine setup: 6.18%
Time [s]

* Instead of running the software trlg%er during stable beams, run it also when there is no
collision. This will'allow to increase the effectlve output rate and remove this limitation
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Run Il Trigger Scheme

LHCb 2015 Trigger Diagram

* After the hardware trigger, a loose software
~ U It selection is applied, and events are written to disks

[L° Hardwara Trigger : 1 MHz ] attached to the CPU (access is much faster than
readout, high Er/Pr signatures
[ Y Y ] central storage).
- O F 1T « Second part of software trigger IS ran continously
! Software High Level Trigger : (at full speed when there is no collision, and at
([ pa svent reconstructon, select | reduced speed when there are collisions)
T T Take advantage of the delay between the two
- v —— software stages to perform calibration and
([l pimime-tie event selection, mixture ] alignment:

0 IJ I « More and better quality data

12.5 kHz (0.6 GB/s) to storage
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Run Il Trigger Scheme

* Another constrain is then the size of the buffer disks: 5 PB. Should not be filled otherwise data
taking is impossible.

* Filling speed must be predicted but depends on many factors:
* Mainoneis the time the LHC spends in collisions, which is unpredictable

100 w w w —

LHCb trigger 1. Write to disk buffer at 130 kHz
80 ¢ vp || | out of the 1%t software trigger
ol TS | stage

2. LHC performing better than
expecting: reduce rate to 115
kHz

3. Reduce to 85 kHz

0 — 4. Relax to 105 kHz

15 20 25 30 35 40 45
Week in 2016

40 -

Disk usage [%]
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Trigger...

* Playing with the trigger was really the way to
optimize data taking once the environmental
conditions were fixed

* Olivier Deschamps prepared 175 hardware
trigger configurations during the lifetime of
the experiment

* Mainly small variations around common
main features to keep analysis easy:

e Cannot rely on simulation to describe all possible
configurations

* Need of calibration or unbiased trigger lines to
determine efficiencies




Simulation

* Large need of simulation: usually simulate each type of event for every data
taking year and magnet polarity.

Qollisions with
Frst Sable 1200 bunches
Apr beams May June
Wk 14 | 15 || 16 17 18 19 20 | 21 | 2 | 23 | 22 | 25 26
Mo Easter 2 9 16 |Sorubbing23 30 7 14| Whitsun 21 28 4 ” 18 -
Tu - 1st May
TSt
e ToesT Interleaved
issoni = = nterieave
Th witrr,ntl,?::mg commissioning & Ascension
intensity ramp up MD 1 S
Fr run |
\
= Vam
s program

» Simulation events are mainly produced on the grid.

. Pse also the time with no beam to simulate events on the trigger computing
arm.



Simulation

Jobs by Site
11 Weeks from Week 37 of 2017 to Week 49 of 2017

HLT2 Simu Iation w0000 Online available 100 % \ )

HLT1

S0000.00
'

jobs

30000 .0C
]

A ——

)
2017-09-16 2017-09-30 2017-10-14 2017-10-28 2017-11-11 2017-11-25
" Max: 107,101, Min: 45,045, Average: 69,691, Current: 104,691
; - B DIRAC HLTFarm.Ihcb 158% M LCG.UKI-LT2-IC-HEP.uk 26% M@ LCGPICes 11%
= @ LCG RAL uk 105% W LCG.NIKHEF.nl 25% W LCG DESYHH . de 11%
= @ LCG.Oracle.cern 61% W DIRAC.YANDEX.ru 22% @ LCG.CSCSch 11%
- B LCG.CNAF.it 59% M LCG.CBP 18% O LCGJINR.ru 10%
W LCG.GRIDKA dt 58% M LCGSARAnI 17% W LCG.LPNHE fr 10%
- O LCG.CERN.cern 58% @ LCG.USCes 13% @ LPC fr 08%
- B LCG.NCBJ.pl 46% W LCG.UKI-LT2-QMUL uk 12% @ \PP_fr 07%
B LCG.RRCKLru 32% W LCG.Manchester.ul 12% M BOINC World.org 07%
- W LCG.IN2P3 fr 29% W LCG.LALfr 12% plus 68 more
enerated on 2017.12.04 09.0338 UTC

» Example here: profit from a 2 day unforeseen stop of the LHC to produce simulation events and stop
production when beams come back

* Thereis also a small continous simulation production running

* Itis not a gadget: when trigger farm is fully available, it doubles the computing capacities for
simulation (compared to the grid alone) 25



Shifts

* The last parameter in the optimisation of the data
taking is the operation efficiency. It is 97.6% over
the LHCDb lifetime.

* Large level of automatisation: two persons on
shift:
* Shift Leader

« Data Manager: essential role, in a flavour physics
experiment, data where one detector is not working
properly has to be discarded

* And 12 piquets (detector expert on site for 1 week)

26



Upgrade

* Now that we reached the optimal operation working point, it is time to replace the detector to
do better.

* Toincrease statistics, the only way now is to increase the instantaneous luminosity per bunch,
and reach in total 2x1033 cm2s! (u=5.5). But the gain in statistics would be lost because of the
imprecision of the hardware trigger -> remove hardware trigger

LHCb Upgrade Trigger Diagram

30 MHz inelastic event rate
(full rate event building)

LS goow e

REEE R R IEEEEEE: Y . x -
-Software High Level Trigger : 24500 -
o - - - ]
Full event reconstruction, inclusive and = - 2 # -
A - - - - 1L 4000 - -
exclusive kinematic/geometric selections - j-- |
':'.' .

Buffer events to disk, perform online
detector calibration and alignment

IJIlIII|||I|I|I|II|I|I||II|I|I|I|

Add offline precision particle identification
and track quality information to selections

Output full event information for inclusive
triggers, trigger candidates and related
primary vertices for exclusive triggers

T - I T N P BT N PR 27
500 1000 1500 2000 2500 3000 3500 4000 4500 5000

2-5 GB/s to storage P, (MeV/c) [negative track, p,<0]

\.




Upgrade

* But this implies building new tracking detectors to cope with higher
multiplicities
* And designing new readout Front-End and backends.

* PCle40 boards made (at CPPM) to fulfill this new backend role: first pre-
serie batch of 20 boards under test at CERN. 500 in total will be

produced.

28




LHCDb fixed target - SMOG

* Gas can beinjected in the interaction region of LHCb,
in the VELO vaccuum (ie the LHC vaccuum).

* Initially this was designed to measure the luminosity
of LHCb, by measuring the beam images with beam-
gas vertices: used during LHC van der Meer scan
sessions: 1.2% precision on integrated luminosity.

* Other use cases emerged:

* Measure LHC ghost charge (proportion of particles
outside the colliding buckets) for the ALICE, ATLAS and
CMS luminosity.

* Fixed target physics interesting at the LHC [S. Brodsky,
F. Fleuret, C. Hadjidakis, J.P. Lansberg, Phys. Rep. 522
(2013) 239].




LHCDb fixed target operation

— Collider mode

~
o

i & 7O
=5TeV o F L
V= 5t08TeV o = ST S F LHCb preliminary
o= - 2 ot 2015 Only \s = 110 GeV pAr
p E
Pb Pb Pb < 50 — + I
. © Tk A, -opK =
— Fixed-target mocle//_\ Nl ¢ 2P
VSyx ~ 20 GeV VS = 90 to 110 GeV VS = 70 GeV & 8 “F
RHIC b » g 43& 6 % =
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LHC_ He, Ne, Ar Pb He, Ne, Ar -g -
Vsyy =5TeV o [ [ X
O 20

7 TeV beam: - 2.3 <Y¥inep <—0.3
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* During Run Il, the possibility to operate in parallel LHCb in fixed target mode and in collision
mode was established.

 This proves more generally that fixed target experiments can be run without interfering with
the normal LHC running. This opens possibilities for dedicated experiments, ideally with larger

statistics than what is possible now. For example, measurement of charm or t MDM.
30



Charm g-2 setup

Beam core ——

Halo

Tungsten/ rot
Target Ons
Crystal 1 \
150 prad Cryst z
15 mrad

LHCb y

6_;,:&( 1 501 0 )
Ef =£(cos©,, 0,sinO,)

rotation axis

Detailed in LHCb-INT-2017-011, EPJC 77 (2017) 181, JHEP 2017(8):120 (2017) and
EPJC 77 (2017) 828.

e Measure charm MDM from A_and =. MDM

* Asmall fraction of the beam is extracted by a first crystal and sent on a fixed solid
target to produce A_

* MDM is obtained from the precession of the spin in a second crystal: compare A,
polarization after and before the crystal, from a Dalitz plot analysis of the A.—pKn

e 10% precision on g-2 could be achieved with 30 days of dedicated data taking at LHCb
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T g-2 setup

Crystal 1: Crystal 2:

Ge:L= 3 cm R=10m Ge:L=10cm R=7m

Si: L=45cm R=15m O =14 mrad

©p =3 mrad IR 6y = 0.08 mrad

Ly=10cm

6p = 0.1 mrad

* 1 produced polarized in D, — 1t v_decays and reconstructed in the 3 pion mode
(with constraint on D, momentum imposed by first crystal to be able to measure t
polarization)

* LHCb can be used as a detector to establish proof of principle, but large statistics
are required with a dedicated experiment

e Detailsin arXiv:1810.06699



Conclusions

e |LH Cb TDR Stated: The annual signal event yield is computed as
S = Lint, X GI)E X 2 X fB X BR,\;iS X Etot » (9—1)

for a nominal annual integrated luminosity of
Ling = 2fb™1 (107s at 2 x 10*2cm~2s7!) and a

bb production cross section of o, = 500 ub. The

* A lot of creativity and innovations were needed to achieve the goals set,
which will benefit to the LHCb upgrades and other experiments

* A large part of the success is due to the LHC which also surpassed all
predictions.

* This is not by chance:
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