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A bit about the atmosphere…
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• Following up from the past few days… 

• How well do we need to know atmospheric 
parameters?



For knowing throughput
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For knowing chromatic corrections
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Limitations in DES g-band

• The repeatability in g is much worse for red stars …
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Instrumental Chromatic Corrections

• For DECam these are larger in g, r, and i.

!6

Berkeley National Laboratory, the Ludwig-Maximilians Universi-
tät München and the associated Excellence Cluster Universe, the
University of Michigan, the National Optical Astronomy Obser-
vatory, the University of Nottingham, The Ohio State University,
the University of Pennsylvania, the University of Portsmouth,
SLAC National Accelerator Laboratory, Stanford University, the
University of Sussex, Texas A&M University, and the OzDES
Membership Consortium.

The DES data management system is supported by the
National Science Foundation under grant number AST-
1138766. The DES participants from Spanish institutions are
partially supported by MINECO under grants AYA2012-
39559, ESP2013-48274, FPA2013-47986, and Centro de
Excelencia Severo Ochoa SEV-2012-0234. Research leading
to these results has received funding from the European
Research Council under the European Unions Seventh Frame-
work Programme (FP7/2007-2013) including ERC grant
agreements 240672, 291329, and 306478.

Facility: BLANCO 4.0 m/DECam.

Appendix A
Estimation of the SED Slope

To complete the construction of a standard magnitude, we
need a prescription for the computation of the derivative of the
SED of the source. We note that, if the passbands are flat or
narrow in wavelength, then we can approximate (though not
rigorously)
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We compute the slopes of the SED at the boundaries between
bands as
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These lead to approximations for the slopes of the SED across
the passbands:
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The “fudge factors” (−1.00, 0.50, and 1.00) are used for the bands
at the end of the spectrum to accommodate extrapolation across
passbands that are neither flat nor narrow. The empirical
determination of these factors and the accuracy of Equations (47)
are discussed in Appendix B.

Appendix B
FGCM Chromatic Corrections and Retrieval

We discuss in this appendix a method to retrieve the chromatic
integrals 0� and 1� for individual exposures given a sufficiently
large set of well-calibrated stars. This method might be used

retroactively to improve the temporal frequency of a calibration
done initially on a nightly basis such as has been done for Y3A1. It
is possible to extract the value of the two passband integrals for
each individual exposure from the behavior of the observed flux
produced by stars of different colors. This is highlighted in
Figure 22, which shows the dependence of the chromatic
corrections made in the Y3A1 calibration for stars of differing
colors on two z-band exposures, with high and low PWV values.
We start with the best estimates of the magnitudes of the

calibration stars available from the FGCM fit. Then, we define
the raw uncalibrated instrumental magnitude for star j observed
on exposure i,
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Figure 22. Dependence of the chromatic corrections for stars of differing
colors. In this example, two z-band exposures were chosen, one with high
PWV (red circles), and one with low PWV (blue squares). The signature of the
water vapor absorption on the red end of the z band is apparent in the large shift
in observed magnitudes that depends on the star color.

Figure 23. Comparison of 1� from direct fits and those obtained by chromatic
retrieval ( 1* ), with each photometric exposure/CCD contributing to the plot.
The size of the effect of the chromatic terms depends on the SED. The right
axis shows the implied change in magnitude between a red star with
g i 3.0- ~ and a blue star with g i 0.6- ~ for the assoiated chromatic term.
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Airmass Color Corrections

• There is also a small airmass color term (significant 
at mmag level…)
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Equation (16) can be used to find

f i j,

. 50

b

b

obs
0
obs

1
obs

0
std

0
std

1
std

�

�

� �
�

� �

l

l

= + ´ ¢

´
+ ´ ¢

n

n

⎛
⎝⎜

⎞
⎠⎟

( ) ( ( ))

( )
( )

Consider the integrals of the observing passbands as unknown
in this linear equation, and minimize the sum over calibration
stars j on exposure i:
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where RHS is the right-hand side of Equation (50), and fs is an
estimated error for the value of the retrieval parameter f obs. A
prescription for the evaluation of the appropriate derivatives of
the SED is given in Appendix A.

The range of colors of the calibration stars on each
exposure is generally large enough to project out reasonable
determinations of the chromatic integral 1

obs� , which we denote
by 1* . The chromatically retrieved 1* values are compared in
Figure 23 with those computed directly from the FGCM
nightly fit parameters. The variation in 1� in the g band is
determined by a mix of instrumental and atmosphere proper-
ties, the variation in the z band is determined by varying water
vapor, and the r- and i-band variations are almost purely
instrumental. The “fudge factors” given in Appendix A were
determined to minimize the differences between the 1� and 1*
values in these plots. Although the two values being
compared in the figure are not independent of each other,
the good agreement confirms that the chromatic corrections
are indeed made consistently. When projected to histograms,
the differences between the two values are found to be
typically ∼0.5 or less, which corresponds to differences
below 5 mmag in the chromatic correction. Although the
FGCM fit does not make direct use of the retrieved values, we
note that it includes this information intrinsically as the 2c
function (Equation (27)) is sensitive to the colors of the
calibration stars.

Appendix C
Atmospheric Color Terms

While the total atmospheric extinction ( 0� ) is strongly
dependent on airmass, as discussed in Li et al. (2016, see their
Section 3.1), we expect there to be a color–airmass atmospheric
extinction coefficient, especially at the bluer bands(Henden &

Kaitchuck 1990). In this appendix, we investigate the size of
this term in the FGCM solution for DES Y3.
In Figure 24, we show the model and retrieved chromatic

passband integrals ( 1� and 1* ) as a function of airmass for the griz
bands. As mentioned previously, the vertical spread in the plot is
primarily due to instrumental effects for gri and varying water
vapor in z. However, there is a correlation with airmass that is
small but noticeable at the few mmag level in the g and z bands.
Although much noisier, the same trend is apparent to the eye in
the right panel for the retrieved integrals. Figure 25 shows the
residual between the retrieved and model chromatic integrals. As
with Figure 23, it is clear that the FGCM model successfully
predicts the color response of the stars on individual CCDs, in
addition to the response as a function of airmass.

Appendix D
Initial Preparations

D.1. FINALCUT Queries

The DESDM software package accepts raw DECam
exposures and produces “FINALCUT” catalogs of observed
quantities for each object detected on science exposures. A set
of quality cuts is applied to eliminate exposures on which one
or more of a number of recognizable hardware failures
occurred or that were taken through easily detectable cloud
cover. The exposures selected for Y3A1 include wide-field

Figure 24. Left: FGCM model chromatic passband integral ( 1� ) as a function of airmass for the griz bands. As in Figure 23, the right axis shows the implied change in
magnitude between a red star with g i 3.0- ~ and a blue star with g i 0.6- ~ for the assoiated chromatic term. The vertical spread at fixed airmass is due to
instrumental effects for gri and varying water vapor in z. The airmass term is small but noticeable in the g and z bands. Right: FGCM-retrieved chromatic passband
integral ( 1* ) as a function of airmass for griz bands. Although noisy, a slight trend with airmass in the g and z bands is apparent.

Figure 25. Residual between model and retrieved chromatic passband integral
( 1 1*� - ) as a function of airmass for the griz bands. The FGCM model
successfully predicts both the instrumental and airmass terms.
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DES g-band color-term residuals

• There are definitely errors 
in the predicted color term 
(from DECal measurements) 

• But I don’t think it’s the whole 
story…
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Predicted color term Measured color term

Residual color term



Impact on SN Cosmology

• We have DES paper coming shortly (Lasker++18) 

• Atmosphere corrections average out (and only z-
band PWV really matters for DES, and LSST z-band 
is narrower) 

• Instrumental corrections may be a problem (but not 
for DES Y3) 

• Typically average out, but need to know 
throughput to transfer absolute calibration!
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LSST instrument measurements

• Nicolas has said in the past that we need to know 
the wavelength calibration of LSST “at the Angstrom 
level” to get mmag calibrations 

• I can assure you that DES/DECam/DECal is not at 
this level (nor was it designed to be!) 

• How are we planning on doing this?

!10


