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Introduction
• The Forward Global Calibration Method (FGCM) 

solves the global calibration problem with a 
physical model of the atmosphere and instrument 

• Please see Burke, Rykoff+18 http://
adsabs.harvard.edu/abs/2018AJ....155...41B and 
my talk in May: (link) 

• Will describe progress, further steps, etc.

 2

http://adsabs.harvard.edu/abs/2018AJ....155...41B
http://adsabs.harvard.edu/abs/2018AJ....155...41B


What is FGCM?
• The “Forward Global Calibration Method” 

• Solve the global calibration problem with a 
physical model of the atmosphere + instrument 

• Picking up on Stubbs & Tonry (2006) 
• Requires instrument throughput measurements 

• Given a set of atmospheric parameters at any 
given time (under photometric conditions) we can 
predict the atmospheric extinction as a function of 
wavelength 
• Also need to know object SED (see e.g., Li+16) 

• Once we know the atmospheric extinction, can 
predict fluxes of all the objects in an exposure
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Advantages of FGCM
• Forward model approach always leads to physically 

possible solutions 
• Allows physically-motivated non-linearities with 

airmass 
• No gray terms in the model means no runaway 

solutions 
• Uses full range of star colors — increase the s/n 

and this is useful information! 
• Instrumental transmission variations, plus possible 

evolution of passbands is properly incorporated 
• Works best with more overlap in time and space 

(like übercal), and multiple bands per night is very 
useful
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The Atmosphere Model
• Atmospheric transmission can be described with a 

small number of parameters 
• Precipitable water vapor (PWV) 
• Aerosol Optical Depth (AOD) τ and α 

• Ozone (O3) 
• Given zenith distance and barometric 

pressure, compute Rayleigh and O2 using 
MODTRAN
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3.2.3. Aerosol Absorption: e�(X⌧)

Scattering by aerosols can be more complex, but the corresponding optical depth for a

single particulate species is well-described with two parameters as,

⌧(�) = ⌧7750 ⇥ (�/7750 Å)�↵. (22)

The normalization ⌧7750 and optical index ↵ depend on the density, size, and shape of the

aerosol particulate.

Aerosol optical depth, like water vapor, can vary by several percent over hours, so the

calibration measurements and process must account for variations of this magnitude on

these timescales. The aerosol normalization ⌧7750 is parameterized in a manner similar to

the precipitable water vapor when there is no auxiliary data available, with a linear change

through the night as

⌧7750(exposure) = ⌧(nite) + ⌧s(nite)⇥ UT(exposure), (23)

where the intercept at UT = 0 (⌧(nite)) and slope (⌧s(nite)) are FGCM fit parameters.

For our present modeling, we assume that the aerosols on any given night are dominated

by a single species. Therefore, we require one value for the aerosol optical index (↵) for

each calibratable night.

3.2.4. Atmospheric Fit Parameters

Should I rewrite this in terms of the sub-parameters as well?

The vector of atmospheric parameters used to fit the observed DES data,

~P atm ⌘ (O3, pwv, ⌧7750,↵; bp, zd) (24)

S⌧ (�) = eX⌧(�)



Atmosphere Constituents
• The FGCM standard atmosphere model
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Fit Parameters
• PWV varies linearly through the night 

• Could/should add quadratic term 
• A single-constituent aerosol, with optical depth τ7750 

that varies linearly through the night, and single α 
per night 

• A single value for Ozone each night 
• Plus airmass and site-monitored barometric 

pressure
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Instrumental Passband
• Instrumental effects (filter variations, anti-reflective 

coating differences, CCD QE differences) are as 
big or bigger than atmospheric effects 

• Require (at least) CCD-by-CCD scans 
• For DES from the “DECal” system 
• For LSST from the CBP
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Filters+CCDs
• From the DECal monochromatic scans 

• g band especially variable from chip to chip
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Paris on Sunday
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Paris on Sunday
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Paris on Sunday
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Paris on Sunday
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Spatial Residuals
• Each panel is one exposure 
• The background are the photometric residuals 
• Inside the circles shows the predicted photometric 

residuals from the aperture correction
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once again indicates that the photometric errors are closely
tracked by variations in the aperture correction proxy At across
the focal plane.

Indeed it is found that nearly every star-flat exposure t with
high photometric residual xm is accompanied by higher-than
average dispersion of the Ati across the focal plane.

4.3. Zeropoint Stability

A basic question of critical importance to ground-based
photometric survey calibration is: just how stable is the
atmospheric transmission on a given night, apart from expected
scaling with zsec ? We answer this question by calculating the
deviation between each exposure’s zeropoint and the best-
fitting secant law, as in the numerator of Equation (20). We
adopt s = 0.5n mmag in our atmospheric prior to give the χ2

minimization strong incentive to reduce the zeropoint residual
to mmag level.

The crosses in the third row of Figure 5 plots these residuals
for each star flat exposure before we introduce any aperture
corrections, i.e., we set the aperture correction coefficient

=k 0n3 in Equation (19). The rms values in each filter, shown
in the first row of Table 3, are 2–5mmag. There is substantial
variation in rms from night to night, and deviations >10 mmag
in individual exposures are common.

The temporal zeropoint jitter is highly correlated with
estimators of the fraction of light falling outside the photo-
metric aperture. The fourth and fifth rows of Figure 5 show two
variables we might expect to correlate with the aperture
correction, namely the half-light diameter of the PSF (bottom

row) and the At defined in Equation (37) as the fraction of extra
light found in extending the aperture from 6″to 8″. Both
quantities are the median of all bright stars in the field. The
latter variable is found to correlate much better with the
zeropoint jitter. At does not measure the aperture correction to
infinity, but it is sensible to think that the aperture correction to
8″would correlate with the correction to infinity, so we
introduce the term ´k An t3 into the zeropoint model as per
Equation (20) essentially as an adjustment to each exposure’s
zeropoint. Leaving kn3 as a free parameter on each night
reduces the zeropoint jitter to �1 mmag rms (z band is slightly
higher, perhaps due to some variability in water vapor
absorption).
We find that setting kn3 to a nominal value in each filter

yields zeropoint jitter indistinguishable from having a free
value for each night. The nominal kn3 values and the resultant
rms values per filter are in Table 3. The circles in the 3rd row of
Figure 5 show the truly impressive stability in atmospheric
transmission obtained after making the zeropoint correction.

Figure 6. Background of each panel plots the spatially binned residual photometric errors of bright stars in a single exposure, after application of the static starflat and
color corrections ( )xS and ( )xc . The colors of the overplotted circles encode 2×the variation of the aperture correction proxy Ati (Equation (37)) across the FOV. It
might be difficult to notice that the colors inside the circles are different from the color just outside the circles, which tells us that the variation in Ati is a very accurate
predictor of the spatial pattern of photometric errors. The top row shows a series of star flat exposures at 1 minute interval containing one freak excursion. The lower
row shows a sequence of exposures during a period of very unstable seeing. In all cases the photometric inhomogeneity is clearly attributable to variations in the
fraction of flux falling outside the nominal 6″photometric aperture.
(A color version of this figure is available in the online journal.)

Table 3
Zeropoint Variation Per Filter

Band g r i z Y

rms variation before aperture correc-
tion (mmag)

2.6 3.1 4.5 1.9 2.9

rms variation after aperture correc-
tion (mmag)

0.9 0.7 0.8 1.1 1.0

Nominal apcorr coefficient kn3 1.6 1.9 1.9 1.9 2.2
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Aperture Corrections
• Compute median of Aperture mag (8”) - (6”)
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Gary’s Conclusion
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In summary, we find that all of the deviations above
≈1mmag rms from a static response function plus secant
airmass law on short timescales are plausibly attributable to
spatial/temporal variations in aperture corrections. The At

statistic measured from bright stars is an accurate predictor of
these aperture corrections, so on a typical half-hour stretch of
clear-sky observations we can homogenize the exposure
zeropoints to ≈1 mmag, and if we have sufficient stellar data
in an exposure to map out variation of At across the FOV, we
could reduce any intra-exposure inhomogeneity to similar
level.

5. Long-term Stability

To investigate the stability of the reference response ( )r t
over months to years, we fit the entire multi-year ensemble of
star flat data to a common instrument model and examine the
mean residuals to this model in each epoch (recall they have all
be flattened with a common dome flat too). We observe
changes of several mmag between star flat epochs, smoothly
varying across the focal plane, and very similar in all filters.
This “gray” term might arise from accumulation of dust or
contaminants on one of the lenses (or the detectors).

The Y band exhibits additional shifts in the response of
specific CCDs. After cycling the camera to room temperature,
the strength of some thermal contacts change slightly and the
equilibrium temperatures of the devices change slightly. It is
thought that these temperature shifts will then change the
silicon optical depth near the band gap and slightly alter the
Y-band response.

Whenever we jointly fit data from multiple observing nights,
we allow a constant Color photomap for each exposure, as it
is expected that variations in atmospheric constituents will
change the color response of the system by up to several mmag
(Li et al. 2016; Burke et al. 2017). These terms are small (rms
values of <2 mmag/mag) and unimportant to discussions in
this paper. We defer any detailed examination of these terms to
later investigations that will use the entire DES survey to
constrain the time variation of atmospheric constituents that can
measurably alter color response.

5.1. Test of Gray Drift Model

To test the hypothesis that long-term changes in instrument
response are due to low-order gray absorption plus CCD-
specific changes in Y-band response, we derive a new global
response model as follows:

1. Run PHOTOFIT jointly on the i and z-band exposures
from all star flat epochs, adding an additional 4th-order
Polynomial photomap to the model. Each epoch
(except one reference epoch) is allowed an independent
gray drift term that is common to both filters.

2. Run PHOTOFIT on the g filter’s data, augmenting the
model with a drift term for each epoch whose
parameters are held fixed to the values derived in step
(1). Repeat for r, i, and z bands.

3. Run PHOTOFIT on the Y data, including the fixed drift
terms plus an additional free Constant for each CCD
(except one) in each epoch, to track the temperature
changes.

Figure 7 plots the results of including the drift terms in a fit
to more than 4 years’ star flat data. The top row shows the
derived gray polynomial terms, which exhibit amplitude up to
±9mmag and rms up to 2.5mmag. The second row plots the
Y-band CCD shift terms per epoch, which are as large
±12mmag for the worst devices in the worst epochs.
The remaining rows plot the mean photometric residual to

the gray drift model across the focal plane for each filter and
each epoch. The rms residual signal is below 1mmag rms
(some of which is measurement noise and stellar variability) at
all times in izY bands. The gray model is seen to be not quite
sufficient: there appears to be an additional blue drift
component, present in g band with a fainter version in r band.
This pushes the rms residual to the gray model up to 2mmag in
the worst g-band epochs. We note that even if this g-band
deviation were not corrected, the 2mmag rms photometric
variation would be well below DES requirements and far better
than any previous survey’s photometric calibration accuracy.

5.2. Time History of Drifts

The star flat sequences are taken too infrequently to resolve
the timescale for instrumental response changes. DES observes
its supernova fields roughly once per week during the
observing seasons. The SN exposures are taken with minimal
dithering, so that the same stars are on a given CCD in every
exposure. This makes the data useless for determining the
spatial structure of the response function r(t), but valuable for
examination of its temporal structure at finer resolution. We
will use the z-band data from field SN-C3, for which an
observing sequence comprises 11×330 s exposures. Roughly
2000 stars are available at S/N30, are not saturated, and
have well-determined g−i colors falling within the calibra-
table range. Through 2016 October, there are 72 nights of SN-
C3 z-band observations for which there is no evidence of
clouds and the mean seeing half-light diameter is <1 6.
Images for these exposures were processed using a fixed

dome flat for all 4 years’ data, and the PHOTOFIT assumed a
fixed instrumental response model, with parameters fixed to
those determined from the star flat observations. Each SN-C3
exposure is given a free zeropoint and color term, and an
extinction gradient correction determined a priori. The atmo-
spheric prior for each night has fixed values =k 0.08n1 for the
airmass term and =k 1.5n3 for the aperture correction
coefficient. After the fit we calculate the residual deviation of
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Spatial Variations in Wide-Field
• Comparing predictions to A
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A typical exposure

Per-CCD Fit Residual

Per-CCD residual predicted 
from Delta-Aper



Spatial Variation in Wide Field
• Some less typical exposures (top: measurements; 

bottom: predictions)
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Spatial Variation in Atmospheric PSF
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Atmospheric model for PSF size

(see Pierre-Francois’ talk next)



Ambiguities in Calibration
• We currently use uncorrected aperture magnitudes 

as the basis of calibration 
• This leads to ambiguities in the sources of variation 
• Is this a problem?
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Modeling Magnitude Errors
• The FGCM computation for chi2 uses the quoted 

photometric errors (as comes out of the pipeline) 

• This can be biased near the faint end because of 
fluctuations. 

• We can predict the magnitude error empirically 
given the sky brightness, seeing, and knowledge of 
the true magnitude + local transparency
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Modeling Magnitude Errors
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Modeling Magnitude Errors
• Look at gray residuals per exposure for red vs blue 

stars
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Gaia Flux Excess
• Before I look again at the uniformity compared to 

Gaia, let’s look at the uniformity of Gaia internally 
• Gaia DR2 suggests using the “flux excess” which is 

(fluxBP + fluxRP) / fluxG (>~ 1) to cut bad objects
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Gaia Flux Excess
• We can calibrate the flux excess as a function of 

Gaia color for both Gaia Object Generator 
(GOG18) and Gaia DR2 
• GOG18 is supposed to give realistic errors for 

the full Gaia survey

 25
GBP - GRP GBP - GRP

Fl
ux

 E
xc

es
s

Fl
ux

 E
xc

es
s

GOG18 Gaia DR2



Median Flux Excess Map
• Look at the median flux excess as a function of 

position for GOG18
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GOG18



Median Flux Excess Map
• Look at the median flux excess as a function of 

position for Gaia DR2
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DR2



Gaia BP and DES r
• Offsets are highly correlated with internal Gaia 

offsets
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Gaia RP and DES I
• Offsets are highly correlated with internal Gaia 

offsets
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Gaia G and DES r
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• Latest comparison plot between Gaia G and DES r 
+ g-r + r-i + i-z (best SED transfer) 

• 2.2 mmag uniformity (low Galactic latitude)



HSC PDR1 Uniformity
• ~4 mmag in r-band after comparing to Gaia DR2 
• Though some systematics between widely 

separated fields
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About that Reddening…
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And the Reddening Law!
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• Comparing reddening laws 
shows issues at the >mmag 
level (depending on amount  
of reddening)



Discussion
• This is a grab-bag of issues to get below the 

5mmag uniformity level (that I know about…)

 34


