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Leads: Will Percival, Luigi Guzzo, Yun Wang (deputy)
SWG weekly telecon on Monday 5pm
SWG yearly meeting joint with LE3-GC Jan-Feb

Ø Reorganisation of the WPs (on-going)
‣ WP 1. Observational Systematics. Merging current “Sample Selection”,

“Mask/Slitless”, and “Liaison with Sims” WPs
‣ WP 2. Likelihood Fitting, link to future IST: likelihood
‣ WP 3. Non-linear effects. (including current “Reconstruction” WP), link

to future IST: non-linear
‣ WP 4. Higher-order statistics
‣ WP 5. Additional GC probes (a.k.a. current “New Probes”)
‣ WP 6. Photo-z Clustering

Ø Open call for new WP leads: consider applying!
Ø Currently 2/16 French WP leads



‣ Galaxy clustering systematics tiger team work
‣ Synergies with CS-SWG, SPV2, OU-LE3-GC

Summary
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Ø Set up in March of a tiger team dedicated to study and budget
systematic error affecting the GC probe

Ø Based on current knowledge of Euclid characteristics

Ø The team worked for about 9 months (until October) and produced a
60 page-long document

ØNot intended to give the definitive systematic error budget but perform
a first overview and provide recommendations to improve on its
estimation
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Ø Based on current knowledge of Euclid characteristics

Ø The team worked for about 9 months (until October) and produce a
60 page-long document

ØNot intended to give the definitive systematic error budget but perform
a first overview and provide recommendations to improve on its
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Ø Sources of systematic errors classified in three parts: data, theory,
likelihood
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Ø For data and likelihood parts define a baseline galaxy clustering
model based on Flagship (1.3.1)
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Figure 11: Legendre multipoles ⇠0,2,4psq of the Flagship simulations measured in the three redshift bins described in Table 5
(points) compared against the baseline model described in Section 3.3 (solid lines). The errorbars correspond to the
square root of the diagonal entries of the Gaussian covariance matrices predicted for these measurements according
to the volume and number density of each bin.

Redshift range Volume{ph´3
Mpc

3
q npzq{ph3

Mpc

´3
q

0.9–1.1 2.73 1.35 ˆ 10

´3

1.1–1.35 3.99 8.58 ˆ 10

´4

1.35–1.8 8.21 7.42 ˆ 10

´4

Table 5: Redshift range, Volume and number density of each slice of the Flagship simulations used for test of systematic errors.

validated as well.
Not all tests of systematic effects must be based on N -body simulations. Given the survey specifications

presented in Section 3.2, the parametrization of the effects of non-linear evolution, bias and RSD described in
Section 3.3 can be used to compute predictions for the measurements of anisotropic two-point clustering statistics
based on Euclid data. Their associated covariance matrices can be computed using the Gaussian predictions of
[57], which are in good agreement with the results inferred from N -body simulations. Besides the assumption of a
fiducial cosmology, for which we assume the same cosmology as the Flagship simulation specified in Table 4, these
predictions require the assumption of fiducial values of the nuisance parameters b1, b2, �´

3 , and avir as a function
of z. The obtained prediction of the clustering measurements that can be obtained from Euclid and their associated
covariance matrices can be used to compute the full likelihood function according to equation (53), which can
then be sampled using Monte Carlo Markov Chains (MCMC) in the same way as the true Euclid data would be
analysed. The resulting posterior distribution on the various parameters ✓i included in the analysis represents a
prediction of the constraints attainable using Euclid data. A simpler but faster approach is to compute the Fisher
information matrix,

Fij “

⌧
B

2
lnL

B✓iB✓j

�
, (59)

by computing numerical derivatives of Lp✓;D,Cq at the fiducial values of all parameters. The inverse of the
Fisher matrix represents an approximation to the parameter covariance matrix

h�✓i�✓ji »

`
F´1

˘
ij
. (60)

As an illustration of these two approaches, Figure 12 shows a comparison of the predicted constraints on the
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validated as well.
Not all tests of systematic effects must be based on N -body simulations. Given the survey specifications

presented in Section 3.2, the parametrization of the effects of non-linear evolution, bias and RSD described in
Section 3.3 can be used to compute predictions for the measurements of anisotropic two-point clustering statistics
based on Euclid data. Their associated covariance matrices can be computed using the Gaussian predictions of
[57], which are in good agreement with the results inferred from N -body simulations. Besides the assumption of a
fiducial cosmology, for which we assume the same cosmology as the Flagship simulation specified in Table 4, these
predictions require the assumption of fiducial values of the nuisance parameters b1, b2, �´
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of z. The obtained prediction of the clustering measurements that can be obtained from Euclid and their associated
covariance matrices can be used to compute the full likelihood function according to equation (53), which can
then be sampled using Monte Carlo Markov Chains (MCMC) in the same way as the true Euclid data would be
analysed. The resulting posterior distribution on the various parameters ✓i included in the analysis represents a
prediction of the constraints attainable using Euclid data. A simpler but faster approach is to compute the Fisher
information matrix,
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As an illustration of these two approaches, Figure 12 shows a comparison of the predicted constraints on the
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Ø Impact of Ha emitter number density and variation of flux limit
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Figure 13: Distribution of H↵ line flux and broadband H magnitude in the COSMOS catalogue. The line flux was inferred
from SED fitting. The sample with line flux above 2ˆ10

´16
ergcm

´2
s

´1 should be highly complete in the imaging
with detection limit H=24.

Figure 14: As measured in the Flagship mock galaxy catalogue, 5% variations in H↵ flux limit lead to „ 1% variations in the
amplitude of the correlation function monopole. The reference selection is fH↵ ° 2 ˆ 10

´16
erg cm

´2
s

´1. The
size of the effect is approximately constant with redshift.

but broadband H ° 24 (See Fig. 13). So we don’t expect that variations in imaging zeropoint can propagate
strongly to the spectroscopic sample selection.

The next step in the sample selection process is to extract the spectra of photometrically identified sources
and detect and measure emission lines. Uncertainty in the spectro-photometric calibration will modulate the flux
limit leading to fluctuations in number density. Variations in flux limit also affect the clustering signal through
luminosity dependence of galaxy bias as pointed out by Colavincenzo et al [58] and in Section 3.2.

Fig. 14 shows a measurement of the change in correlation function amplitude with 5% variation in flux limit,
as measured in the Flagship v1.3.2 mock galaxy catalogue. Such measuremenst must be repeated on large sets of
simulations to reach the necessary precision at the BAO scale. The effect may also be studied analystically with
galaxy biasing models.

Mitigation strategies. The survey will have a varying flux limit that will be characterized to some degree with
an uncertainty that we must assess.

First, the known variations in number density will be corrected for by the random catalogue, but the variations
in galaxy bias correlated on the sky will remain. The effect of varying bias on measurement variance can be
addressed through bias weighting [59, 60]. We expect that the best choice of weights can be estimated from
measurements on sub-samples in the Deep and Wide surveys.

There remains modulation in the shape of the galaxy correlation function. On scales of interest for BAO and
RSD analyses, we expect that these variations can be absorbed by the galaxy biasing model. Null tests can be
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but broadband H ° 24 (See Fig. 13). So we don’t expect that variations in imaging zeropoint can propagate
strongly to the spectroscopic sample selection.

The next step in the sample selection process is to extract the spectra of photometrically identified sources
and detect and measure emission lines. Uncertainty in the spectro-photometric calibration will modulate the flux
limit leading to fluctuations in number density. Variations in flux limit also affect the clustering signal through
luminosity dependence of galaxy bias as pointed out by Colavincenzo et al [58] and in Section 3.2.

Fig. 14 shows a measurement of the change in correlation function amplitude with 5% variation in flux limit,
as measured in the Flagship v1.3.2 mock galaxy catalogue. Such measuremenst must be repeated on large sets of
simulations to reach the necessary precision at the BAO scale. The effect may also be studied analystically with
galaxy biasing models.

Mitigation strategies. The survey will have a varying flux limit that will be characterized to some degree with
an uncertainty that we must assess.

First, the known variations in number density will be corrected for by the random catalogue, but the variations
in galaxy bias correlated on the sky will remain. The effect of varying bias on measurement variance can be
addressed through bias weighting [59, 60]. We expect that the best choice of weights can be estimated from
measurements on sub-samples in the Deep and Wide surveys.

There remains modulation in the shape of the galaxy correlation function. On scales of interest for BAO and
RSD analyses, we expect that these variations can be absorbed by the galaxy biasing model. Null tests can be

5% variation of 
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Ha emitters 
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Figure 8: The Euclid Wide survey coverage plotted in orthographic projection centered on the ecliptic poles. The color rep-
resents the expected signal-to-noise ratio for a source with H↵ line flux 2 ˆ 10

´16
erg{s{cm2 after 4 exposures.

The foreground model includes straylight and zodiacal light. (Source: J. Zoubian, foreground maps: https:

//euclid.roe.ac.uk/projects/ousim_tips/wiki/NISP_maps, SPV2 survey geometry: https:

//euclid.roe.ac.uk/dmsf/files/2967/)

3.1.3 Expected variations in sensitivity across the sky

Contributors: BRG

The survey depth will be limited predominantly by diffuse stray-light from stars and zodiacal light. Fig. 8
shows a map of expected signal to noise for the H↵ line at 2 ˆ 10

´16
erg{s{cm

2 after four exposures accounting
only for stray-light and zodiacal light.

The detection sensitivity will be further degraded in regions that have been exposed fewer than four times due
to the gaps in the focal plane and pattern of dithers. Within the gaps the full set of dither orientations will not be
available so we can expect a higher rate of redshift failure due to contamination of overlapping spectra. About half
of the survey area will be exposed fewer than four times (see Fig. 9).

The attenuation of the signal from dust in the Milky Way produces an additional modulation on the sky. The
extinction map derived from Planck within the Euclid Wide survey area is shown in Fig. 10. The attenuation
Ap�q is approximately proportional to the color excess EpB ´ V q (between the optical B and V bandpasses)
through the relation ApV q “ RV EpB ´ V q with a mean value of RV “ 3.1. The model extinction curve
kp�q “ Ap�q{EpB ´ V q in the near-IR is shown in Fig. 10(c) [22].

3.1.4 Cross-correlation diagnostic

Contributors: PM

The modulation of survey limiting flux on the sky induces spurious power in the estimation of clustering. This
is illustrated in detail below (Section 3.2), but a very schematic description can be given as follows. Let �true and
�obs be the true and observed density contrast fields, related by 1 ` �obs “ p1 ` Aqp1 ` �trueq, where A is the
effect of survey depth modulation on the sky. The measured two-point statistics will be:

4-exposure Ha SNR
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Ø Estimation of random redshift errors in Flagship
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Figure 16: Simulated spectra centered on the H↵ and [NII] line complex. The dashed curve shows the total intrinsic flux from
the three emission lines while the light grey curve indicates the noisy observation. The panels show increasing [NII]
importance (left to right) and increasing total signal-to-noise ratio (top to bottom). The mock galaxy is at redshift 1
with half-light radius 0.45 arcsec.

Estimation of the clustering signal from interloper populations will be possible in the Deep survey; however,
due to the limited field size and sparsity of the samples we can expect that there will be significant uncertainty in
the bias and redshift-space distortion parameters.

In the case of low redshift galaxies, morphological information in addition to photometric redshifts should al-
low inerlopers to be identified. The ground-based photometric redshifts may not be available for the full clustering
sample, but may be used with a subset to estimate the interloper rates. A colour selection applied in the Euclid
Y ,J and H colour space may prove useful to reduce the contaminations from galaxies at higher redshift.

Random error. Associated with the redshift estimation, there will be errors contributed from noise and template
fitting. The redshift measurement error is expected to be nearly Gaussian with standard deviation �z .

The error �z will trend with the source redshift, but we do not expect it to necessarily scale as 1 ` z. This is
because the pixel dispersion scale in Å{pixel will be approximately constant. Moreover the redshift will typically
be determined from the centroid of a single line. Since the effective spectral resolution will be limited by the
instrumental PSF and angular size of the source, the centroid error �x will be approximately constant.

The redshift error is computed from the centroid error as �z “ �x ˚ d{�em where d « 13.4Å{pixel is the
dispersion and �em is the rest wavelength of the line (e.g. H↵).

Following [65], the observed power spectrum will be in a case of a perfectly Gaussian redshift error probability
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Figure 17: The redshift measurement error PDF estimated from the Flagship mock catalogue. Emission line spectra with three
lines H↵, NIIa and NIIb were simulated and measured using a template fit algorithm. The best-fit redshift is biased
by the presence of the blended NII lines. The dashed curve shows the redshift error PDF after correcting with
perfect information about the NII fraction. The PDF is less peaked but the tails become more symmetric. The light
line is a Gaussian with � “ 0.001 for reference.

(a) (b)

Figure 18: (a)The systematic error in the template fit redshift measurement due to the presence of NII estimated with the
Flagship mock catalogue. The dashed curve shows the distribution of H↵ fraction defined as the ratio of H↵ flux to
the total flux of the H↵ and NII lines. (b) The template-fit redshift measurement error (in pixel units) as a function
of redshift. The error dispersion is found to decrease slightly with redshift which may be explained as the apparent
size of mock galaxies diminishes.
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Figure 16: Simulated spectra centered on the H↵ and [NII] line complex. The dashed curve shows the total intrinsic flux from
the three emission lines while the light grey curve indicates the noisy observation. The panels show increasing [NII]
importance (left to right) and increasing total signal-to-noise ratio (top to bottom). The mock galaxy is at redshift 1
with half-light radius 0.45 arcsec.

Estimation of the clustering signal from interloper populations will be possible in the Deep survey; however,
due to the limited field size and sparsity of the samples we can expect that there will be significant uncertainty in
the bias and redshift-space distortion parameters.

In the case of low redshift galaxies, morphological information in addition to photometric redshifts should al-
low inerlopers to be identified. The ground-based photometric redshifts may not be available for the full clustering
sample, but may be used with a subset to estimate the interloper rates. A colour selection applied in the Euclid
Y ,J and H colour space may prove useful to reduce the contaminations from galaxies at higher redshift.

Random error. Associated with the redshift estimation, there will be errors contributed from noise and template
fitting. The redshift measurement error is expected to be nearly Gaussian with standard deviation �z .

The error �z will trend with the source redshift, but we do not expect it to necessarily scale as 1 ` z. This is
because the pixel dispersion scale in Å{pixel will be approximately constant. Moreover the redshift will typically
be determined from the centroid of a single line. Since the effective spectral resolution will be limited by the
instrumental PSF and angular size of the source, the centroid error �x will be approximately constant.

The redshift error is computed from the centroid error as �z “ �x ˚ d{�em where d « 13.4Å{pixel is the
dispersion and �em is the rest wavelength of the line (e.g. H↵).

Following [65], the observed power spectrum will be in a case of a perfectly Gaussian redshift error probability
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Ø Impact of redshift random errors on two-point statistics
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Figure 20: The monopole and quadrupole galaxy correlation function measured from the Flagship mock catalogue in redshift
bins with and without redshift error. Redshift error predominantly affects the quadrupole at s † 60h

´1
Mpc.

4. The effect of the [NII] lines degrades the redshift measurement primarily by extending the tails of the error
PDF (Fig. 17) but the effect is minor in the correlation function (Fig. 22(b))

We note that these conclusions are drawn from the Flagship mock v1.3.2 and a particular redshift error model.
Further investigation must be carried out on larger simulation datasets to improve the precision. Furthermore, the
redshift error PDF must be validated against results from more detailed simulations.

Work is ongoing on the likelihood analysis using the Flagship mock in the presence of redshift errors. Prelim-
inary fits, with and without the presence of redshift errors are shown in Fig. 23.

Simulation requirements. Here we list the simulations or datasets required to assess the effects described above.

1. Analytic methods including Fisher and Monte Carlo methods are useful for assessing the impact of contam-
ination from line misidentification on cosmological constraints. No mock catalogues are necessary.

2. Photometric redshift training samples such as zCOSMOS may be used to check the utility of colour selec-
tions for reducing line misidentification rates.

3. Mock galaxy catalogues are needed to test the effect of a non-Gaussian redshift error PDF. The catalogue
should include a realistic distribution of line fluxes, J and H magnitudes and angular size to model the
spectral features and redshift measurement process. It is necessary that these properties correlate with halo
mass to investigate the systematic error that can arise from density-correlated redshift errors. Clearly these
catalogues cannot be fully validated before Euclid launches, so any conclusions must be taken as suggestive
of possible trends.

4. Simulations of individual exposures at pixel level are required to assess detector effects that can lead to
wavelength calibration errors including distortion and PSF uncertainty. These effects are largely uncorrelated
with LSS so the error PDF can be estimated on a small set of exposures and then applied to a full-sky mock
catalogue.

5. Simulations at pixel level with spectral extraction and redshift measurement are needed to estimate the effi-
ciency of source detection and redshift measurement. The distribution of galaxy properties and background
levels must be representative to adequately sample the range of SNR. These simulations can be limited to
small fields and the results then propagated to a full-sky mock using fast algorithms that approximate the
reduction pipeline.
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Figure 21: Comparison of the Flagship galaxy correlation function with non-Gaussian measured redshift error versus a Gaus-
sian redshift error with constant dispersion (�z “ 0.0016). Plotted are the ratios of the monopole (top panels) and
quadrupole (bottom panels) with respect to the case without redshift error. The correlation functions are compatible
with each other on scales s ° 30h

´1
Mpc.

Redshift error vs no 
redshift error

Gaussian z-error PDF vs true z-
error PDF

Galaxy Clustering Systematics
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Ø Impact of redshift random error

ØRedshift systematic error (overlapping spectra, line misidentification)
Ø Mitigation by forward modelling spectra overlaps in the random sample

or pairwise weights: still to be studied in detail!

baseline error: 0.0016 
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Component �x (pixels) �� (A) �z (H↵ redshift) Notes
Wavelength cal 0.8 10 1.5 ˆ 10

´3 Requirement
Measurement 0.8 10 1.6 ˆ 10

´3 Estimated, including [NII] uncertainty
Total 1.1 15 2.2 ˆ 10

´3

Table 6: Contributions to the redshift measurement error budget.

Figure 15: The top panel shows the correspondence between the true redshift of the galaxy and the spurious redshift when
the line is misidentified as H↵. The range in which H↵ is visible in the red grism is shaded. The bottom panel
gives the interloper fractions estimated in the Flagship v1.3.2 mock galaxy catalogue (see text for the selection
definition). The dashed lines tailing OIIIb and H� indicate constant extrapolations beyond the maximum redshift
of the Flagship catalogue.

Line misidentification leads to catastrophic redshift error. Photometric colour information may be used to give
a prior on the redshift and reduce the rate of line misidentification. We can consider the case when only NISP
bands are used (YJH), the addition of the VIS band, and the addition of inhomogeneous ground-based photometry.

Additionally, there will be spurious redshift measurements not related to true emission lines but arising from
noise or the galaxy continuum. Preferred redshifts in the observed frame may arise according to the noise distribu-
tion. These redshifts will be uncorrelated with LSS. However, noise features weakly correlated with LSS can also
arise due to features such as breaks in the galaxy continuum. It may also be foreseen that a real spectral feature is
detected but it is attributed to the wrong galaxy and so the redshift is not properly measured. These cases will be
indirectly correlated to LSS, so the frequency must be assessed.

Contamination from line misidentification. The contamination from other line emitters will modify the shape
and normalisation of the observed power spectrum. It will also introduce a systematic error. When observing
H↵ emitters at redshift zH↵, in the same wavelength we will detect contaminant emitters (also called interlopers)
whose restframe line emission wavelength is

Galaxy Clustering Systematics
Data
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Ø Non-linear dark matter clustering
Ø Perturbation Theory allows reaching 1-2% level accuracy up to kmax = 0.2-

0.25: e.g. MPTbreeze, RegPT, gRPT, …
Ø EFT can improve on accuracy but with more nuisance parameters
Ø Semi-analytical models calibrated on simulations (Halofit, HM code,

emulators) can potentially reach smaller scales

Ø Relative velocity/density between baryons and dark matter
Ø Secondary effect: 1%? change on amplitude and position of BAO peak

Ø Galaxy biases
Ø Detailed non-linear and non-local bias models (4 parameters) can be used,

but unclear how these nuisance parameters affect final constraints
Ø Velocity bias: include as an additional nuisance parameter?
Ø Assembly bias?
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Ø Impact of cosmology-dependent data covariances

ØImpact of biased data covariances (approx. methods to build mocks)
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Figure 27: Comparison of the 68% and 95% marginalized constraints on ↵K, ↵k, and f�8 obtained from the predicted mea-
surements of ⇠`“0,2,4psq from Euclid data at z “ 1 when the covariance matrix C is kept fixed (blue dashed
contours) and when it is varied as a function of the cosmological parameters (red solid contours).

4.3.4 Incorrect shape of the likelihood function

Contributors: AGS

As described in Section 4.3.1 and 4.3.3, the propagation of the noise in direct estimated of the covariance
matrix, or the use of a fixed covariance matrix might require to use likelihood functions that deviate from the
standard Gaussian assumption of equation (53). However, these approaches assume that the underlying likelihood
function is Gaussian in form. However, this approximation does not hold in general, especially on large scales
[115, 116] and on strongly non-linear scales.

Actions:

• A direct approach to characterize the shape of the likelihood function of various clustering measurement
is to study their posterior distributions recovered from a large number of N -body simulations and mock
catalogues (ongoing analysis based on Minerva, which should be extended to lower halo masses, WP3).

4.3.5 Combination of results from multiple statistics

Contributors: AGS

In most BAO and RSD fits, the cosmological information contained in LSS measurements (e.g P`pkq or ⇠`psq)
is often described as constraints on the combinations DMpzq{rd, Hpzq ˆ rd, and f�8pzq, whose posterior distri-
bution is well described by a multivariate Gaussian.

The application of different methods to a given data set will lead to constrains with different noise properties
and do not contain exactly the same information. This means that, if the covariance between the different mea-
surements is correctly taken into account, additional information can be obtained by combining the results inferred
from different methods [117, 33].

The posterior distributions of these parameters obtained from different measurements can be combined into
a single set of consensus constraints representing their joint information, taking into account the full covariance
between the different estimates. The obtained consensus distributions represent a gain in constraining power with
respect to the results of the individual methods, highlighting the importance of performing multiple analyses on
galaxy surveys.

CM-2PCF-GC: about 5000-10000 runs required 
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Systematic effect Responsible impact impact Maturity
WP or group on BAO on RSD of mitigation

Photometric calibration WP2 small small high
Milky Way extinction WP2 small small high
Redshift measurement error WP1 small medium? high
Confusion from overlapping spectra WP2 unknown unknown low
Deep field WP2 small? small? low
Clustering estimators: power spectrum OU-LE3 small small high
Clustering estimators: two-point correlation function OU-LE3 small small high
Clustering estimators: wide-angle effects WPX small small high
Reconstruction WP4 large none medium
Nonlinear evolution of dark-matter none medium large medium
Redshift-space distortions none low large low
Galaxy density bias none low large low
Massive neutrinos none low large medium
Galaxy velocity bias none low large low
Variations of model template with cosmology WP4? low unknown low
Lightcone & projection effects WPX low? low? low
Relative velocity and density perturbations between none small? small? small?baryons and dark matter
Noise in the covariance matrix WP3 small small high
Biased estimates of the covariance matrix WP3 small-med? small-med high
Cosmology dependence of the covariance matrix WP3 small? small low
Incorrect shape of the likelihood function WP3 unknown unknown low
Combination of results from multiple statistics WP3 small small high

Table 8: Summary of the systematic errors described Section 4. The columns indicate the WP or group within the EC that
should be responsible for a detailed analysis of each effect, and an estimate of the impact they might have on
post-reconstruction BAO-only measurements and pre-reconstruction full-shape RSD analyses, classified as small
(�sys{�stat † 0.2), medium (0.2 † �sys{�stat † 0.45), and large (�sys{�stat ° 0.45). The last column gives a
qualitative statement about the maturity of the mitigation strategy for each systematic.

Table 9: Work packages of the Galaxy Clustering science working group as of June 2017. The WP numbers listed here are
used as a reference throughout the document.

WP number WP name
WP1 Sample selection
WP2 Survey mask
WP3 Likelihood fitting
WP4 Reconstruction
WP5 Higher-order statistics
WP6 Additional Probes
WP7 Photo-z clustering
WP8 Link to simulations

Redshift error
Spectra confusion

Non-linear evolution
of dark matter

Rel. vel. baryons & 
dark matter

Bias & cosmology-
dep. in cov. matrix
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In Section 3 we presented a description of the Euclid survey and the characteristics of the galaxy sample that
will be constructed based on the spectroscopic observations. We also described our baseline theoretical model of
anisotropic two-point clustering measurements and the standard likelihood analysis used to extract cosmological
information from these data. Section 3 also contains a summary of the N -body simulations that are currently
available within the Euclid Consortium that could be used to test the effect of potential systematic effects, and a
discussion of the methodology to quantify their impact on the final cosmological constraints.

Section 4 contains a list of the expected components of the systematic error budget of Euclid galaxy clustering
analyses, which are summarized in Table 8. In order to asses their relative importance, we classify the different
effects by comparing the systematic error they introduce, �sys, against the expected level of statistical uncertainties,
�stat, as

• Small components: �sys{�stat † 0.2.

• Medium components: 0.2 † �sys{�stat † 0.45

• Large components: �sys{�stat ° 0.45.

These definitions are arbitrary, but the rationale behind them is that, if one naively combines the statistical and
systematic errors as

�2
total “ �2

stat ` �2
sys, (77)

a large systematic error would lead to an increase in the total uncertainties of more than 10% with respect to the
ideal (statistical) case, while a small systematic error would change the final results by less than 5%. Table 8
includes a first attempt at classifying the different systematic errors according to these criteria. As a given effect
might affect BAO and RSD measurements at different levels, these two cases are considered separately. The
estimates of the expected �sys introduced by each effect presented here are preliminary and incomplete. Further
work will be necessary to obtain more detailed estimates. Table 8 also lists the WP or group within the EC that we
recommend should be charged with a more detailed assessment of the impact of each effect (second column).

Data systematics. Here we summarize the primary effects identified in Sec. 4.1. In some cases initial analytic
or simulation-based investigations have been started (redshift error and luminosity-dependent bias) otherwise our
assessment comes from our collective intuition from work with other redshift surveys. We note when auxiliary
measurements made in the Deep (but also Wide) survey will play an important role for constraining many of the
effects. However, the precision of the Deep field measurements has not yet been assessed, nor is it well understood
how the measurement uncertainties will propagate to BAO and RSD measurements made in the Wide.

• Uncertainty in the flux limit arises from spectro-photometric calibration error, uncertainty in sky brightness
and uncertainty in the attenuation from foreground dust as a function of wavelength. These effects lead
primarily to modulation of the clustering signal on large scales. Estimation will become possible as the
instrument model matures.

• The dependence of galaxy bias on luminosity leads to a coupling between the flux limit and the clustering
signal. The Deep field will allow us to measure the clustering properties of H↵-selected subsamples to
constrain the effect. The Wide survey may also be used to overcome cosmic variance by selecting regions of
sky with different flux limits. At this time, measurements from SDSS at low redshift show that the trend of
galaxy bias with emission line flux is weak (see Sec. 3.1.2). Measurements on the Flagship mock catalogue
also indicate that the effect is small.

• Obscuration arises from foreground stars and galaxies as well as zero-order dispersed images and persistent
images from past exposures. In particular cases, the obscuration is correlated with the target LSS field;



‣ Galaxy clustering systematics tiger team work
‣ Synergies with CS-SWG, SPV2, OU-LE3-GC
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Ø Galaxy clustering measurements in Flagship
Ø Comparison to theoretical expectations (both state-
of-the-art non-linear & linear predictions)
Ø Issue in the quadrupole moments: unable to
reproduce theoretical RSD within stat. error!

Jun Koda et al.

de la Torre et al.
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Ø Galaxy clustering measurements in Flagship
Ø Comparison to theoretical expectations (both state-
of-the-art non-linear & linear predictions)
Ø Issue in the quadrupole moments: unable to
reproduce theoretical RSD within stat. error!
Ø Already present in flagship haloes… velocities?

Andrea Pezzotta et al.

de la Torre et al.

Galaxies

Haloes
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LE3-GC validation
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Ø Last validation of 2PCF-GC, PK-GC, CM-2PCF-GC (first priority)

2PCF-GC
PK-GC

CM-2PCF-GC



‣ Significant work achieved in the last year

‣ Galaxy clustering systematics document (60 pages) 
written (now being reviewed)

‣ New synergies with SPV2, E2E-GC groups

‣ Reorganisation of the SWG WPs : work more as Tiger 
Teams, more paper oriented

‣ Need more involvement of the French community

Conclusion


