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ODlRAC Massive computations: HEP

THE INTERWARE

» LHC experiments pioneered the massive use of computational
grids as a solution to the High Energy IPhysics Big Data problem

Many |0s of Petabytes of data per year
Total volume is approaching | Exabyte

Many 100s of thousands CPUs in 100s of centers
|0s of Gbyte/s data transfers
|00s of users from [00s of institutions

» CERN Director General Rolf Heuer about the Higgs discovery:

"It was a global effort and it is a global success.The results today are only possible
because of the extraordinary performance of the accelerators, including the
infrastructure, the experiments, and the Grid computing.”

» Other domains are catching up quicRly with the HEP experiments
Life sciences, earth sciences, astrophysics, social sciences, etc



ODlRAC Computing grids

THE INTERWARE

» Grids are providing common infrastructure and rules to
Integrate multiple computing centers

Common computing element access protocols
Common user task scheduling system

Common policies and security rules
Users are signing up once and have access to multiple computing centers

Common monitoring of the user jobs

Common planning and accounting of computing resources
Common user training and support

Common problem tracking system

» Grids are maRing all the constituent computing centers to be
seen as one entity for the users

» Now most of the computing power for LHC is provided by
grid systems



Worldwide LHC Computing
ODIRAC Grid Collaboration (WLCG)

>800 PB of data at CERN and major computing centers

Distributed infrastructure of 150 computing centers in 40 countries

700+ R CPU cores (~ 5M HEP-SPEC-06 or 5 PetaFlops )

The biggest site with ~50R CPU cores, 12 Tl centers with 2-30kR CPPU cores
Distributed data, services and operation infrastructure



European Grid

ODlRAC Infrastructure EGI

THE INTERWARE

» 22 national infrastructures
» 2 international scientific organizations: CERN u

EMBL
| Fa Tl
Sy

www.egi.eu,/about/ egi-foundation/
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0 DIRAC EGI Resources

THE INTERWARE
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Virtualized Computing

0 DIRAC Resources

THE INTERWARE

» Cloud technology allows to offer computing resources on demand
according to the user specification and budget
Pay for what is consumed
Widely used as a platform for user defined services (Paa¥)
Application portals (SaaS)
Amazon EC2 Cloud pioneered the field

» Since recently computing centers started to provide their resources
using cloud technologies
Virtualized computing infrastructures, laaS
Very flexible — provides resources adapted to the user needs
Operating systems, memory, CPU power, etc.

» However, large scientific collaborations can have access to multiple
computational clouds
Dealing with independent clouds separately requires a huge management effort
Federating multiple clouds into a single coherent system is necessary to provide
a transparent access for users.
Analogous to the grid infrastructures



ODlRAC Other resources

THE INTERWARE

» Standalone computing clusters not included in any
grid infrastructure

Resources available at Universities and scientific laboratories

» High Performance Computing (HIPC) Centers, or
Supercomputers

Computing centers oriented towards massively parallel
applications using specialized hardware

» Volunteer Computing
Mostly based on BOINC technology
SETI@Home, LHC@Home, etc



Large scientific

ODIRAC communities problems

» Large international scientific communities have divers
contributions to their common computing resources

Different technologies, geographical and administrative domains

» Large communities have a complex internal structure
with different user groups and activities having different
priorities

» For resources providers it should be easy to incorporate
their centers

There should be minimal requirements for installed software,
configuration, maintenance

» Standard grid middleware based scheduling systems do
not scale to the necessary amount of resources

More scalable solution is needed



ODIRAC DIRAC: the interware

THE INTERWARE

® A software frameworR for distributed computing
® A complete solution to one (or more) user community
® Builds a layer between users and resources

USER Communities

Resources



ODlRAC .. a few examples of what

DIRAC can be used for

sending jobs to “the Grid”

the obvious one

interfacing with different sites

with different computing elements
and batch systems

with different storage elements
interfacing with different information systems

managing productions

managing dataset transfers
and removals...

providing a failover system

your jobs won'’t fail because a certain SE is down, nor because of central service are
down

transfer data from the experiment to a Grid SE
..and more



ODIRAC An open source project

THE INTERWARE

® Started as an LHCb project, became experiment-

agnostic in 2009
First users (after LHCb) end of 2009

® Developed by communities, for communities

Open source (GPL3+), hosted, python 2.7
No dedicated funding for the development of the “Vanilla” project
Publicly , active , yearly , open

4 FTE as core developers, a dozen contributing developers

® The DIRAC consortium as representing body
CNRS, CERN, University of Barcelona
IHEP, KEK, PNNL, University of Montpellier




ODIRAC Users/communities/VOs

THE INTERWARE
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ODlRAC Job scheduling

THE INTERWARE

» Pilot jobs are submitted to computing User gy
resources by specialized Pilot Directors
» After the start, Pilots checR the E, /:
execution environmentand
form the resource description o -
L —— ask Y
OS, capacity, disk space, software, etc i | Sandbox Queue !
\ | repository olicies y

e e et e e e e e e e e L

» The resources description is presented to the S —
Matcher service, which chooses the most PIRAL M Servios

appropriate user job from the Task Queue
E '

» The user job description is delivered to the
pilot, which prepares its execution
environment and executes the user

E

application
. . . DIRAC EGEE NDG EELA
» Inthe end, the pilot is uploading the results Pilot Pilot Pilot Pilot
and output data to a predefined destination | Director | | Director | | Director | | Director |



Advantages of pilot

ODIRAC based scheduling

THE INTERWARE

» User jobs only start running after the execution
environment is validated
The risk of user job failures is considerably reduced compared
to direct user job submission

» In case of a constant inflow of user jobs, computing
resources are guaranteed to be fully exploited

Computing centers actively looking for payload to execute

» Resource providers have to deal with less number
of users
Pilot identity represents a whole user community
Community management is moved to the DIRAC level



ODIRAC WMS: applying VO policies

THE INTERWARE

¢ In DIRAC jobs from all the users e Production
are treated by the same WMS “laa
Same Task Queue a ﬁ
All the policies are applied in one place
¢ This allows to apply efficientl e [ o\
policies for the vr\iﬁgle VO ’ : ,
Assigning Job Priorities for different e

groups and activities
¢ After a user job is received by the pilot it passes to execution
immediately
Policies application is precise

¢ No need to apply special rules by the resources providers
Although they still can do



WMS: using heterogeneous

O DIRAC resources

THE INTERWARE

» Pilot based WorkRload Management
provides abstraction of Computing
Resources

Allows to combine heterogeneous resources in
a transparent way

» Including resources in different grids,
clouds and standalone clusters is simple

with Pilot Jobs
.
DIRAC
Site

Matcher
Service

'

NDG
Pilot
Director

Needs a specialized Pilot Director
per resource type

Users just see new logical sites
appearing

E

EELA
Pilot
Director

a

EGEE
Pilot
Director

» Similar patterns are
applied also for the Data
Management System of
DIRAC (see below)

20
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DIRAC computing resources



ODlRAC Computing Grids

THE INTERWARE

» DIRAC was initially developed with the focus on
accessing conventional Grid computing resources

WLCG grid resources for the LHCb Collaboration

» It fully supports different middleware based grids

European Grid Infrastructure (EGI),WLCG, etc
DIRAC is an officially supported WMS service for the EGI infrastructure

Northern American Open Science Grid (OSG)
Using VDT middleware

Direct submission to computing elements

Northern European Grid (NDGF)
Using ARC middleware

Direct submission to computing elements

» Other types of grids can be supported
As long we have customers needing that

22



ODIRAC Clouds

THE INTERWARE

» VM scheduler g ﬁ

Dynamic VM spawning e 3

taking Task Queue state into ] [P (2 )
accognt ___________________
Discarding VMs DIRACWMS [ Matoher
automatically when no more
needed
» The DIRAC VM scheduler —
by means of dedicated VM w il S
Directors is interfaced to — (e

OCCI compliant clouds:
OpenStack, OpenNebula
Amazon EC2

23



ODlRAC Standalone computing clusters

THE INTERWARE

» Off-site Pilot Director DIRAC WMS [ Tack
Site delegates control to the central Queue
service Proxy

ite must onI deflne a dedicated Manager
ocal user ac oun X A
e payload subm|SS|on through an
L rBERES el ° —
Director

» The site can be: =
a single computer or several S S
computers without any batch system ( Al )

a computing cluster with a batch SN - (S
system Site Gateway

LSF, BQS, SGE, PBS/Torque, Condor <dirac> user

1 Commodity computer farms o

OAR, SLURM

7 HPC centers Batch System

+
» The user payload is executed with *

the owner credentials
No security compromises with respect U I_IL || |

tfo external services

24



ODlRAC Standalone computing clusters

THE INTERWARE

Examples:
» DIRAC.Yandex.ru CPU used by Site

>2000 cores 7000 1 . 5? Week§ from YVeek 2|8 of 20]1.1 to V\{eek 28lof 201|2

Torque batch system, no grid
middleware, access by SSH

Second largest LHCb MC production ~ **f
site

6,000

g
» LRZ Computing Center, Munich
SLURM batch system, GRAMS5 CE

service ;
Gateway aCCeSS by G S I SS H O g 2011 Sep 2011 Oct 2011 Nov 2011 Dec 20A11 Jan 2012 Feb 2012 Mar 2012 Apr 2012 May 2012 Jun 2012 Jul 2012
Considerable resources for

. . . [ DIRAC YANDEX.ru 1136.8 W LCG Krakow.pl 1693 M LCG.GLASGOW.uk 936
bIO med commun Ity (WO rk in p rog reSS) B LCG.IN2P3-T2 fr 4232 [ LCG.CNAFT2.it 1689 @ LCG.AUVERfr 88.6
[0 LCG.CERN.ch 382.6 | LCG.LALfr 1443 @ LCG.UKI-IT2-ICHEPUK  85.0
B LCG.GRIDKA.de 354.1 [ LCG.PIC.es 1323 O LCG.TCD.ie 80.3
B LCG CNAFit 3319 [ LCGJINRru 1120 M LCG.Barcelona.es 79.8
B LCG IN2P3 fr 3105 M LCG SARANI 1085 [@ LCGDESYde 75.4
@ LCG.NIKHEF.nI 2080 @ LCG.UKIT2-QMULuk 1059 m LCG.Liverpool.uk 718
B LCG Manchester.uk 189.9 [ LCG.USC.es 955 @ LCG.RAL-HEPuk 69.7
[0 LCG.RAL.uk 177.8 W LCG.Pisa.it 93.7 ... plus 62 more

» Mesocentre Aix-Marseille University

OAR batch system, no grid
middleware, access by SSH

Open to multiple communities (work
in progress)

Generated on 2012-07-15 21:13:10 UTC
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ODlRAC Volunteer grids

THE INTERWARE

» Solution to the trust problem: separate trusted and untrusted
worlds
Put a gateway in between to ensure communication

Use temporary certificates in the untrusted machines, communicate with a real host
certificate to DIRAC service

Validate any output of the jobs before uploading to the final destination

ssssssssser) |
—— :
! Trusted Gateway
i
1
¥
Give me a proxy MrBoinc CA | Local
4) f MrBoinc user certificate Server
Real host certificate
. | .
i :
i ! H
MrBoine prowy WorkloadManagement @ H
! Valid Host certificate |
r@ ! g Give me a job’ '
| N Set Job Status- l l
\ MrBoinc Host centificate! (2) ] D I B‘"Amg
5 —Give me a Job—— WMSSecureGW itori i ]
Put P c i |
Put a new request: i ! R A as’nglejob i ot
L D : pilot status——Report JoblDi— benpéhmark
S SandboxStore H
| Chaged DN Request !
| Add Validate Data Operation :
| :
RequestManagement
IRequestEx 1] [
InputSandbox

s |
26 x untrusted zone | ; * trusted zone
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Data Management



ODlRAC DM Problem to solve

THE INTERWARE

» There are many different formats in which data can be stored
Structured and non-structured databases, objects stores, file systems, etc

» DM problem addressed By DIRAC

Data is partitioned in files
File replicas are distributed over a number of Storage Elements world wide

Data Management tasks
Initial File upload
Catalog registration
File replication
File access/download
Integrity checking
File removal

Need for transparent file access for users
Often working with multiple ( tens of thousands ) files at a time

Make sure that ALL the elementary operations are accomplished
Automate recurrent operations

28



ODlRAC Storage plugins

THE INTERWARE

» Storage element abstraction with a client implementation for each
access protocol

DIPS — DIRAC data transfer protocol
FTPHTTP, WebDAV
SRM, XROOTD, RFIO, DCAP, etc @

HEP centers specific protocols i

Using gfal2 library developed at CERN - - -
S3, Swift, CDMI: cloud specific data access Local
protocols

» LiRe with CE's, each SE is seen by
the clients as a logical entity
With some specific operational properties
Archive, limited access, etc
SE’s can be configured with multiple protocols

/’—\/"
\ Y A
C— (RS ——

» Including new data access technologies
requires creating new specific plug-in

29



ODlRAC File Catalog Service

THE INTERWARE

» File Catalog is a service to Reep tracR of all the physical
file replicas in all the SE's

Stores also file properties:
Size, creation/modification time stamps, ownership, checksums

User ACLs

» DIRAC relies on a central File Catalog
Defines a single logical name space for all the managed data
Organizes files hierarchically like in common file systems

Other projects, e.g. distributed file systems, keep file data in
multiple distributed databases

More scalable
Maintaining data integrity is very difficult

30



ODlRAC File Catalog Interware

THE INTERWARE

» DIRAC, as for other components, defines an abstraction
of a File Catalog service with several implementations

LCG File Catalog (LFC) — de facto standard grid catalog (obsoleted)
File Catalog implementation by the DIRAC Project itself

Specialized catalogs, e.g. LHCb Bookkeeping service

» Several catalogs can be used together

The mechanism is used to send messages to “pseudocatalog”
services:

Transformation service (see later)

Community specific services

A user sees it as a single catalog with additional features

31



ODIRAC Combined data AP

THE INTERWARE

» Together with the data access components DFC
allows to present data to users as a single global
file system

Can be even mounted as a file system partition on a user
computer (FSDIRAC project)

» DataManager APl is a single client interface for
logical data operations

-

DFC Service FileCatalog StorageBase —»@

N

Transformation
Service

32



ODlRAC File Catalog: Metadata

THE INTERWARE

» DFCis Replica and
Metadata Catalog
» User defined metadata

»  The same hierarchy for
metadata as for the

logical name space

Metadata associated
with files and directories

Allow for efficient searches

» Efficient Storage Usage
reports

Suitable for user quotas

Meta_F1||Meta_F2||Meta_F3 Meta_F4||Meta_F5 |[Meta_F6

» Example query:

» find /lhcb/mcdata LastAccess < 01-01-2012
GaussVersion=vl,v2 SE=IN2P3,CERN Name=*.raw

» Result of file search is a precise list of corresponding files
»  Unlike Google index

33



ODlRAC Massive data operations

THE INTERWARE

» DIRAC is dealing with large volumes of scientific
data

|0’s of Petabytes
107-108 of files and directories
» There is a need for massive (bulR) operations

Examples:
Replicate 10° files from SE A to SE B
Remove |0 files and all their replicas in all the storages

» Massive data operations require

Asynchronous execution
Automatic failure recovery
Data integrity checking

34



Request Management system
O DIRAC for asynchronous operations

» Request Management System (RMS) S —
receives and executes asynchronously | , Data
requests for any kind of operation Manager

Data upload and registration
Job status and parameter reports

__________

b RfMS ifs used heavily as part Request C Request DB

of the failure recovery procedure ~ Service Roquest DB T

Any operation that can fail can be ‘
deferred to the RMS system —

» Requests are collected by RMS instances at geographically distributed sites
Extra redundancy in RMS service availability

» Requests are forwarded to the central Request Database
For keeping track of the pending requests
For efficient bulk request execution

» RequestExecution agents execute the stored requests
With multiple retries if necessary until the operation is successful

35



Transformation System
ODIRAC ¢

for data driven workflows

» Data driven workflows as chains of data transformations
Transformation: input data filter + recipe to create tasks

Tasks are created as soon as data with required properties is registered
into the system

Tasks: jobs, data

Workflow

replication, etc Transiormaton
1 1 1
Data Filter
. > ' >
» Transformations can be ,

. File Status - - -
used for automatic data — — —
driven bulR data
operations

Scheduling RMS tasks — _
Often as part of a more | st |

general workflow

36



ODlRAC Other data services

THE INTERWARE

» Data logging

Keeping a history of all operation for a given file

» Data provenance
Keeping ancestor-descendant relations for each file

» Data integrity
Collecting reports on all the data access failures
Automated data recovery and validation

» Storage usage reports

Storage resources consumption at any moment
Help Data Managers
Allow to impose user quotas

» Accounting
Storage consumption
Data transfer traffic and error rates

37
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ODlRAC DM interfaces

THE INTERWARE

» Command line tools

Multiple dirac-dms-... commands

» COMDIRAC

Representing the logical DIRAC file namespace as a parallel shell
dls, dcd, dpwd, dfind, ddu etc commands
dput, dget, drepl for file upload/download/replication

» REST interface

Suitable for use with application portals
Multiple application portals are interfaced to DIRAC this way

39



ODlRAC Web Portal

THE INTERWARE

» DesRtop paradigm for the DIRAC Web interface

» Intuitive for most of the users

-0 View desktop - | vhamar@ frangriles_user * | Dirac-Production *



ODlRAC Web Portal applications

THE INTERWARE

8oe/()crA-mRAc " T
€& - C @ nhttps://dirac.ub.edu/CTA/s:CTA/g:cta_user/?theme=Grey&url_state=0|DIRAC.ConfigurationManager.classes.ConfigurationManager::431:352:386:269:0:0,1,-... 572 =
% Apps | ] Apple | Yahoo! i’ Google Maps [ YouTube | | Wikipedia (G News [ Popular [ Views [ Personal [ DIRAC [ cTA ([ uB [d Belle (i Fundacién BBVA

Selectors «l¥| | IE @ X X| @ Items per page: 100 v | | | | Page 1 of 13006 | b p| | Displaying topics 1 - 100 of 1300554
- e Site JobNar LastUpdate [UTC] LastSignOfife [UTC] SubmissionTime [UTC) own
» B P Selected Statistics :: Status (Wed Oct 16 2013 20:22:59
e = e GMT+0200 (CEST)) LCG.CIEMAT.es  Sta.. 2013-10-16 14:21:54 2013-10-16 14:21:54 2013-10-16 14:21:54 trm
g [ ||| Selected Statistics = I Completed LCGCIEMAT.es  Sta.. 2013-10-16 14:02:06 2013-10-16 14:02:06 2013-10-16 13:55:38 t
% Status v Il Done
4 B Failed LCG.CIEMAT.es Sta... 2013-10-16 14:02:04 2013-10-16 14:02:04 2013-10-16 13:55:28 th
" = Other LCG.DESY-ZEUT... Unk.. 2013-10-16 14:01:08 2013-10-16 14:01:08 2013-10-16 12:33:16 th
Completed
U LCG.CAMK.pl Unk.. 2013-10-16 12:29:59 20 =7 Proxy Upload B[« |[%
A Done
N . LCG.DESY-ZEUT... Ast.. 2013-10-16 10:03:22 2
W Failed LCG.DE¢ =] Job Launchpad (= JIE JCIETI=IRS
" Killed I v :
5 Proxy Status: Valid =k Add Parameters ~
Running either your private key nor
| Predefined Sets of Launchpad Values M | our service. While we try to
& waiting - . ure as possible by using SSL
= Available Sets with your credentials when it
»| | @ Refresh CJ Proportional & Auto refresh : Disabled + CSV data # (] Mandelbrot for maximum security, we
anually convert and upload
Running jobs by Site e ient commands:
41 Weeks from Week 53 of 2012 to Week |
[T] ViewasText & Reload Executable: mandelbrot
o "23 Dirac-CTA [2013-10-16 14:38:59.302331 fE.p12
23 Dirac-CTA [2013- :38:59. ] JobName: Mandelbrot_% GROUP_NAME
4,000 (# [ DIRAC
] Systems Arguments: -W 600 -H 600 -X -0.46490 -Y -0.56480 -P 0./ =
- . owse
g (3 (] Website OutputSandbox:  *.bmp E
> # ] Regist -
o = s StdError: %j.err L
(=) Operations
neee =3 Defaults CPUTime: 3600
@ (] SiteLocal SEMapping StdOutput: %j.out
o 2013 Feb 2013 Mar 2013 Aﬁ:‘igl:“‘::‘y:ool 300‘ A:::.zwo.l’(,onv c}:"l-onl')‘ B D Shlfter
LCG CYFRONET pt 46.6% W LCG MSFG.fr 23% 0 LCG.GH ] EMail - | Input Sandbox
LCG GRIF fr 12 3% - LCG Prague cz 20% m G cP —
LCG DESY.ZEUTHEN de 12 0% M LCG INFN-TORINO. it 11% = 9 ﬂ Launchpad
LCG IN2P3.CC fr 71% ) LCG UNIV-LILLE fr 04% - ANY Bf
LEG PIC es 52% B LG CAMK pl 04% | Multipi ‘owse
LCG MIPEC fr 39% W LCG OBSPM fr 04% W DIRAC — 7
s Sew 23% RS ANRRTMUNC e O3% )
P—————— © submit ' Reset
O [E"] Configuration Man... ‘( Proxy Upload [E-] Accounting [E7] Job Monitor [E7] Job Monitor [=7] Job Launchpad Theme Grey~ | ricardo@ cta_user~ | CTA~ J

41



ODlRAC Distributed Computer

THE INTERWARE

» DIRAC is aiming at providing an abstraction of a
single computer for massive computational and
data operations from the user perspective

Logical Computing and Storage elements (Hardware )

Global logical name space ( File System )
Desktop-like GUI

» Applications can be interfaced with graphical user
interfaces in the DIRAC Web PPortal frameworR

42
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DIRAC FrameworR



ODlRAC DIRAC FrameworR

THE INTERWARE

+ All the communications between the distributed
components are secure
DISET custom client/service protocol
Focus on efficiency
Control and data transfer communications
HTTP based protocol is studied for further DIRAC evolution
X509, GSI security standards
Users and services are provided with digital certificates

User certificate proxies ( passwordless, time limited temporary
certificate copies ) are used for distributed operations on the
users’s behalf

Fine grained service access authorization rules

» SSO authentication is in the works
EGI Check-In solution

44
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DIRAC users



DIRAC LHCb Collaboration

THE INTERWARE

Running jobs by Site
30 Days from 2017-08-26 to 2017-09-25

100,000

80,000

60,000

jobs

40,000

20,000

2017-08-29 2017-09-01 2017-09-04 2017-09-07 2017-09-10 2017-09-13 2017-09-16 2017-09-19 2017-09-22 2017-09-Z

Max: 107,722, Min: 382, Average: 69,369, Current: 382

Bl DIRAC HLTFarm.lhcb 14 0% B DIRAC.YANDEX.ru 2.3% B LCG.RAL-HEP.uk 0.9%
0 LCG.RAL.uk 11.8% Bl LCG.NIKHEF.nl 2.1% O LCG.JINR.ru 0.9%
O LCG.CERN.cern 11.1% B LCG.SARA.NI 2.0% O LCG.RUG.nl 0.8%
B LCG.CNAF.it 9.2% B LCG.LAL fr 1.4% B LCG.Krakow pl 0.7%
Bl LCG.NCB).pl 5.6% B LCG.Manchester.uk 1.2% B LCG.NIPNE-O7.ro 0.7%
B LCG.GRIDKA de 5.5% B LCG.LPNHE. fr 1.2% B LCG.LAPP.fr 0.7%
B LCG.UKI-LT2-IC-HEP.uk B B LCG.UKI-LTZ2-QMUL .uk 1.1% B LCG.Oxford uk 0.7%
B LCG.RRCKlLru 3.4% Bl LCG.PIC.es 1.1% B CLOUD.CERN.cern 0.7%
Bl LCG.IN2P3.fr 3.3% 0 LCG.USC.es 1.0% ... plus 58 more

Generated on 2017-09-25 10:51:02 UTC

» More than 100K concurrent jobs in ~120 distinct sites
Limited by available resources, not by the system capacity

» Further optimizations to increase the capacity are possible
46 Hardware, database optimizations, service load balancing, etc



O DIRAC National services

THE INTERWARE

» Maintaining dedicated DIRAC services for small communities
Is not affordable

Requires expertise and effort to setup and run the system

» There was a clear need for services likRe DIRAC for an
iIncreasing number of communities with a low expertise in
( distributed ) computing and with high demands for
computing resources

DIRAC framework was updated to support this kind of installations

» DIRAC services were provided by several National Grid
Initiatives: France, Spain, ltaly, UK, China, Romania, ...

Some of them did not survive (Spain, Romania)
Some are still in active production

47



ODIRAC =SANT

THE INTERWARE

Cumulative Jobs by Site
36 Weeks from Week 52 of 2017 to Week 36 of 2018

Hosted by the
CC/IN2P3, Lyon

dirac.france-grilles.fr
Distributed =

administrator team

5 t . t 25 -
P pating
n . r t Jan 2018 Feb 2018  Mar 2018 Apr 2018 May 2018 Jun 2018 Jul 2018 Aug 2018 Sep 2018
u |Ve SI IeS Max: 19.6, Min: 0.00, Average: 9.36, Current: 19.6

B LCG.GRIF.fr 59 @ LCG.DATAGRID.fr 0.1 M LCG.UKIQ.uk 0.0 M LCG.AUVERGRID.fr 0.0

. . B LCG.LPNHE fr 57 @ LCG.IPNLfr 01 @ LCG.CPPM.fr 0.0 M LCG.CREATISfr 0.0

I n ro UCtIOn SI nce B LCG.LAL fr 46 @O LCG.CIEMATes 01 @ LCG.LPSC.fr 0.0 M@ LCG.UKIL.uk 0.0

B LCG.UKIAC.uk 09 M| LCG.LPC.fr 0.1 M LCG.UKIM.uk 00 M LCGPISAt 0.0

O LCG.M3PEC.fr 0.8 [ ARC.CPPM.fr 0.1 [ LCG.CNAF.it 0.0 M LCG.OBSPM fr 0.0

O LCG.SBG.fr 0.4 MW LCG.SARANI 0.1 M LCG.HGO.gr 0.0 O LCG.CNR.t 0.0

M a 201 2 B LCG.UKILH.uk 02 B ARC.RAL.uk 0.1 M LCG.ROMA3.it 0.0 B LCG.CAMK.pl 0.0

B LCG.CC.fr 02 O LCG.DESYZN.de 00 [ LCG.NIKHEFE.nl 00 [ LCG.TRIESTE.it 0.0

B LCG.NIKHEF.nl 01 B LCG.HGO3.gr 0.0 @ LCG.LAPP.fr 0.0 ... plus 28 more

Generated on 2018-09-12 19:20:08 UTC

» About 5 active communities — complex-
systems, biomed, vo.france-grilles.fr, ...

8 » >20M jobs executed this year at 90 sites



ODIRAC GridF
UK Computing for Particle Physics

THE INTERWARE

Running jobs by UserGroup
36 Weeks from Week 00 of 2018 to Week 36 of 2018

» DIRAC service
provided for the
GridPPP NGl

dirac.gridpp.ac.uk

» Hosted and ‘\ |
operated by the M L
Imperial College | ] J

0

T I I
t e a m Jan 2018 Feb 2018 Mar 2018 Apr 2018

7,000

5,000

jobs

Jul 2018 Aug 2018

May 2018 Jun 2018 Sep 2018
Max: 7,213, Min: 303, Average: 3,601, Current: 303

B pheno_user 45.0% O mice_user 0.6% W solidexperiment.org_user 0.0%
O na62.vo.gridpp.ac.uk_user 35.9% W t2k.org_production 0.5% W hyperk.org_user 0.0%
@ 1z_production 12.8% M |sst_user 0.3% W snoplus.snolab.ca_user 0.0%
O vo.moedal.org_user 20% @ Iz_user 0.2% @ comet.j-parc.jp_user 0.0%
O snoplus.snolab.ca_production 14% @ skatelescope.eu_user 0.0% W magrid_user 0.0%
B gridpp_user 0.7% W t2k.org_user 0.0%

B solidexperiment.org_production 0.6% @ wvo.northgrid.ac.uk_user 0.0%

Generated on 2018-09-12 16:51:33 UTC

» About 10 active communities — LZ, NA62,
[’heno, Snoplus...

s » >5M jobs executed this year



(ODIRAC  DIRAC4EGI senvice @i

THE INTERWARE

» Partners DIRACH4EGI activity snapshot

Operated by EGI
Jobs by Site

Hosted by CYFRONET, Krakow 36 Weeks from Week 52 of 2017 to Week 36 of 2018
. - 2,000
DIRAC Project providing software,
consultancy 1750 1
Supported via the EOSC-Hub 1500
y
H’2020 grant ——
. . o
dirac.egi.eu € oo
v
Q
O 750
» 20 Virtual Organizations
enmr.eu 20 ,
virgo | A= A A4 —
el i beam S Jan 2018 Feb 2018 Mar 2018 Apr 2018 May 2018 Jun 2018 Jul 2018 Aug 2018 Sep 2018
_ Max: 1,826, Average: 819, Current: 595
elsca‘t‘se B EGI.SARA.nI 34.6:6 B EGI.LSGKUN.nl 0.9:6 5] EGI.LSGEMC.nI 0.1:4
: 8 ol RAL i foa% B EQlULS be 0o% B Ecl NP i S0
fedCIOUd.egl.eU O EGI.LSGLUMC.nl 40% @ EGILSGAMC.nI 08% B 0.0%
B EGI.CIRMMP.it 33% @ EGLLSGTUD.nl 0.7% W ANY 0.0%
B EGI.CYFRONET.pl 2.6% W EGLNCHC.tw 0.6% [ EGLINFN-PISA.it 0.0%
O EGI.PADOVA.it 16% @ EGLTRIESTE.it 0.2% O EGIL.GRISU-UNINA. it 0.0%
MW EGI.LSGRUG.nl 13% @ EGI.LSGBCBR.nl 0.1% @ EGI.HG-08-Okeanos.gr 0.0%
B EGLINGRID.pt 10% ® EGILCNR.it 0.1% ... plus 10 more

Generated on 2018-09-12 19:23:21 UTC

» Usage
> 5 million jobs processed this year
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ODlRAC EOSC-Hub services

THE INTERWARE

» The main goal is to provide a WorkRload Management
service to access EGl computing resources

Replacement of the glLite/EMIWMS

Providing access also to cloud resources (VMDIRAC extension)
EGI FedCloud sites
France-Grilles Federated Cloud sites

GridPP relies onVac/Vcycle project to access national cloud resources

» Getting requests for higher level services
Bulk job operations

Workflow management (DIRAC Transformations)

» [Possibility to attach private computing resources
Without the need to install grid middleware, using SSH tunnels
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0 DIRAC Services

THE INTERWARE

» Data Management functionality is not in the formal
mandate of the DIRAC4ECGI service
However, there is a clear need for that
LFC decommissioning, access to data transfer services (FTS), etc
Managing user metadata

» DM components are provided by DIRAC
Configuration of the grid Storage Elements
Possibility to add private storages by installing DIRAC SE service
General purpose File Catalog
Dedicated community File Catalogs
Help in importing replica data (from LFC, from physical storage dumps)
Specific developments are done for several Competence Centers

E.g. custom File Catalog service with specific data access rules for the
Eiscat 3D community
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ODlRAC User support

THE INTERWARE

» Providing training for the EGI| users

General courses
Webinars

Training for specific communities (Virgo, Auger)
» Helping in porting the applications

» Developing specific Web [Portal features

E.g. custom File Browser and Job Launcher for the Eiscat 3D
Collaboration
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ODlRAC AMU Infrastructure

THE INTERWARE

» The same functionality can be provided for the
AMU users

M3AMU project

Integration of various computing and storage resources
available for AMU users

Ensure sharing with uniform access rules

Increase usage efficiency and create new opportunities for the
AMU users
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CDlRAC Conclusions

THE INTERWARE

» Large scientific communities have to employ divers
geographically distributed computing and storage resources

» Several frameworRs exist for building distributed computing
systems aggregating multiple types of resources within large
distributed infrastructures

» DIRAC provides an integrated solution with a reach set of
ready to use services for managing computing resources,
application worRloads and data

» DIRAC can be easily extended to build high level services
specific for particular user communities and architectures

55 http://diracgrid.org @%



