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} The Frontier system distributes data from data sources to many
clients around the world.

} Based on http protocol and RESTful architecture
} Excellent scaling
} The Frontier system uses the caching tool squid to cache the
http objects close at every site.

} It is ideal for applications where there are large numbers of
widely distributed clients that read basically the same data at
close to the same time

} The Frontier system was developed for the CDF (Collider
Detector at Fermilab)

} For LHC projects, the database is located at the CERN/Tier 0,
and the Frontier system distributes data to to all the Tier 1, Tier
2, and Tier 3 sites around the world

Frontier System
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CMS and Atlas Conditions data
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Online Database ATONR Online Database ORCON

(e.g. Detector Status, Data taking Conditions, 
Calibrations, Alignment, Geometry ) 

(e.g. Detector Status, Data taking Conditions 
CMS ECAL Laser Monitoring System)

4



ReadOnly
replicas of 
ATLR@CC-

IN2P3

ATLAS Conditions DB and FRONTIER SYSTEM TOPOLOGY
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2x 
BACKUP@

CERN
SQUIDs
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CMS FRONTIER SYSTEM TOPOLOGY

24/11/2017 6

CMS Conditions DB and FRONTIER SYSTEM TOPOLOGY

24/11/2017 6

Online Database 
ORCON

Offline Database
ORCOFF

2 x Frontier-
Lpad@CERN (HLT)

CMS HLT 
WITH 

SPECIAL 
SQUIDs 

TOPOLOGY

6 x Frontier-
Lpad@CERN

SITE-A 
SQUIDs

WN SITE 
B

SITE-B 
SQUIDs
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C

2 x 
BACKUP@
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LAB
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Greatly improved cache update times for conditions data with Frontier/Squid , Dave Dykstra and Lee Lueking , Computing 
Division, Fermilab, Batavia, IL, USA :  http://frontier.cern.ch/dist/Paper_CHEP09_Frontier-newcaching.pdf 6



Frontier-system : service components
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Frontier-Lpad

SQUID AS 
REVERSE PROXY

TOMCAT 
+SERVLET

SITE-A SQUID

Frontier Client

} Frontier Client is shipped with the experiment’s software
◦ Central Configuration of Clients (Agis from ATLAS &  site’s config for CMS) for each WLcG or OSG  sites
◦ Local site configuration overrides could be applied for Cloud and HPC resources 
◦ Failover support in the level of the Frontier Client 

� for Frontier-Lpads ordering (primary and secondary) 
� for site’s squids
� and for backup squids

} Sites’ Squids 
◦ Local site cache squid is supported by Frontier-squid rpms

} Backup Squids
◦ Locate at CERN and Fermilab for CMS 
◦ Service component is adopted by ATLAS recently  
◦ Cache squid is supported by Frontier-squid rpms

} Frontier-Lpads close to Oracle - Golden Gate (RO) replicas
◦ CERN T0 for CMS
◦ CERN, IN2P3-CC, RAL AND TRIUMF
◦ Frontier-Lpads cache squid is supported by Frontier-squid rpms (reverse proxy configuration)

PayLoad/Job

SITE-B SQUID 
or Backup 

Squid

ORACLE
DB of 

Condition
Data  

(read only)
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} Frontier-squid rpm is enhanced version of squid
Correctly supports the HTTP standard headers Last-Modified and If-Modified-Since
◦ Correctly supports collapsed forwarding with If-Modified-Since headers
◦ Works well with applications that do not require If-Modified-Since headers including CVMFS
◦ Supports IPv6 (only for Frontier-Squid-3.5.x series, current version Frontier-Squid-3.5.27-4.2) 

◦ Supports configuration file generator with valid tuned parameters
◦ Efficient Log rotation
◦ The frontier-squid log format is more human readable and includes contents of client-

identifying headers
◦ Multiple independent squid 'services' using the same configuration can be easily started on 

the same machine
◦ Supports add-on 'frontier-awstats' package for central services

} Frontier-squid rpm is supported by FermiLab : 
◦ From OSG repositories

� http://opensciencegrid.org/docs/data/frontier-squid/
◦ From EMI repositories

� https://wiki.egi.eu/wiki/URT:UMD_products_ID_cards#Frontier-Squid
◦ And CERN-Frontier’s  repositories 

� http://frontier.cern.ch/dist/rpms/
} Detailed Installation Guide and Recommendations
◦ https://twiki.cern.ch/twiki/bin/view/Frontier/InstallSquid

Frontier-squid rpms
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FRONTIER 
MONITORING
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KIBANA – SLS@CERN
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SLS/KIBANA Availability metrics and Alerts
For Central Services (e.g. ATLAS Frontier-lpads) 
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WLCG Squid Monitoring
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http://wlcg-squid-monitor.cern.ch

Squid services will be registered 
in GOCDB & OIM, as publicly 
available round-robin DNS 

aliases if there is more than one 
squid implementing the same 

service
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MRTG GRAPH EXAMPLES VO view (e.g CC frontier-lpads)

19/08/2018 12



AWSTATS  for ccfrontier.in2p3.fr
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Frontier-Lpads

ccfrontier.in2p3.fr

FR, DE, NL, RU, ES

~62 sites

UK, CERN-PROD, CERN-T0 
..etc

~53 sites

Monitoring  the total traffic 
And the activity on Frontier-
lpads and backup proxies
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Frontier Failover history for CMS  and Alerts
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• Will be adapted from ATLAS 
near future

• Some development need to 
be done 
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KIBANA@ATLAS
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Chicago Elasticsearch DB + 
Kibana infrastructure
Aggregate information for 
all Frontier-lpads nodes
• Metrics for the Nodes
• Metrics for the Tasks

Frontier Monitoring, Alessandro De Salvo INFN, Julio Lozano Bahilo (Univ. of Valencia 
and CSIC (ES)) , Conditions DB during S&C Week, 6 Mar 2018, CERN

https://twiki.cern.ch/twiki/bin/viewa
uth/AtlasComputing/FroNTier#Fronti
er_Kibana_Monitoring_Analy
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} Bi-Weekly regular meetings
} Participants
◦ ATLAS, CMS/CERN
◦ RAL, IN2P3-CC, TRIUMF 
◦ and CMS/FERMILAB

} Agenda 
◦ News and updates from CERN
◦ Site issues and incident
◦ Recent developments in the System and in the Monitoring tools
◦ Development Road Map of the system

} Mail list (e-groups)
◦ frontier-talk@cern.ch
◦ ATLAS-adc-frontier@cern.ch
◦ cms-frontier-support@cern.ch
◦ wlcg-squidmon-support@cern.ch

FRONTIER WORKING GROUP
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} Frontier-squid rpms are used on different service component of the 
Frontier system
◦ Frontier-lpads
◦ Sites’ squids
◦ and central backup squids

} Frontier-squids rpms are the recommended version  for site squids 
in order to support correct the Frontier System and include valid 
tuned parameters (current version Frontier-Squid-3.5.27-4.2)

} Extensive monitoring is in place which covers all service 
components

} Monitoring tools is under further development and improvements

Comments and Conclusions
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Thanks very much for 
your

Attention

18



BACKUP SLIDES

Conclusions and comments 
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} New ceph volume service in production (Tier mode sdd + sata
} disk)
} New DNS load balancer supporting dns round robin and IPv6
} Recent on Production new set of VMs for frontier nodes 
} with IPV6
◦ Three (3) VMS: 4VCPU, 8GB ram, 40GB local disk on top of GPFS for 

OS, 220GB on CEPH for data
◦ One (1) physical machine dell R( Intel(R) Xeon(R) CPU E52623 v3 @ 

3.00GHz) 16 cores, 32GB 2x 1TBytes sas disk on raid 1, R410, 
MegaRAID SAS-3 3108

} No major recent issue, except some I/O on log rotation due to 
failover from other sites (e.g. CERN ) 

IN2P3-CC FRONTIER@LPADS news and updates
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Client request after data item expires
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Greatly improved cache update times for conditions data with Frontier/Squid 
Dave Dykstra and Lee Lueking , Computing Division, Fermilab, Batavia, IL, USA
http://frontier.cern.ch/dist/Paper_CHEP09_Frontier-newcaching.pdf
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Filling data into the cache 
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Greatly improved cache update times for conditions data with Frontier/Squid 
Dave Dykstra and Lee Lueking , Computing Division, Fermilab, Batavia, IL, USA
http://frontier.cern.ch/dist/Paper_CHEP09_Frontier-newcaching.pdf
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Response times and max threads on central servers
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