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>  3	na0onal	supercomputers	were	launched	in	2014	&	2015	
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>  The	Paradigme	shiC	in	Denmark	&	its	challenges	
>  UniversiMes:	trust	on	external	ownership	of	compute	resources		
>  CompuMng/IT	support:	slow	inclusion	of	naMonal	compute	resources	
>  Researchers:	going	from	invisibility	to	visibility	of	compute	resources	in	their	

research	budgets		
>  The	3	hosts	of	naMonal	supercomputers:	must	ensure	fast	sustainability	due	to	the	

short	lifeMme	of	HW	–	3	pay	model	approaches:	
– ABACUS:	pay	per	use	(up	front)	–	allocaMon	of	compute	Mme	–	(a	la	the	the	
payment	model	of	PRACE)	

– Computerome:	proof-of-concept	approach	–	test	–	create	the	job	and	then	pay!	
– Cultural	Heritage	Cluster:			SubscripMon	model	with	dedicated	technical	support	
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>  However!	What	is	the	scien0fic	impact	aCer	3-4	years	with	
na0onal	supercompu0ng	in	Denmark?	

>  Bibliographic	Landscape	

∼	23,000/year	
Total	pub.	DK	
(Forskningsbarometret	2017)	

PRACE	
Nordic	

Commercial	

*	Nordic:	WLCG	Tier-1;	Commercial	HPC:	Amazon,	Azure	etc.	

No	HPC	Local	HPC	

DeiC		
NaMonal		
HPC	

This	study:		
Peer-reviewed	publicaMons	that	included	

ABACUS	2.0	or	COMPUTEROME	
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>  Search	for	Scien0fic	Papers	

HPC	Publica0ons	2015-2017	
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EACH	PAPER	
DOWNLOADED		
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•  Who	have	Included	DeiC	NaMonal	HPC	in	
Danish	Peer-Reviewed	Research	?	

•  What	can	we	measure?	

List	of	Projects	/	
Researchers	using	HPC	
DIRECT	CONTACT		
TO	USERS	(Verifica0on)	
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>  Scien0fic	Papers	–	Numbers	Doubled	Every	Year	
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>  Scien0fic	Papers	–	Category	2015-2017	(%	Distribu0on)	

N=210	
-	Life	Science	HPC	-	MulMdisciplinary	HPC	

	 N=80	

Total,	N=290	
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>  290	Scien0fic	Papers	in	160	Different	Journals	!	

Journal	for	publica0on	that	included	na0onal	HPC	 Count	 JIF	
Nature	Reviews	Drug	Discovery	 1	 57.000	
Nature	Biotechnology	 1	 41.667	
Nature	Reviews	GeneMcs	 1	 40.282	
Nature	 8	 40.137	
Science	 1	 37.205	
Nature	GeneMcs	 4	 27.959	
Nature	Methods	 2	 25.062	
Nature	Cell	Biology	 1	 20.060	
Nature	Structural	&	Molecular	Biology		 2	 12.595	
Nature	CommunicaMons	 9	 12.124	
Nature	Microbiology	 2	 -	

32	

•  Diverse	Landscape	J	
•  11%	are	published	in	Nature-Series	or	Science	

in	the	period	2015-2017	–	2.8%	in	Nature	(n=8).	
	

Factor	10!	

Forskningsbarometeret	2017,	side	54	
Styrelsen	for	Forskning	og	Uddannelse	

•  DK	2012-2016:	195	Nature	papers		
Corresponds	to	0.2%	(Total	N=	111,805)	
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>  Scien0fic	Papers	–	Ranking	(JIF)	

Max	6.3	
Min	2.2	

41.7	
		0.8	

13.9	
		0.9	

		9.4	
		0.9	

40.3	
		1.3	

57.0	
		0.8	

•  JIF	overall	range:	0,9-57	
•  45%	of	the	HPC	publicaMons	

have	a	JIF	>	5	

4	 32	 39	 41	 37	 137	n=	

JIF	

JIF	
Interval n	Pub 

Average	JIF		
in	the	
interval %	Pub 

0-2.49 43 2 15 
2.5-4.99 117 4 40 
>5 130 13 45 

Total,	N=290	
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>  Scien0fic	Papers	–	Na0onal	Collabora0on	

	
84	publica0ons	**	The	same	publicaMon	in	
this	overview	figures	several	Mmes	in	the	
counts	(4	universiMes:	4	Mmes….	etc.)	

	
*	May	include	internaMonal	collaboraMon	or	with	industry.	
**	CollaboraMon	with	other	Danish	University	
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Number	of	290	scienMfic	publicaMons	that	
included	internaMonal	collaboraMon	using		
DeiC	NaMonal	HPC	from	2015	to	2017.	
	
		

•  67%	of	the	HPC	publicaMons	included	
internaMonal	collaboraMon	

	

>  Scien0fic	Papers	–	Interna0onal	Collabora0on	

Forskningsbarometeret	2017.	Årlig	staMsMk	og	analyse	om	forskning	og	innovaMon,	side	58	
Styrelsen	for	Forskning	og	Uddannelse	

•  58%	of	total	DK	publicaMons	included	
internaMonal	collaboraMon	(#7)	

	

Total,	N=111,805	
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•  8	%	of	the	HPC	publicaMons	included		
Industry	(27%	Incl.	Hospitals,	SSI)	

	

Forskningsbarometeret	2017.	Årlig	staMsMk	og	analyse	om	forskning	og	innovaMon,	side	59	
Styrelsen	for	Forskning	og	Uddannelse	

•  6.5	%	of	total	DK	publicaMons	included		
Industrial	collaboraMon	(#1)	

	

Total,	N=111,805	

>  Collabora0on	with	Industry	

24	=	8%	

55	
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>  ONLINE	Registra0on	formula	
NaMonal	eScience	Portal	
h?ps://vidensportal.deic.dk/da/publikaMoner	
	



S	18/04/18	 14	

>  Conclusions		

•  High	ranking/quality	science	have	used	naMonal	supercompuMng	

•  The	research	that	included	DeiC	naMonal	HPC	had	a	higher	rate	of	publicaMons	in		
”Nature”	compared	to	the	overall	DK	analysis	in	”Forskningsbarometret	2017”		

•  The	HPC-architectures	reflect	the	intended	strategical	vision	on	scienMfic	distribuMon		
Abacus:	MulMdisciplinary	--	Computerome:	Life	Sciences	

•  High	degree	of	collaboraMon	(NaMonal,	InternaMonal,	Industry)	–	Competence	sharing	

•  WHO	–	290	publicaMons:	h?ps://vidensportal.deic.dk/da/publikaMoner	

•  Conf	paper:	”NaMonal	SupercompuMng	in	Denmark”,	MIPRO2018	
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>  What	have	we	learned	throughout	the	process	of	integra0ng	
na0onal	supercompu0ng	in	Denmark	

>  3	financial	independent	naMonal	supercompuMng	faciliMes,	have	resulted	in	3	
different	access	&	support	points,	3	different	payment	models,	3	different	success	
rates	

>  DeiC	works	with	virtual	and	part	Mme/free	commitment,	i.e.	small	in	staff	–	large	
in	network	–	hence	slow	processes,	however,	aligned	and	strong	in	engagement	
into	target	communiMes	throughout	our	8	universiMes		

>  New	and	inexperienced	HPC	users	should	have	free	access	in	order	to	inspire	
young	researchers	and	integrate	awareness	and	skills	

>  It	is	a	low-cost	model	approach	–	sustainability	without	conMnuous	naMonal	
funding	is	an	issue!		


