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Deriving conclusions on hadronic interactions is 
inherently difficult.  

Ideally you’d select pure beams,  
but selecting pure beams  
requires detailed  
understanding  
of hadronic  
interactions 

Probe different  
shower   
components 

• EM component 
(Fluorescence detector) 

• Muon component 
(Surface detector)

Composition and hadronic interactions:  
a vicious circle

p, Fe

Muons trace the hadronic shower  
which is the backbone of the  

whole cascade 

π0 decays are the propellers  
of the EM cascade 



Muons in air showers
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Muons in Air Showers
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I muons are produced late in the shower cascade
! number of generations ⇠ 6 at 1019 eV
! amplified sensitivity to hadronic interactions

I Xmax is dominated by first interaction

[29 of 43]

Muons are produced late in  
shower cascade  
→ number of generations ~6 at 1019 eV 
→ amplified sensitivity  
     to hadronic interactions 

Xmax is dominated by first interaction



Air showers recorded at Auger
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Air showers recorded at Auger
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Measuring muons with Auger SD
The muon content of EAS is sensitive to the primary composition and to the hadronic interaction properties

FD

SD

Pierre Auger Coll., JCAP 1408 (2014) 019

EM/μ signal ratio

Laura Collica - Measurement of the muon content in air showers at the Pierre Auger Observatory 3

➤ In inclined showers, the EM component is largely absorbed before reaching 
the ground

➤ The EM signal decreases with the distance from the core

Time 
structure



S
ho

w
er

 s
iz

e

Slant depth
maxX

X1 ∆X

p-Air cross-section: method

!6

-2 / gcmmaxX
600 700 800 900 1000 1100 1200 1300 1400

pr
ob

ab
ili

ty

-510

-410

-310

-210

-110

-2 / gcm1X
0 100 200 300 400 500 600 700

pr
ob

ab
ili

ty

-510

-410

-310

-210

-110

-2 X /gcmΔ

600 700 800 900 1000 1100 1200 1300

pr
ob

ab
ili

ty

-510

-410

-310

-210

-110

⊗=

Figure 2.27: Principle of the Xmax-distribution decomposition method. The Xmax-distribution results
from the convolution of the distributions of X1 and ∆X1, where ∆X1 = Xmax − X1.

kX = Λobs/λp−air. The found dependence of kX on a changing multiplicity as well as cross sec-
tion has never been taken into account by any air shower based cross section measurement.

Xmax-RMS method. For a short time it was believed that the proton-air cross section can be
obtained just from the measurement of Xmax-fluctuations [115, 116]. In fact, the fluctuations
are depending on the cross section, but nowadays it is well known that the RMS of the Xmax-
distribution does mostly reflect the primary composition of cosmic rays. As a matter of fact,
it is the best handle we currently have to learn about the primary mass composition. Only
the extremely doubtful assumption of a pure proton cosmic ray composition may allow a
measurement of the cross section this way.

Unfolding of the Xmax-distribution. A real improvement of the cross section measure-
ment techniques was proposed by taking the air shower fluctuations more explicity into
account [109]. This allows us to use not only the slope but more of the shape of the Xmax-
distribution, by at the same time restricting the analysis to a range in Xmax, where the pos-
sible contribution from primaries other than protons is minimal. The ansatz unfolds the
measured Xmax-distribution (2.14), by using a given ∆X1-distribution to retrieve the original
X1-distribution (see Figure 2.27). The HiRes Collaboration claimed model independence of
the used ∆X1-distribution, leading to a model independent result for the cross section.

Indeed, this would have been a major step forward, since all the previous techniques
are heavily depending on air shower Monte Carlo simulations and are therefore implicitly
model dependent. Of course also the ∆X1-distribution can not be accessed by observations,
but has to be inferred entirely from simulations. Recently this triggered a discussion about
the general shape and model dependence of the ∆X1-distribution [117]. Ultimately this in-
troduces a comparable amount of model dependence, as in the k-factor techniques (see Fig-
ure 2.28, left). This is a natural consequence of the fact that all air shower based analysis
techniques are based on expression (2.14) in one or the other way.

Figure 2.28 (left) visualizes the dependence of the ∆X1-distribution on hadronic inter-
action models. The ∆X1-distribution, which mostly reflects the shower startup phase, is
strongly depending on the parameters of the hadronic interaction models, like the cross
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Figure 2.27: Principle of the Xmax-distribution decomposition method. The Xmax-distribution results
from the convolution of the distributions of X1 and ∆X1, where ∆X1 = Xmax − X1.

kX = Λobs/λp−air. The found dependence of kX on a changing multiplicity as well as cross sec-
tion has never been taken into account by any air shower based cross section measurement.

Xmax-RMS method. For a short time it was believed that the proton-air cross section can be
obtained just from the measurement of Xmax-fluctuations [115, 116]. In fact, the fluctuations
are depending on the cross section, but nowadays it is well known that the RMS of the Xmax-
distribution does mostly reflect the primary composition of cosmic rays. As a matter of fact,
it is the best handle we currently have to learn about the primary mass composition. Only
the extremely doubtful assumption of a pure proton cosmic ray composition may allow a
measurement of the cross section this way.

Unfolding of the Xmax-distribution. A real improvement of the cross section measure-
ment techniques was proposed by taking the air shower fluctuations more explicity into
account [109]. This allows us to use not only the slope but more of the shape of the Xmax-
distribution, by at the same time restricting the analysis to a range in Xmax, where the pos-
sible contribution from primaries other than protons is minimal. The ansatz unfolds the
measured Xmax-distribution (2.14), by using a given ∆X1-distribution to retrieve the original
X1-distribution (see Figure 2.27). The HiRes Collaboration claimed model independence of
the used ∆X1-distribution, leading to a model independent result for the cross section.

Indeed, this would have been a major step forward, since all the previous techniques
are heavily depending on air shower Monte Carlo simulations and are therefore implicitly
model dependent. Of course also the ∆X1-distribution can not be accessed by observations,
but has to be inferred entirely from simulations. Recently this triggered a discussion about
the general shape and model dependence of the ∆X1-distribution [117]. Ultimately this in-
troduces a comparable amount of model dependence, as in the k-factor techniques (see Fig-
ure 2.28, left). This is a natural consequence of the fact that all air shower based analysis
techniques are based on expression (2.14) in one or the other way.

Figure 2.28 (left) visualizes the dependence of the ∆X1-distribution on hadronic inter-
action models. The ∆X1-distribution, which mostly reflects the shower startup phase, is
strongly depending on the parameters of the hadronic interaction models, like the cross
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Figure 2: Conversion of Λη to σp−air. The simulations includes all detector resolution effects, while the data
is corrected for acceptance effects. The solid and dashed lines show the Λη measurement and its projection
to σp−air as derived using the average of all models.

earlier studies it was shown that primary particles heavier than Helium have only negligible impact
on the analysis. The consequence of helium on the result is studied with simulations by produc-
ing samples of mixed proton-helium composition and testing the response of the analysis. There
are indications that the helium content in the used data is not larger than on the order of 25% [3],
which is also the number used in the past for this purpose. The impact of 25% helium on the cross
section result is thus considered as systematic uncertainty towards smaller values of σp−air. The
contamination with primary photons is excluded to be larger than 0.5% in the energy range under
investigation [14] and the impact on the cross section is added as systematic uncertainty towards
larger values of σp−air.

6. Results and summary

An updated measurement of the proton-air cross section with hybrid data of the Pierre Auger
Observatory is presented. The result is shown in Fig. 3 and compared to previous measurements and
model predictions. With respect to the previous measurement, the number of events is increased
by about a factor of four. The measured value of Λη = 57.4± 1.8g/cm2 in the energy range
1018− 1018.5 eV is within 0.5 standard-deviations from the previous measurement. The statistical
uncertainty of the measurement is consistent with a scaling by 1/

√
N.

New hadronic interaction models, EPOS-LHC and QGSJetII.04, which are tuned to LHC data,
are used for the conversion of Λη to σprodp−air. It is interesting to note, that the difference between
these two models has changed by almost a factor of two with respect to the models prior to tuning
to LHC data (EPOS-1.99 and QGSJetII.03). However, currently we keep also the SIBYLL 2.1
model as part of the analysis in order to get a more diverse estimation of the underlying modeling
uncertainties. Since SIBYLL has not changed with respect to the previous analysis and both EPOS-
LHC as well as QGSJetII.04 consitently predict larger values of σp−air, the use of SIBYLL 2.1 leads
to a slightly smaller central value of the final measurement and, even more relevant, a larger model-
dependence. This will be revisited as soon as the next version of SIBYLL, also tuned to the LHC
data, will be released for air shower simulations. It is a very interesting question, whether the trend
observed with EPOS and QGSJetII continues and the overal model-dependence is further reduced.
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Figure 1: The Xmax-distributions in the two energy intervals. The result of the unbinned log-likelihood fit to
derive Λη is shown in the range of the tail fit.

is identified, and only showers with an unbiased Xmax measurement within this range are consid-
ered. This provides the best possible estimate of the shape of the whole Xmax-distribution, but with
a significant cost in terms of available event statistics. This distribution is used to determine the
Xmax-intervals containing the 20% most deeply penetrating showers.

Given this Xmax-interval, the event selection is updated by only requiring an unbiased Xmax-
measurement in the tail region of the distribution. This step increases the available statistics for the
measurement of Λη by a factor of about three. At this stage the Xmax-distributions exist containing
the unbiased tail from Xη ,start = 762.2g/cm2 to Xη ,end = 1009.7g/cm2 for the 1017.8−1018 eV range
and Xη ,start = 782.4g/cm2 to Xη ,end = 1030.1g/cm2 for the 1018−1018.5 eV range. The upper end
of the fit-range, chosen to exclude 0.1% of all available showers, also reduces the sensitivity to any
possible primary photon contribution.

Due to the nature of the analysis, where the exponential tail of a distribution is measured,
it is crucial to consider the Poissonian fluctuations of the data. This is achieved by numerically
optimizing the following unbinned log-likelihood function for the Λη parameter

logL=
Nevts

∑
i=1
log p(Xmax,i;Λη) with (4.1)

p(Xmax;Λη) =
[

Λη
(

e−Xη ,start/Λη − e−Xη ,end/Λη
)]−1

e−Xmax/Λη . (4.2)

The statistical uncertainty of the result is determined using the values of Λη where the likelihood
exceeds logLmin+0.5. For simulated showers the default choice of Xη ,end = ∞ is used, which an-
alytically yields the optimal result Λopt,MCη = ∑Nevts

i=0 (Xmax,i−Xη ,start)/Nevts, and the uncertainty can
be derived from error propagation. The fit-range as well as the result is shown in Fig. 1.

The stability of the measurement of Λη from data is tested by subdividing the data sample
according to the zenith angle and to the distance of showers. The event selection cuts are changed
within their experimental uncertainties. The observed variation of Λη are consistent with statis-
tical fluctuations. The standard deviation of these various observed deviations is considered as a
systematic uncertainty for the measurement of Λη .

5. Determination of σp−air

The value of σp−air is derived from the comparison of ΛMCη , as calculated from full Monte
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Extended Glauber conversion with inelastic screening + propagation of modeling uncertainties
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Lower energy point
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at

√
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Higher energy point
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√
spp = 55.5 ± 3.6TeV

(Model uncertainties may be underestimated, since there are other theoretical models available for the conversion)
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pp cross-section

Conversion from p-air to 
pp by Glauber theory 
to get inelastic pp x-section

76.95± 5.4(stat) +�5.2
�7.2 (syst)± 7.1(Glauber)

at
p
spp = 38.7± 2.5TeV
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for the HEAT/Coihueco (HeCo) Xmax analysis. So for further details of the Xmax analysis and of
most of the systematic studies we refer the reader to [2].

The determination of the primary composition is performed by comparing the measured Xmax

distributions of EAS with expectations according to high energy hadronic interaction models [3].
The first two moments of the Xmax distribution (hXmaxi and s(Xmax)) are related to the first two
moments of the distribution of the logarithm of masses of primary particles (lnA and s(lnA)) [4],

hXmaxi= hXmaxip + fEhlnAi (1.1)

s2(Xmax) = hs2
shi+ f 2

E s2(lnA). (1.2)

hXmaxip and hs2
shi are the mean Xmax for protons and the composition-averaged shower-to-shower

fluctuations, and fE is a parameter depending on details of hadronic interactions, properly parametrized
from the interaction models for energies �1017 eV.

2. Data analysis

The analysis presented in this paper is based on two statistically independent datasets. These
are the data collected by the Standard-FD telescopes (during the period from 1 December 2004
to 31 December 2015), and the data collected with HeCo (during the period from 1 June 2010 to
31 December 2015). The events with energies below 1018.1 eV recorded by CO telescopes during
periods where HEAT telescopes were in operation are considered in the HeCo dataset (even if they
do not include any HEAT telescope). Otherwise, they are considered in the Standard-FD telescope
dataset. So, the Standard-FD dataset contains events with energies above 1017.8 eV and the HeCo
dataset contains events with energies between 1017.2 eV and 1018.1 eV.

HEAT can be operated in upward and downward modes. The downward mode is when the
telescopes are oriented such that their elevation angle extends up to 30�. The upward mode is when
they cover an elevation angle ranging from 30� to 60� (this is the HEAT standard operation mode).
The HEAT downward mode is used for systematic cross checks, because it allows one to observe
the same showers in coincidence with telescopes from the Coihueco site.

There have been some updates in the energy and Xmax scale. These changes arose from im-
provements in the reconstruction of the shower profile (mainly affecting lower energy events) and
improvements in the estimate of the vertical atmospheric optical depth [5].

2.1 Data selection

The analysis is based on hybrid events, i.e. on events with geometries reconstructed using
information on arrival times of both light in the cameras of FD telescopes and of the shower front
at ground as measured by the surface station closest to the shower axis. We selected data recorded
during stable running conditions and good atmospheric conditions [2]. In addition to these selection
criteria a set of fiducial FoV cuts are applied to reduce to a minimum the detector effects in the
sampled Xmax distributions (as explained in Section 2.2).

2.2 FoV selection criteria

A shower is reconstructed accurately only if its Xmax is within the detector FoV. Shallow or
deep events are more likely to have their Xmax values outside the FoV and be excluded from the
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Figure 5: The mean (top) and the variance (bottom) of lnA estimated from data with EPOS-LHC (left),
QGSJetII-04 (middle) and Sibyll2.3 (right) hadronic interaction models.

gaussian convolution with an exponential function according to the hadronic models (EPOS-LHC,
QGSJetII-04 and Sibyll2.3) using CONEX [12]. These parametrization have been used to fit for
the fraction of p, He, N and Fe in each energy bin. The corresponding detector resolution and
acceptance (for each energy bin) have been considered in the fits. Fig. 6 shows the fit fractions as
a function of energy for the three different models. The panel at the bottom indicates the goodness
of the fits (p-values). The trend of the He and N fractions as a function of energy has a strong
dependence on the particular hadronic model used. However, the three hadronic models agree
when estimating a null Fe abundance between 1018.3 eV and 1019.4 eV.

This interpretation of the cosmic ray composition as a function of energy relies on the validity
of the hadronic interaction models. The p-values estimated in Fig. 6 provide an indication on how
well the models managed to reproduced the observed Xmax distributions with the fractions fit. For
good fits, the p-values should be randomly distributed between 0 and 1, and should not be too small.
A large fraction of the p-values shown in Fig. 6 (bottom panel) are below the 0.1 line, but we only
expect 10% of p-values to be below this line. There is a total of 24 energy bins, so we expect in
average 2.4 p-values below the 0.1 line, but we observe 8 (for EPOS-LHC), 11 (for Sibyll2.3), and
17 (for QGSJetII-04). The large fraction of small p-values indicates that the models were not able
to find combinations of fractions to reproduce the details of the observed Xmax distribution.
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FIG. 2. Average longitudinal shower profile for simulated events with

energies between 1018.8 and 1019.2 eV. The profiles for proton and iron

are shown in blue and red, respectively. In the bottom plot, the ratio

of reconstructed profiles over the generated ones is shown.
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individual shower reconstruction.

ties related to it were studied: the impact of possible280

patches of clouds in the sky, di↵erences found when sep-281

arating data by the seasons of the year and uncertainties282

o, the overall aerosol content as well as its height depen-283

dence. The uncertainty in the estimation of the aerosol284

content was found to be the largest in this work, yielding285

approximately a ±0.02 and ±5 g/cm2 uncertainty in R286

and L respectively.287

The uncertainties in the determination of the fraction288
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FIG. 4. Measured average longitudinal shower profiles for energies

between 1018 and 1018.2 eV (top) and between 1018.8 and 1019.2 eV

(bottom). Data is shown in black, together with the Gaisser-Hillas fit

to the profile. The residuals of the fit are shown in the bottom insets.

of measured light that corresponds to fluorescence, direct289

or scattered (Mie or Rayleigh) Cherenkov light and multi-290

ple scattering were also considered. This includes chang-291

ing the fluorescence and Cherenkov yield value within its292

experimental uncertainty in the reconstruction, account-293

ing or not for the multiple scattering corrections, and294

separating data according to the fluorescence fraction on295

the event. Among these, the largest e↵ect found was that296

showers with a fluorescence fraction lower than the av-297

erage (around 90%) are approximately 2 g/cm2 larger in298

width, L.299

Average longitudinal shape well 

described by Gaisser Hillas function 

to the limits of our current precision.
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Systematic uncertainties  
on RE and Rhad ~10 % 

Sresc = RE SEM+Rhad R↵
E Shad

↵ ' 0.9

ML fit adjusting EM and muonic  
contribution to S1000

Figure 4 shows the one-sigma statistical uncertainty ellip-
ses in the RE − Rhad plane; the outer boundaries of
propagating the systematic errors are shown by the gray
rectangles.
The values of Rhad needed in the models are comparable

to the corresponding muon excess detected in highly
inclined air showers [7], as is expected because at high
zenith angle the nonhadronic contribution to the signal
(shown with red curves in Fig. 3) is much smaller than the
hadronic contribution. However, the two analyses are not
equivalent because a muon excess in an inclined air shower
is indistinguishable from an energy rescaling, whereas in
the present analysis the systematic uncertainty of the
overall energy calibration enters only as a higher-order
effect. Thus, the significance of the discrepancy between
data and model prediction is now more compelling,
growing from 1.38 (1.77) sigma to 2.1 (2.9) sigma,
respectively, for EPOS-LHC (QGSJet II-04), adding stat-
istical and systematic errors from Fig. 6 of Ref. [7] and
Table I, in quadrature.
The signal deficit is smallest (the best-fit Rhad is the

closest to unity) with EPOS-LHC and mixed composition.
This is because, for a given mass, the muon signal is ≈15%
larger for EPOS-LHC than QGSJet-II-04 [26], and in
addition the mean primary mass is larger when the
Xmax data are interpreted with EPOS rather than with
QGSJet-II [9].
Within the event ensemble used in this study, there is no

evidence of a larger event-to-event variance in the ground
signal for fixed Xmax than predicted by the current models.
This means that the muon shortfall cannot be attributed to
an exotic phenomenon producing a very large muon signal
in only a fraction of events, such as could be the case if
microscopic black holes were being produced at a much-
larger-than-expected rate [27,28].
Summary.—We have introduced a new method to study

hadronic interactions at ultrahigh energies, which

minimizes reliance on the absolute energy determination
and improves precision by exploiting the information in
individual hybrid events. We applied it to hybrid showers of
the Pierre Auger Observatory with energies 6–16 EeV
(ECM ¼ 110 to 170 TeV) and zenith angle 0°–60°, to
quantify the disparity between state-of-the-art hadronic
interaction modeling and observed UHECR atmospheric
air showers. We considered the simplest possible charac-
terization of the model discrepancies, namely, an overall
rescaling of the hadronic shower, Rhad, and we allow for a
possible overall energy calibration rescaling, RE.
No energy rescaling is needed: RE ¼ 1.00" 0.10 for the

mixed composition fit with EPOS-LHC, and RE ¼ 1.00"
0.14 for QGSJet II-04, adding systematic and statistical
errors in quadrature. This uncertainty on RE is of the same
order of magnitude as the 14% systematic uncertainty of
the energy calibration [14].
We find, however, that the observed hadronic signal in

these UHECR air showers is significantly larger than
predicted by models tuned to fit accelerator data. The best
case, EPOS-LHC with mixed composition, requires a
hadronic rescaling of Rhad ¼ 1.33" 0.16 (statistical and
systematic uncertainties combined in quadrature), while for
QGSJet II-04, Rhad ¼ 1.61" 0.21. It is not yet known
whether this discrepancy can be explained by some
incorrectly modeled features of hadron collisions, possibly
even at low energy, or may be indicative of the onset of
some new phenomenon in hadronic interactions at ultra-
high energy. Proposals of the first type include a higher
level of production of baryons [26] or vector mesons [29]
(see Ref. [30] for a recent review of the many constraints to
be satisfied), while proposals for possible new physics are
discussed in Refs. [28,31,32].
The discrepancy between models and nature can be

elucidated by extending the present analysis to the entire
hybrid data set above 1018.5 eV, to determine the energy
dependence of RE and Rhad. In addition, the event-by-event
analysis introduced here can be generalized to include other
observables with complementary sensitivity to hadronic
physics and composition, e.g., muon production depth [33],
risetime [34], and slope of the LDF.
AugerPrime, the anticipated upgrade of the Pierre Auger

Observatory [35], will significantly improve our ability to
investigate hadronic interactions at ultrahigh energies, by
separately measuring the muon and EM components of the
ground signal.

The successful installation, commissioning, and oper-
ation of the Pierre Auger Observatory would not have been
possible without the strong commitment and effort from the
technical and administrative staff in Malargüe.
We are very grateful to the following agencies and

organizations for financial support: Comisión Nacional
de Energía Atómica, Agencia Nacional de Promoción
Científica y Tecnológica (ANPCyT), Consejo Nacional
de Investigaciones Científicas y Técnicas (CONICET),
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all four primary cosmic-ray types (proton, helium, nitrogen,
and iron nuclei), as follows:
Repeatedly generate showers with the measured geom-

etry and calorimetric energy of the given data event,
reconstructing the LP and determining the Xmax value until
12 showers having the same Xmax value as the real event
(within the reconstruction uncertainty) have been produced,
or stopping after 600 tries. For data events whose Xmax
cannot be matched with all primary types, the analysis is
done using only those primaries that give 12 events at this
stage, in 600 tries [22].
Repeat the simulation of these 12 showers at very high

resolution, and select the 3 which best reproduce the
observed longitudinal profile based on the χ2 fit. For each
of the 3 selected showers, do a full surface detector
simulation and generate SD signals for comparison with
the data. From these detailed simulations of 3 showers that
match the full LP of the data event, determine the hadronic
component of the simulated ground signal and the shower-
to-shower variance.
The choices of 12 and 3 showers in the two stages above

assure, respectively, that (i) the LPs of the final simulated
data set fit the real data with a χ2 distribution that is
comparable to that found in a Gaisser-Hillas fit to the data
itself, and (ii) that the variance within the simulated events
for a given shower is smaller than the shower-to-shower
fluctuations in real events. More than 107 showers must be
simulated to create the analysis library of well-fitting
simulated showers for the 411 hybrid events of the data
set. A high-quality fit to the LP is found for all events, for at
least one primary type.
Quantifying the discrepancy.—The history of all muons

and EM particles (e! and γ’s) reaching the ground is
tracked during simulation, following the description in
Ref. [23]. Most muons come from π! or K decay and most
EM particles from π0 decay. The portion of EM particles
that are produced by muons through decay or radiative
processes, and by low-energy π0’s, are attributed to the
hadronic signal, Shad; muons that are produced through
photoproduction are attributed to the electromagnetic
signal, SEM. The relative importance of the different
components varies with zenith angle, as illustrated in
Fig. 3. Once SEM and Shad are known for a given shower
i, with assumed primary mass j, the rescaled simulated
Sð1000Þ can be written as

SrescðRE ; RhadÞi;j ≡ RESEM;i;j þ RhadRα
E Shad;i;j: ð1Þ

The linear scaling of the EM contribution with RE is
obvious, as is the factor Rhad for the hadronic contribution.
The factor Rα

E reflects the fact that the hadronic signal
increases slower than linearly with energy, since higher
energy events require more stages in the shower cascade
before the pions have low enough energy to decay to muons
rather than re-interact, and at each stage, energy is removed

from the hadronic cascade. The value of α is a prediction of
the HEG and depends also on mass; in practice, both EPOS
and QGSJet-II simulations find α ≈ 0.9, relatively inde-
pendently of composition [24]. We investigated the sensi-
tivity of our conclusions to the possibility that α predicted
by the models is incorrect, and find its potential effect is
small enough to be ignored for the present analysis [25].
The best fit values of RE and Rhad are determined by

maximizing the likelihood function
Q

iPi, where the index
i runs over each event in the data set and the contribution of
the ith event is

Pi ¼
X

j

pjðXmax;iÞffiffiffiffiffiffiffiffiffiffiffiffi
2πσ2i;j

q exp
"−(SrescðRE ;RhadÞi;j−Sð1000Þi)2

2σ2i;j

#
:

ð2Þ

The index j labels the different possible primaries (p, He,
N, and Fe), and pjðXmax;iÞ is the prior on the probability
that an event with Xmax;i has mass j, given the mass
fractions fj in the interval 1019!0.2 eV (see Ref. [8] for the
fit to the observed Xmax distribution for each HEG):

pjðXmaxÞ ¼ fjPjðXmaxÞ=ΣjfjPjðXmaxÞ; ð3Þ

where PjðXmaxÞ is the probability density of observing
Xmax for primary type j, for the given HEG. The variance
entering Eq. (2) includes (a) measurement uncertainty of
typically 12%, from the uncertainty in the reconstruction of
Sð1000Þ, the calorimetric energy measurement, and the
uncertainty in the Xmax scale, as well as (b) the variance in
the ground signals of showers with matching LPs due to
shower-to-shower fluctuations (ranging from typically 16%
for proton-initiated showers to 5% for iron-initiated show-
ers) and (c) the uncertainty in separating Sμ and SEM in the
simulation, and from the limited statistics of having only
three simulated events (typically 10% for proton-initiated
showers and 4% for iron-initated showers).
Results and discussion.—Table I gives the values of RE

and Rhad which maximize the likelihood of the observed
ground signals, for the various combinations of HEGs and
compositions considered. The systematic uncertainties in
the reconstruction of Xmax, E FD and Sð1000Þ are propa-
gated through the analysis by shifting the reconstructed
central values by their one-sigma systematic uncertainties.

TABLE I. RE and Rhad with statistical and systematic uncer-
tainties, for QGSJet-II-04 and EPOS-LHC.

Model RE Rhad

QII-04 p 1.09! 0.08! 0.09 1.59! 0.17! 0.09
QII-04 mixed 1.00! 0.08! 0.11 1.61! 0.18! 0.11
EPOS p 1.04! 0.08! 0.08 1.45! 0.16! 0.08
EPOS mixed 1.00! 0.07! 0.08 1.33! 0.13! 0.09
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No energy rescaling is needed


The observed muon signal is a 

factor 1.3 to 1.6 larger than 


predicted by models


 Smallest discrepancy for EPOS-LHC 

with mixed composition 


at the level of 1.9 σ 

Rµ ⇡ 0.93 R0.9
E Rhad + 0.07 RE
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• E > 4 x 1018 eV 
• Zenith angles [62°, 80°] 
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We present the first hybrid measurement of the average muon number in air showers at ultrahigh
energies, initiated by cosmic rays with zenith angles between 62° and 80°. The measurement is based on
174 hybrid events recorded simultaneously with the surface detector array and the fluorescence detector of
the Pierre Auger Observatory. The muon number for each shower is derived by scaling a simulated
reference profile of the lateral muon density distribution at the ground until it fits the data. A 1019 eV
shower with a zenith angle of 67°, which arrives at the surface detector array at an altitude of 1450 m
above sea level, contains on average ð2.68 " 0.04 " 0.48ðsysÞÞ × 107 muons with energies larger than
0.3 GeV. The logarithmic gain d lnNμ=d lnE of muons with increasing energy between 4 × 1018 eV and
5 × 1019 eV is measured to be ð1.029 " 0.024 " 0.030ðsysÞÞ.

DOI: 10.1103/PhysRevD.91.032003 PACS numbers: 96.50.sd, 13.85.Tp, 98.70.Sa

I. INTRODUCTION

Understanding the mass composition of ultrahigh
energy cosmic rays at Earth is fundamental to unveil their
production and propagation mechanisms. The interpreta-
tion of observed anisotropies [1,2] and of features in the
flux relies on it, such as the break in the power law
spectrum around 4 × 1018 eV, and the flux suppression
above 4 × 1019 eV [3].
Ultrahigh energy cosmic rays can only be observed

indirectly through air showers. The mass composition of
cosmic rays can be derived from certain air shower
observables, but the inference is limited by our theoretical
understanding of the air shower development [4]. Air
shower simulations require knowledge of hadronic inter-
action properties at very high energies and in phase space
regions that are not well covered by accelerator experi-
ments. The systematic uncertainty of the inferred mass
composition can be reduced by studying different observ-
ables (see, e.g., [5]). The slant depth Xmax of the shower
maximum is a prominent mass-sensitive tracer, since it can
be measured directly with fluorescence telescopes.
The number of muons in an air shower is another

powerful tracer of the mass. Simulations show that the
produced number of muons, Nμ, rises almost linearly with
the cosmic-ray energy E, and increases with a small power
of the cosmic-ray mass A. This behavior can be understood
in terms of the generalized Heitler model of hadronic air
showers [6], which predicts

Nμ ¼ A
!
E=A
ξc

"
β
; ð1Þ

where ξc is the critical energy at which charged pions decay
into muons and β ≈ 0.9. Detailed simulations show further

dependencies on hadronic-interaction properties, like the
multiplicity, the charge ratio and the baryon antibaryon pair
production [7,8].
To use the muon number Nμ as a tracer for the mass A,

the cosmic-ray energy E has to be independently measured
event by event with a small systematic uncertainty. By
taking the logarithm of Eq. (1) and computing the deriva-
tive, we obtain the logarithmic gain of muons with
increasing energy

d lnNμ

d lnE
¼ β þ ð1 − βÞ d lnA

d lnE
; ð2Þ

which carries additional information on the changes in the
mass composition and is invariant to systematic offsets in
the energy scale. The dependency of the muon number Nμ
on the mass of cosmic rays is complementary to other
mass-sensitive observables such as the depth of the shower
maximum, Xmax. If both observables are combined, the
internal consistency of hadronic interaction models can be
tested.
We present the average number of muons in inclined

showers above 4 × 1018 eV measured with the Pierre
Auger Observatory [9], which is located in Mendoza
province, Argentina. The Pierre Auger Observatory was
completed in 2008 and covers an area of 3000 km2. It is a
hybrid instrument to detect cosmic-ray induced air show-
ers, which combines a surface detector array (SD) of 1660
water-Cherenkov stations [10] placed on a triangular grid
with 1.5 km spacing with a fluorescence detector (FD) [11].
Due to their cylindrical volume, the surface detectors are
sensitive to inclined and even horizontal particles [12,13].
On dark nights, which correspond to a duty cycle of about
13%, the longitudinal shower development and the calo-
rimetric energy of the shower are measured by the FD. It
consists of 27 telescopes with UV filters located at four
sites around the SD array, each monitoring a 30° × 28°
patch of the sky.
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IV. DATA ANALYSIS

The muon content Rμ of individual showers with the
same energy E and arrival direction varies. This is caused
by statistical fluctuations in the development of the
hadronic cascade, and, in addition, by random sampling
from a possibly mixed mass composition. We will refer to
these fluctuations combined as intrinsic fluctuations. In the
following, we will make statements about the average
shower, meaning that the average is taken over these
intrinsic fluctuations. Detector sampling adds Gaussian
fluctuations to the observed value of Rμ on top of that. The
statistical uncertainties of Rμ and E caused by the sampling
are estimated by the reconstruction algorithms event by
event. We will refer to them as detection uncertainties.
From Eq. (1) we expect that the average number of

produced muons, which is proportional to hRμi, and the
cosmic-ray energy E have a relationship that is not far from
a power law. Therefore we fit the parametrization

hRμi ¼ aðE=1019 eVÞb ð4Þ

to the selected data set, using a detailed maximum-
likelihood method that takes the mentioned fluctuations
into account. Intrinsic fluctuations ofRμ are modeled with a
normal distribution that has a constant relative standard
deviation σ½Rμ%=Rμ. This model is found to be in good
agreement with shower simulations. The a parameter of
the fitted curve represents the average muon content
hRμið1019 eVÞ at 1019 eV and the b parameter the loga-
rithmic gain dhlnRμi=d lnE≃ d lnNμ=d lnE of muons
with growing energy. The maximum-likelihood method
was validated with a fast realistic simulation of hybrid
events and shown to yield unbiased values for a and b. The
technical aspects will be presented in a separate paper.
The data and results of the fit are shown in Fig. 3. We

obtain

a ¼ hRμið1019 eVÞ ¼ ð1.841 & 0.029 & 0.324ðsysÞÞ; ð5Þ

b ¼ dhlnRμi=d lnE ¼ ð1.029 & 0.024 & 0.030ðsysÞÞ; ð6Þ

σ½Rμ%=Rμ ¼ ð0.136 & 0.015 & 0.033ðsysÞÞ: ð7Þ

At a zenith angle of 67°, this corresponds to ð2.68 & 0.04 &
0.48ðsysÞÞ × 107 muons with energies larger than 0.3 GeV
that reach 1425 m altitude in an average 1019 eV shower.
The fitted model agrees well with data. To obtain a

goodness-of-fit estimator, we compute the histogram
of the residuals ðRμ − hRμiÞ=hRμi and compare it with
its expectation gððRμ−hRμiÞ=hRμiÞ¼

R
fððRμ−hRμiðEÞÞ=

hRμiðEÞ;EÞdE computed from the fitted two-dimensional
probability density function fðRμ; EÞ. Histogram and
expectation are shown in the inset of Fig. 3. The
comparison yields a reduced chi-square value χ2=ndof ¼
4.9=10 for the fitted model.

The systematic uncertainty of the absolute scale
hRμið1019 eVÞ of 18% combines the intrinsic uncertainty
of the Rμ-measurement (11%) and the uncertainty of the
Auger energy scale (14%) [38]. The systematic uncertainty
of the logarithmic gain dhlnRμi=d lnE of 3% is derived
from variations of the FD selection cuts (2%), variations of
the bias correction of Rμ within its systematic uncertainty
(1%), variations of the distribution assumptions on the
intrinsic Rμ-fluctuations (1%) and by assuming a residual
zenith-angle dependence of the ratio Rμ=E that cannot be
detected within the current statistics (0.5%). The third
parameter σ½Rμ%=Rμ, the relative size of the intrinsic
fluctuations, is effectively obtained by subtraction of the
detection uncertainties from the total spread. Its systematic
uncertainty of & 0.033 is estimated from the variations
just described [& 0.014ðsysÞ in total], and by varying
the detection uncertainties within a plausible range
[& 0.030ðsysÞ].
At θ ¼ 67°, the average zenith angle of the data set,

Rμ ¼ 1 corresponds to Nμ ¼ 1.455 × 107 muons at the
ground with energies above 0.3 GeV. For model compar-
isons, it is sufficient to simulate showers at this zenith angle
down to an altitude of 1425 m and count muons at the
ground with energies above 0.3 GeV. Their number should
then be divided by Nμ ¼ 1.455 × 107 to obtain RMC

μ , which
can be directly compared to our measurement.
Our fit yields the average muon content hRμi. For model

comparisons the average logarithmic muon content,
hlnRμi, is also of interest, as we will see in the next
section. The relationship between the two depends on
shape and size of the intrinsic fluctuations. We compute

FIG. 3. The selected hybrid events above 4 × 1018 eV and a fit
of the power law hRμi ¼ ahE=1019 eVib. The error bars indicate
statistical detection uncertainties only. The inset shows a histo-
gram of the residuals around the fitted curve (black dots) and for
comparison the expected residual distribution computed from the
fitted probability model that describes the fluctuations.
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goodness-of-fit estimator, we compute the histogram
of the residuals ðRμ − hRμiÞ=hRμi and compare it with
its expectation gððRμ−hRμiÞ=hRμiÞ¼

R
fððRμ−hRμiðEÞÞ=

hRμiðEÞ;EÞdE computed from the fitted two-dimensional
probability density function fðRμ; EÞ. Histogram and
expectation are shown in the inset of Fig. 3. The
comparison yields a reduced chi-square value χ2=ndof ¼
4.9=10 for the fitted model.

The systematic uncertainty of the absolute scale
hRμið1019 eVÞ of 18% combines the intrinsic uncertainty
of the Rμ-measurement (11%) and the uncertainty of the
Auger energy scale (14%) [38]. The systematic uncertainty
of the logarithmic gain dhlnRμi=d lnE of 3% is derived
from variations of the FD selection cuts (2%), variations of
the bias correction of Rμ within its systematic uncertainty
(1%), variations of the distribution assumptions on the
intrinsic Rμ-fluctuations (1%) and by assuming a residual
zenith-angle dependence of the ratio Rμ=E that cannot be
detected within the current statistics (0.5%). The third
parameter σ½Rμ%=Rμ, the relative size of the intrinsic
fluctuations, is effectively obtained by subtraction of the
detection uncertainties from the total spread. Its systematic
uncertainty of & 0.033 is estimated from the variations
just described [& 0.014ðsysÞ in total], and by varying
the detection uncertainties within a plausible range
[& 0.030ðsysÞ].
At θ ¼ 67°, the average zenith angle of the data set,

Rμ ¼ 1 corresponds to Nμ ¼ 1.455 × 107 muons at the
ground with energies above 0.3 GeV. For model compar-
isons, it is sufficient to simulate showers at this zenith angle
down to an altitude of 1425 m and count muons at the
ground with energies above 0.3 GeV. Their number should
then be divided by Nμ ¼ 1.455 × 107 to obtain RMC

μ , which
can be directly compared to our measurement.
Our fit yields the average muon content hRμi. For model

comparisons the average logarithmic muon content,
hlnRμi, is also of interest, as we will see in the next
section. The relationship between the two depends on
shape and size of the intrinsic fluctuations. We compute

FIG. 3. The selected hybrid events above 4 × 1018 eV and a fit
of the power law hRμi ¼ ahE=1019 eVib. The error bars indicate
statistical detection uncertainties only. The inset shows a histo-
gram of the residuals around the fitted curve (black dots) and for
comparison the expected residual distribution computed from the
fitted probability model that describes the fluctuations.
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hlnRμi numerically based on our fitted model of the
intrinsic fluctuations:

hlnRμið1019 eVÞ ¼
Z

∞

0
lnRμN ðRμÞdRμ

¼ 0.601 $ 0.016þ 0.167
−0.201ðsysÞ; ð8Þ

where N ðRμÞ is a Gaussian with mean hRμi and spread
σ½Rμ' as obtained from the fit. The deviation of hlnRμi from
lnhRμi is only 2% so that the conversion does not lead to a
noticeable increase in the systematic uncertainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, or for
a dependence on the zenith angle or the distance of the
shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ ¼ 67° with the
hadronic interaction models QGSJETII-04 and EPOS
LHC is shown in Fig. 4. The ratio hRμi=ðE=1019 eVÞ
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number. We
compute the ratio from Eq. (4) (line), and alternatively by a
binwise averaging of the original data (data points). The

two ways of computing the ratio are visually in good
agreement, despite minor bin-to-bin migration effects that
bias the binwise method. The fitting approach we used for
the data analysis avoids the migration bias by design.
Proton and iron showers are well separated, which

illustrates the power of hRμi as a composition estimator.
A caveat is the large systematic uncertainty on the absolute
scale of the measurement, which is mainly inherited from
the energy scale [38]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
hadronic interaction models around and above energies of
1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the data

is the high abundance of muons in the data. The measured
muon number is higher than in pure iron showers, sug-
gesting contributions of even heavier elements. This
interpretation is not in agreement with studies based on
the depth of shower maximum [40], which show an average
logarithmic mass hlnAi between proton and iron in this
energy range. We note that our data points can be moved
between the proton and iron predictions by shifting them
within the systematic uncertainties, but wewill demonstrate
that this does not completely resolve the discrepancy. The
logarithmic gain dhlnRμi=d lnE of the data is also large
compared to proton or iron showers. This suggests a
transition from lighter to heavier elements that is also seen
in the evolution of the average depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth hXmaxi of
the shower maximum. A valid hadronic interaction model
has to describe all air shower observables consistently. We
have recently published the mean logarithmic mass hlnAi
derived from the measured average depth of the shower
maximum hXmaxi [40]. We can therefore make predictions
for the mean logarithmic muon content hlnRμi based on
these hlnAi data, and compare them directly to our
measurement.
We consider QGSJET01, QGSJETII-03, QGSJETII-04,

and EPOS LHC for this comparison. The relation of hXmaxi
and hlnAi at a given energy E for these models is in good
agreement with the prediction from the generalized Heitler
model of hadronic air showers,

hXmaxi ¼ hXmaxip þ fEhlnAi; ð9Þ

where hXmaxip is the average depth of the shower maxi-
mum for proton showers at the given energy and fE an
energy-dependent parameter [4,41]. The parameters
hXmaxip and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by

substituting Nμ;p ¼ ðE=ξcÞβ and computing the average
logarithm of the muon number

FIG. 4 (color online). Average muon content hRμi per shower
energy E as a function of the shower energy E in double
logarithmic scale. Our data is shown bin by bin (circles) together
with the fit discussed in the previous section (line). Square
brackets indicate the systematic uncertainty of the measurement;
the diagonal offsets represent the correlated effect of systematic
shifts in the energy scale. The grey band indicates the statistical
uncertainty of the fitted line. Shown for comparison are theo-
retical curves for proton and iron showers simulated at θ ¼ 67°
(dotted and dashed lines). Black triangles at the bottom show the
energy bin edges. The binning was adjusted by an algorithm to
obtain equal numbers of events per bin.
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hlnNμi ¼ hlnNμip þ ð1 − βÞhlnAi ð10Þ

β ¼ 1 −
hlnNμiFe − hlnNμip

ln 56
: ð11Þ

Since Nμ ∝ Rμ, we can replace lnNμ by lnRμ. The same
can be done in Eq. (2), which also holds for averages due to
the linearity of differentiation.
We estimate the systematic uncertainty of the approxi-

mate Heitler model by computing β from Eq. (11), and
alternatively from dhlnRμip=d ln E and dhlnRμiFe=d ln E .
The three values would be identical if the Heitler model was
accurate. Based on the small deviations, we estimate
σsys½β& ¼ 0.02. By propagating the systematic uncertainty
of β, we arrive at a small systematic uncertainty for the
predicted logarithmic muon content of σsys½hlnRμi& < 0.02.
With Eqs. (9)–(10), we convert the measured mean depth

hXmaxi into a prediction of the mean logarithmic muon
content hlnRμi at θ ¼ 67° for each hadronic interaction
model. The relationship between hXmaxi and hlnRμi can be
represented by a line, which is illustrated in Fig. 5. The
Auger measurements at 1019 eV are also shown. The
discrepancy between data and model predictions is shown
by a lack of overlap of the data point with any of the
model lines.
The model predictions of hlnRμi and dhlnRμi=d ln E

are summarized and compared to our measurement in
Figs. 6–7, respectively. For QGSJETII-03, QGSJETII-04,
and EPOS LHC, we use estimated hlnAi data from
Ref. [40]. Since QGSJET01 has not been included in that
reference, we compute hlnAi using Eq. (9) [4] from the

latest hXmaxi data [40]. The systematic uncertainty of
the hlnRμi predictions is derived by propagating the sys-
tematic uncertainty of hlnAi [' 0.03ðsysÞ], combined with
the systematic uncertainty of the Heitler model [' 0.02ðsysÞ].
The predicted logarithmic gain dhlnRμi=d ln E is calculated
through Eq. (2), while d lnA=d ln E is obtained from
a straight line fit to hlnAi data points between 4× 1018

and 5 × 1019 eV. The systematic uncertainty of the
dhlnRμi=d ln E predictions is derived by varying the fitted
line within the systematic uncertainty of the hlnAi data
[' 0.02ðsysÞ], and by varying β within its systematic
uncertainty in Eq. (2) [' 0.005ðsysÞ].
The four hadronic interaction models fall short in

matching our measurement of the mean logarithmic muon
content hlnRμi. QGSJETII-04 and EPOS LHC have been
updated after the first LHC data. The discrepancy is smaller
for these models, and EPOS LHC performs slightly better
than QGSJETII-04. Yet none of the models is covered by
the total uncertainty interval. The minimum deviation is
1.4σ. To reproduce the higher signal intensity in data, the
mean muon number around 1019 eV in simulations would
have to be increased by 30 to 80%½þ17

−20ðsysÞ%&. If on the
other hand the predictions of the latest models were close
to the truth, the Auger energy scale would have to be
increased by a similar factor to reach agreement. Without a
self-consistent description of air shower observables, con-
clusions about the mass composition from the measured
absolute muon content remain tentative.

FIG. 5 (color online). Average logarithmic muon content
hlnRμi (this study) as a function of the average shower depth
hXmaxi (obtained by interpolating binned data from Ref. [40]) at
1019 eV. Model predictions are obtained from showers simulated
at θ ¼ 67°. The predictions for proton and iron showers are
directly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

FIG. 6 (color online). Comparison of the mean logarithmic
muon content hlnRμi at 1019 eV obtained from Auger data with
model predictions for proton and iron showers simulated at
θ ¼ 67°, and for such mixed showers with a mean logarithmic
mass that matches the mean shower depth hXmaxi measured by
the FD. Brackets indicate systematic uncertainties. Dotted lines
show the interval obtained by adding systematic and statistical
uncertainties in quadrature. The statistical uncertainties for proton
and iron showers are negligible and suppressed for clarity.
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ln 56
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can be done in Eq. (2), which also holds for averages due to
the linearity of differentiation.
We estimate the systematic uncertainty of the approxi-

mate Heitler model by computing β from Eq. (11), and
alternatively from dhlnRμip=d ln E and dhlnRμiFe=d ln E .
The three values would be identical if the Heitler model was
accurate. Based on the small deviations, we estimate
σsys½β& ¼ 0.02. By propagating the systematic uncertainty
of β, we arrive at a small systematic uncertainty for the
predicted logarithmic muon content of σsys½hlnRμi& < 0.02.
With Eqs. (9)–(10), we convert the measured mean depth

hXmaxi into a prediction of the mean logarithmic muon
content hlnRμi at θ ¼ 67° for each hadronic interaction
model. The relationship between hXmaxi and hlnRμi can be
represented by a line, which is illustrated in Fig. 5. The
Auger measurements at 1019 eV are also shown. The
discrepancy between data and model predictions is shown
by a lack of overlap of the data point with any of the
model lines.
The model predictions of hlnRμi and dhlnRμi=d ln E

are summarized and compared to our measurement in
Figs. 6–7, respectively. For QGSJETII-03, QGSJETII-04,
and EPOS LHC, we use estimated hlnAi data from
Ref. [40]. Since QGSJET01 has not been included in that
reference, we compute hlnAi using Eq. (9) [4] from the

latest hXmaxi data [40]. The systematic uncertainty of
the hlnRμi predictions is derived by propagating the sys-
tematic uncertainty of hlnAi [' 0.03ðsysÞ], combined with
the systematic uncertainty of the Heitler model [' 0.02ðsysÞ].
The predicted logarithmic gain dhlnRμi=d ln E is calculated
through Eq. (2), while d lnA=d ln E is obtained from
a straight line fit to hlnAi data points between 4× 1018

and 5 × 1019 eV. The systematic uncertainty of the
dhlnRμi=d ln E predictions is derived by varying the fitted
line within the systematic uncertainty of the hlnAi data
[' 0.02ðsysÞ], and by varying β within its systematic
uncertainty in Eq. (2) [' 0.005ðsysÞ].
The four hadronic interaction models fall short in

matching our measurement of the mean logarithmic muon
content hlnRμi. QGSJETII-04 and EPOS LHC have been
updated after the first LHC data. The discrepancy is smaller
for these models, and EPOS LHC performs slightly better
than QGSJETII-04. Yet none of the models is covered by
the total uncertainty interval. The minimum deviation is
1.4σ. To reproduce the higher signal intensity in data, the
mean muon number around 1019 eV in simulations would
have to be increased by 30 to 80%½þ17

−20ðsysÞ%&. If on the
other hand the predictions of the latest models were close
to the truth, the Auger energy scale would have to be
increased by a similar factor to reach agreement. Without a
self-consistent description of air shower observables, con-
clusions about the mass composition from the measured
absolute muon content remain tentative.

FIG. 5 (color online). Average logarithmic muon content
hlnRμi (this study) as a function of the average shower depth
hXmaxi (obtained by interpolating binned data from Ref. [40]) at
1019 eV. Model predictions are obtained from showers simulated
at θ ¼ 67°. The predictions for proton and iron showers are
directly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

FIG. 6 (color online). Comparison of the mean logarithmic
muon content hlnRμi at 1019 eV obtained from Auger data with
model predictions for proton and iron showers simulated at
θ ¼ 67°, and for such mixed showers with a mean logarithmic
mass that matches the mean shower depth hXmaxi measured by
the FD. Brackets indicate systematic uncertainties. Dotted lines
show the interval obtained by adding systematic and statistical
uncertainties in quadrature. The statistical uncertainties for proton
and iron showers are negligible and suppressed for clarity.
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The situation is better for the logarithmic gain
dhlnRμi=d lnE. The measured value is higher than the
predictions from hlnAi data, but the discrepancy is smaller.
If all statistical and systematic uncertainties are added in
quadrature, the deviation between measurement and
hlnAi-based predictions is 1.3 to 1.4σ. The statistical
uncertainty is not negligible, which opens the possibility
that the apparent deviation is a statistical fluctuation. If we
assume that the hadronic interaction models reproduce the
logarithmic gain of real showers, which is supported by the
internal consistency of the predictions, the large measured
value of dhlnRμi=d lnE disfavors a pure composition
hypothesis. If statistical and systematic uncertainties are
added in quadrature, we observe deviations from a pure
proton (iron) composition of 2.2σ (2.6σ).

VI. CONCLUSIONS

We presented the first measurement of the mean muon
number in inclined air showers with θ > 62° between
4× 1018 and 5× 1019 eV and its logarithmic gain with
energy, based on data from a hybrid detector. We explored
the sensitivity of the muon number to the cosmic-ray mass
composition and challenged predictions of the muon
number from hadronic interaction models. We observe a
muon deficit in simulations of 30 to 80%þ17

−20ðsysÞ% at
1019 eV, depending on the model. The estimated deficit
takes the mass composition of cosmic rays into account, by
comparing our measurement to the average muon number
in simulated air showers which match the average depth of
shower maximum observed in the data.
Model predictions of the logarithmic gain of muons with

rising energy are within the uncertainties compatible with
the measured value. The high gain of muons favors a

transition from lighter to heavier elements in the considered
energy range. The hypothesis of a constant proton compo-
sition, supported by measurements of the depth of shower
maximum by the Telescope Array [42] in the northern
hemisphere, is disfavored with respect to our result at the
level of 2.2σ.
Our measurement of the muon number combined with

measurements of the depth of shower maximum provides
important insights into the consistency of hadronic inter-
action models. The hadronic and muonic components of
air showers are less well understood than the electromag-
netic component, but all three are physically connected.
Improvements in the description of the muonic component
will also reduce the systematic uncertainty in the simulation
of the other components.
This result is compatible with those of independent

studies for showers with θ < 60° [15], in which different
methods have been used to derive the fraction of the signal
due to muons at 1000 m from the shower core using the
temporal distribution of the signals measured with the
SD array.
We have demonstrated how the mass composition of

cosmic rays can be inferred from the muon number
measured at the ground. To fully explore this potential,
the apparent muon deficit in air shower simulations needs
to be resolved and the uncertainty of the muon measure-
ment further reduced. The main contributions are the
systematic uncertainties in the simulated response of the
Auger SD to inclined muons, and the systematic uncer-
tainty in the absolute energy scale. We expect to reduce
both of them in the future, which will significantly enhance
the constraining power of the muon measurement on the
mass composition.
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Direct muon measurement with AMIGA
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• 7 stations

• 30 (60) m2 scintillator modules

• 2.3 m below ground

• 1 GeV/cosθ

• AMIGA in slave mode wrt SD station

• 1 full year of data with PMTs

• PMTs to be replaced by SiPMs

DIRECT MEASUREMENT OF THE MUON DENSITY
IN AIR SHOWERS WITH THE PIERRE AUGER OBSERVATORY
SARAH MÜLLER1,2 FOR THE PIERRE AUGER COLLABORATION3

1 Karlsruhe Institute of Technology (KIT), 2 Universidad Nacional de San Martín (UNSAM)
3 Observatorio Pierre Auger, Av. San Martín Norte 304, 5613 Malargüe, Argentina

Full author list: www.auger.org/archive/authors_2018_10.html, auger_spokespersons@fnal.gov

AMIGA PROTOTYPE ARRAY
• Auger Muons and Infill for the Ground Ar-

ray (AMIGA) prototype array 2014-2017
• Seven plastic-scintillation detectors buried

at 2.3m depth, 5⇥ 30m2 and 2⇥ 60m2

• Analysis of one year of calibrated data
750 m

Muon detector
Surface detector

Northern twin

Southern twin

EFFICIENCY CORRECTION
• Correction for different efficiencies of mod-

ules with 5 and 10m2 area due to light atten-
uation in WLS fibers and PMT after-pulsing

window (1/3.125 ns)
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CORNER CLIP. CORRECTION
• Geometrical correction for inclined muons

leaving a signal in multiple detector strips
• Bias depends on both the shower geometry

and the orientation of the module

fclip (✓,�'m) = a(✓) + b(✓) · | sin�'m|

ATTENUATION CORRECTION
• Correction for the attenuation of the muon

density due to the atmosphere and soil layer
• Zenith-independent muon density ⇢35

fatt (✓) = 1 + ax+ bx2, x = cos2 ✓ � cos2 35�

SYSTEMATIC UNCERTAINTIES

Systematic uncertainties arise from
• Module efficiency correction
• Calibration of PMT channels
• Soil density variations in the field
• LDF shape for individual events
• Attenuation correction

Systematic Uncertainty Percentage

Eff. corr. �sys,eff/⇢450 9.9%
Calibration �sys,thr/⇢450 3.9%
Soil density �sys,soil/⇢450 2.8%
LDF �sys,LDF/⇢450 8.8%
Atten. corr. �sys,fatt/fatt 2.3%
Total �sys,⇢35/⇢35 14.3%

Calibration Soil density

Attenuation LDF

ENERGY DEPENDENCE OF THE MUON DENSITY

• Power law fit of the energy dependence
of the zenith-independent muon density

⇢35 (E;a,b) = a(E/1018 eV)b

a = 1.75± 0.05± 0.05(sys)
b = 0.89± 0.04± 0.04(sys)

MUON DENSITY VS. DEPTH OF SHOWER MAXIMUM
• Average logarithmic muon density hln ⇢35i as a function of the average shower depth hXmaxi

(statistical averages, no coincident measurements)
• 38% (EPOS-LHC) to 53% (QGSJetII-04) more muons in data than in simulations



Systematic effects studied in detail, 
e.g. corner clipping muons
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Figure 5.12: The probability of over-counting due to corner clipping
muons depends both on the zenith and the azimuth angle of the im-
pinging muon w.r.t. the orientation of the detector module. Maximal
over-counting occurs for Djm = 90� and increases with q.

The weighted average percentage of over-counting

bclip =
Ân

i=1 bi
clip/(si

clip)
2

Ân
i=1 1/(si

clip)
2

(5.14)

with si
clip = 1/

q
Ni

MC (Eq. (5.20)) is shown in Fig. 5.13 as a func-
tion of the approximated azimuth difference Djm ⇡ jSD � jm
between the mean muon momentum direction and the orienta-
tion of the module for different shower zenith angles of 0�, 12�, 22�, 32�, 38�, 48�,
and 56�. It is based on simulations for proton and iron primaries
with fixed energies of 1018 and 1018.5 eV. To reduce the model de-
pendency, both sets of simulations with EPOS-LHC and QGSJetII-04
as hadronic high-energy interaction models have been included.
All AMIGA modules within the distance range 200 m  r  1000 m
to the shower core and at least one impinging muon (NMC � 1)
have been taken into account. In addition to the mean values
of bclip in bins of azimuth difference Djm, the results of our

86 md simulation and reconstruction
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Figure 5.13: Dependence of over-counting due to corner clipping
muons as a function of the azimuth difference Djm. Markers show
the weighted average percentage of over-counting, error bars the
weighted standard deviation in bins of 20�. In addition, the results
of the parametrization of Eq. (5.15) are shown by solid curves for each
zenith angle q ⇡ qSD.

parametrization of Eq. (5.15), that will be discussed in the fol-
lowing, are shown by solid curves for each zenith angle q ⇡ qSD.

Since the corner-clipping effect is minimal for Djm = 0� and
180� (the projection of the muon momentum in the ground plane
is parallel to the module orientation) and maximal for Djm =
90� and 270� (the momentum projection is perpendicular to the
module orientation), the mean percentage of over-counting can
be expressed by the parametrization

fclip (q, Djm) = a(q) + b(q) · | sin Djm| (5.15)

86 md simulation and reconstruction
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of the parametrization of Eq. (5.15) are shown by solid curves for each
zenith angle q ⇡ qSD.
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Since the corner-clipping effect is minimal for Djm = 0� and
180� (the projection of the muon momentum in the ground plane
is parallel to the module orientation) and maximal for Djm =
90� and 270� (the momentum projection is perpendicular to the
module orientation), the mean percentage of over-counting can
be expressed by the parametrization

fclip (q, Djm) = a(q) + b(q) · | sin Djm| (5.15)
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for each of the modules. The LS minimization of Eq. (5.18) yields
the best fit values

a0 = �0.0048 ± 0.00073 b0 = 0.52 ± 0.011 (5.21)
a1 = 0.31 ± 0.008 b1 = �0.95 ± 0.010
a2 = �0.95 ± 0.014

with a reduced c2 value of c2
red = c2/ndof = 0.61. The resulting

parametrizations of a(q) and b(q) are plotted as a function of
sin q in Fig. 5.14. The best-fit parameters that have been obtained
for non-global c2 fits for each zenith angle (markers) are in good
agreement with the global solution. The correlation matrix of the
fit parameters a0, a1, a2, b0, and b1 is visualized in Fig. 5.15.

We use the obtained parametrization of fclip to correct the num-
ber of reconstructed muons by

Ncorr
Rec (q, Djm) =

NRec
1 + fclip (q, Djm)

(5.22)

for each AMIGA module based on the geometry of the EAS and
the azimuthal orientation of the module. The effect of the correc-
tion is illustrated in Fig. 5.16 for the example of proton simula-
tions with primary energy 1018.5 eV, zenith angle 38� and QGSJetII-
04 as high-energy hadronic interaction model. Without applying
the correction of Eq. (5.22), the mean relative muon counting
bias is of the order of 9% for all radial distances to the shower
core. Furthermore, as expected, the bias depends on the consid-
ered range in azimuth difference Djm. For the azimuth bin of
Djm = 90� ± 15�, the mean bias is approximately 11% while it
is only 5% in the azimuth bin of Djm = 0� ± 15�. After correct-
ing NRec by Eq. (5.22) for the corner clipping effect, the splitting
for different azimuth bins is removed. The overall mean bias is
smaller than 1% and, over the whole considered radial range,
well contained within ±3% (shaded band).

The correction equally works well for other primary energies
and shower zenith angles as illustrated in Fig. 5.17 for proton
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Figure 5.16: Relative muon counting bias in bins of radial distance for
proton simulations with primary energy 1018.5 eV, zenith angle 38�

and QGSJetII-04 as high-energy hadronic interaction model without ap-
plying the corner clipping correction (a) and after correcting NRec by
Eq. (5.22) (b). Markers denote the mean counting bias, error bars the
standard deviation within each radial bin.
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Figure 5.16: Relative muon counting bias in bins of radial distance for
proton simulations with primary energy 1018.5 eV, zenith angle 38�

and QGSJetII-04 as high-energy hadronic interaction model without ap-
plying the corner clipping correction (a) and after correcting NRec by
Eq. (5.22) (b). Markers denote the mean counting bias, error bars the
standard deviation within each radial bin.

84 md simulation and reconstruction

Figure 5.11: Illustration of the corner clipping effect. An inclined muon
can hit two neighboring scintillator strips which leads to an over-
estimation of the muon density if no correction is applied.

the momentum direction of the muon and the orientation of the
module in the ground plane is of crucial importance. A muon can
only hit two neighboring bars if both q and Djm are distinct from
zero as illustrated in Fig. 5.12. Maximal over-counting occurs for
Djm = 90�, when the muon momentum is perpendicular to the
orientation of the scintillator bars and increases with q.

We have parametrized the counting bias stemming from corner
clipping muons with the fixed energy library of EAS simulations
that has been described in Sections 5.1.2 and 5.1.4. The percentage
of over-counting due to corner clipping muons is quantified for
each candidate AMIGA module by the relative bias

bclip =
NRec � NMC

NMC
(5.13)

where NMC is the number of simulated muons that truly hit the
module and NRec the reconstructed number of muons. Owing to
the fact that the momentum direction of the impinging muons
cannot be reconstructed with the AMIGA detectors, we approxi-
mate the mean muon zenith and azimuth angles by the angles
qSD and jSD of the shower axis that were reconstructed by the SD
as described in Section 3.1.
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MUON DENSITY VS. DEPTH OF SHOWER MAXIMUM
• Average logarithmic muon density hln ⇢35i as a function of the average shower depth hXmaxi

(statistical averages, no coincident measurements)
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Further hint to muon deficit  
in simulations at lower energies 

(from Xmax: dominated by light elements!)

Attenuation correction

For more details see poster by Sarah Müller
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Figure 2: Real reconstructed MPD, � = (59.06 ± 0.08)◦
and E = (92 ± 3) EeV, with the fit to a Gaisser-Hillas
function.

is not carefully chosen. Therefore the selection of the dis-
tance cut must be a trade off between the resolution of the
reconstructed MPD and the number of muons being ac-
cepted into such reconstruction [8]. We use Monte Carlo
simulations to choose the optimal value for rcut . To build
the MPD, we consider only those detectors whose distance
to the shower core is larger than 1700 m, regardless of the
shower energy. Choosing an rcut which is independent of
energy implies that any difference in resolution that we
find for different energies will be a consequence mainly of
the different number of muons detected at ground. To es-
timate the impact that the distance cut and the undersam-
pling in r have on the determination of Xµ

max, we have stud-
ied the variation of Xµmax as a function of rmax (upper limit
of the distance interval [rcut , rmax] used to integrate the
MPD). Our simulations show that the variation of the Xµ

max
value amounts to about 10 g cm− 2 per km shift in rmax.
The fact that in the selected data we do not use triggered

stations further than ∼ 4000 m implies that we build MPDs
by counting muons at ground in the distance range 1700 m
≤ r ≤ 4000 m. The MPD for a single detector is obtained
as the average of the three MPDs that each PMT yields.
For each event, the final MPD is obtained by adding the
individual MPDs observed by each of the selected surface
detectors. Figure 2 shows the reconstructed MPD for one
of our most energetic events.
We select longitudinal profiles measured using a simple
set of criteria: a) Trigger cut.We select EAS that fulfill a
T5 trigger condition which requires that the detector with
the highest signal has all 6 closest neighbours operating; b)
Energy cut.We restrict our analysis to events with energy
larger than 20 EeV as for the less energetic events the
population of the MPD is very small, giving a very poor
determination of Xµmax; c) Xµ

max error. We reject events
whose relative error in Xµmax is bigger than a certain value
	max, an energy-dependent quantity (see Table 1) since the
accuracy in the estimation of Xµmax improves with energy.
This is a natural consequence of the increase in the number
of muons that enter the MPD as the energy grows.
The event selection efficiencies after the cut in Xµmax un-

certainty (cut c) are greater than 80%. Monte Carlo studies
have shown that the cuts chosen introduce a composition
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Figure 3: Evolution with energy of the RMS of the dis-
tribution [Xµmax (reconstructed) - Xµmax (true)]. The simula-
tions were made using the QGSJETII-0.4 [13] and EPOS-
LHC hadronic models for proton and iron nuclei for 55 ◦ ≤
� ≤ 65◦.

log10E/eV 	max(%)
[19.3, 19.4] 15
[19.4, 19.6] 11
[19.6, 19.7] 10
[19.7, 19.8] 8

> 19.8 7

Table 1: Maximum relative errors allowed in the estima-
tion of Xµmax. The value chosen for 	max ensures no selec-
tion bias between the different primary species.

bias smaller than 2 g cm− 2 (included as a systematic uncer-
tainty). Also, as shown in Figure 3, the absolute value of
the mean bias in reconstructions is< 10 g cm− 2, regardless
of the hadronic model, energy and atomic mass of the sim-
ulated primary. The resolution, understood as the RMS of
the distribution [Xµmax (reconstructed) - Xµmax (true)], ranges
from 100 (80) g cm− 2 for proton (iron) at the lower ener-
gies to about 50 g cm− 2 at the highest energy (see Figure 3).
The improvement of the resolution with energy is a direct
consequence of the increase in the number of muons.

4 Application to data
The data set used in this analysis comprises the events
recorded from 1-January 2004 to 31-December 2012. We
compute MPDs on an event-by-event basis. We have
shown that for events with zenith angles in the interval
55◦ ≤ � ≤ 65◦, the total MPD is simply the direct sum
of the individual MPDs given by the set of selected water-
Cherenkov detector traces. For this angular range, our ini-
tial sample is therefore made of 663 events.
To guarantee an accurate reconstruction of the longitu-

dinal profile we impose the selection criteria described in
Section 3. Table 2 summarises how the different cuts re-
duce the number of events.
The evolution of the measured ⟨Xµmax⟩ as a function of

energy is shown in Figure 4. The data have been grouped
in five energy bins of width 0.1 in log10(E/eV), except

✓ = 59.06± 0.08�

E = 92± 3EeV

Geometric time delay of arriving muons: Mapped to muon production depth:

Inclined events to avoid  
EM contamination:

c · tg = l � (z ��)

=
p
r2 + (z ��)2 � (z ��)

z =
1

2

✓
r2

ctg
� ctg

◆
+�

Two assumptions:

• Muons are produced in the shower axis

• Muons travel following straight lines
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Figure 3: hX⇤µ
maxi (left) and the corresponding fluctuations (right) as a function of the primary energy. Data

(black points) are shown with statistical (black line) and systematic uncertainties (Gray band) and compared
to simulations (see text for the details).

sen for energies log10(E/eV) between 19.2 and 19.8. Not having enough statistics to keep the same
binning, data are integrated in one bin for log10(E/eV) in the range [19.8-20]. For each energy bin,
the first two moments of the X

⇤µ
max distribution are evaluated on data and are compared directly to

the expectations obtained from Monte Carlo simulations after the reconstruction procedure (Sec.
2). Note that data and Monte Carlo are both equally biased by the reconstruction, so the relative
distance to the reference lines does not vary in X

⇤µ
max (see below conversion to the mean logarithmic

mass hlnAi) and no systematics are associated to these effects. On the contrary, the physical X
µ
max

would display the mass and model spread as systematics, as discussed previously.
The overall systematic error on the first two moments of the X

⇤µ
max distribution turns out to be around

4 g/cm2 and 3 g/cm2 respectively, and due to two sources: the small dependence of the selection
efficiency of the quality cuts on the primary mass (' 1 g/cm2) and the time variability of data. An
additional systematic error of ' 7.5 g/cm2 can be associated with the event selection and procedure
to fit the MPD profiles and needs to be taken into account in the determination of hlnAi (see below).
The results on hX⇤µ

maxi are shown in Fig. 3 (left) by black points, with their statistical (black line)
and systematic uncertainties (gray band). For each energy bin, the number of events is indicated.
From the comparison with the predictions, the inconsistency among models and data is evident. In
the case of EPOS-LHC, data are at odds with predictions for all reasonable masses, in the whole
energy range. Considering instead QGSJetII-04, data are quite compatible with the iron predic-
tions within the systematic uncertainty. A mild incompatibility arises at the highest energies. We
have also checked that when converting X

⇤µ
max to X

µ
max by using the reconstruction bias evaluated in

Sec. 2 (Fig. 2 left), we obtain a good agreement with the results shown in Fig. 3 and with results
presented in [5].
The inconsistencies outlined here make it thus difficult to draw firm conclusions on composition
with our measurement of hX⇤µ

maxi: we see that the predictions of hX⇤µ
maxi from the two hadronic mod-

els are significantly different in absolute value (⇡ 35 g/cm2). However, the muonic elongation rate,
i.e. the rate of change of X

⇤µ
max with primary energy, is predicted to be about ⇠ 25 g/cm2/decade,

independently of the primary mass and hadronic model, while on data we found �16.9 ± 7.2
g/cm2/decade. We can thus interpret the elongation rate inferred from data at face value and con-
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Figure 4: The evolution with energy of hlnAi as obtained from the measured X
⇤µ
max (squares). The results

obtained for Xmax (dots) [10] are also shown. EPOS-LHC (left) and QGSJetII-04 (right) are used as reference
models. Square brackets correspond to the systematic uncertainties.

4. Conclusion

The arrival times of particles from EAS collected by the SD of the Pierre Auger Observatory
have been exploited to measure the MPD for all events recorded in 13 years of data taking.
In this work, the first two moments of the X

⇤µ
max distribution have been measured on extended inter-

vals of zenith angle, energies and distances from the shower core.
As a result, a large discrepancy between the EPOS-LHC hadronic interaction model and the MPD
data has been found. Taking into account the mass estimated from FD measurements, the QGSJetII-
04 model do not reproduce the data in a consistent way either. It is therefore difficult to make mass
composition estimation directly from X

µ
max. However, the measurements presented here will help

to understand hadronic interactions to reduce the model systematics relevant for mass composition
studies, see e.g. [14].
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Figure 3: hDsi as a function of energy for the two surface arrays. Brackets correspond to the systematic
uncertainties. Data are compared to the predictions obtained from simulations.
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Figure 4: hlnAi as a function of energy for the Delta Method and for Xmax measurements done with the FD.
QGSJetII-04 and EPOS-LHC have been used as the reference hadronic models.

iron primaries with zenith angles q < 45� and 17.5 < lg(E/eV) < 20.0 have been produced. For
consistency, in making the comparisons, only the benchmarks determined from the data are used.
The values of hDsi obtained for the different primaries and models are also shown in Fig. 3. These
can be transformed to a prediction of the composition of the UHECRs in terms of hlnAi (Fig. 4)
where the results are compared with the Auger measurements of Xmax made with the FD [9]. While
the absolute values of hlnAi for the Delta method and the FD Xmax differ from each other, the trend
with the energy is very similar. The difference probably arises because the electromagnetic cascade
dominates the FD measurements whereas Ds is a parameter describing a mixture of the muonic and
the electromagnetic components. The inconsistency between data and models is observed over a
greater energy range than hitherto.
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Measuring muons with Auger SD
The muon content of EAS is sensitive to the primary composition and to the hadronic interaction properties

FD

SD

Pierre Auger Coll., JCAP 1408 (2014) 019

EM/μ signal ratio

Laura Collica - Measurement of the muon content in air showers at the Pierre Auger Observatory 3

➤ In inclined showers, the EM component is largely absorbed before reaching 
the ground

➤ The EM signal decreases with the distance from the core

Xmax from the SD Patricia Sanchez-Lucas
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• SD signal in vertical  
events


• Time elapsed between  
10% and 50% of  
integrated signal


• Sensitive both to  
EM and muonic


•

Phys. Rev. D 96, 122003 (2017)



Summary and conclusions

• FD: EM shower is fairly well described by models,  
our best mass estimator is Xmax


• FD+SD: Measurements of muon content; Xmax & S1000


• No need for E rescaling, thus muon problem  
Muon rescaling factor 1.3-1.6


• SD: Rμ in inclined showers 
Increasing MC deficit with increasing energy


• SD: Muon Production Depth mismatch provides  
further constraints in hadronic models; timing of muons


• SD: risetime (EM+mu) reveal hadronic models  
inconsistency in a more convolved way


• AMIGA (new): extending down to 3x1017 eV;  
simulations at variance with data given Xmax data
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Muon predictions are 

at variance with Auger data  

Synopsis shown  

by Hans Dembinski 

in this session 

and check posters 

by Sophia Andringa 

and Sarah Müller 
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 Systematic uncertainty of ρ450 
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SARAH MÜLLER1,2 FOR THE PIERRE AUGER COLLABORATION3

1 Karlsruhe Institute of Technology (KIT), 2 Universidad Nacional de San Martín (UNSAM)
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AMIGA PROTOTYPE ARRAY
• Auger Muons and Infill for the Ground Ar-

ray (AMIGA) prototype array 2014-2017
• Seven plastic-scintillation detectors buried

at 2.3m depth, 5⇥ 30m2 and 2⇥ 60m2

• Analysis of one year of calibrated data
750 m

Muon detector
Surface detector

Northern twin

Southern twin

EFFICIENCY CORRECTION
• Correction for different efficiencies of mod-

ules with 5 and 10m2 area due to light atten-
uation in WLS fibers and PMT after-pulsing

window (1/3.125 ns)
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CORNER CLIP. CORRECTION
• Geometrical correction for inclined muons

leaving a signal in multiple detector strips
• Bias depends on both the shower geometry

and the orientation of the module

fclip (✓,�'m) = a(✓) + b(✓) · | sin�'m|

ATTENUATION CORRECTION
• Correction for the attenuation of the muon

density due to the atmosphere and soil layer
• Zenith-independent muon density ⇢35

fatt (✓) = 1 + ax+ bx2, x = cos2 ✓ � cos2 35�

SYSTEMATIC UNCERTAINTIES

Systematic uncertainties arise from
• Module efficiency correction
• Calibration of PMT channels
• Soil density variations in the field
• LDF shape for individual events
• Attenuation correction

Systematic Uncertainty Percentage

Eff. corr. �sys,eff/⇢450 9.9%
Calibration �sys,thr/⇢450 3.9%
Soil density �sys,soil/⇢450 2.8%
LDF �sys,LDF/⇢450 8.8%
Atten. corr. �sys,fatt/fatt 2.3%
Total �sys,⇢35/⇢35 14.3%

Calibration Soil density

Attenuation LDF

ENERGY DEPENDENCE OF THE MUON DENSITY

• Power law fit of the energy dependence
of the zenith-independent muon density

⇢35 (E;a,b) = a(E/1018 eV)b

a = 1.75± 0.05± 0.05(sys)
b = 0.89± 0.04± 0.04(sys)

MUON DENSITY VS. DEPTH OF SHOWER MAXIMUM
• Average logarithmic muon density hln ⇢35i as a function of the average shower depth hXmaxi

(statistical averages, no coincident measurements)
• 38% (EPOS-LHC) to 53% (QGSJetII-04) more muons in data than in simulations



p-Air cross-section: uncertainties
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Proton-Air cross section Ralf Ulrich

Table 1: Measurement of Λη and σp−air in the two energy regions. Statistical uncertainties are quoted in the
same line, while systematic uncertainties are listed explicitly.

1017.8−1018 eV 1018−1018.5 eV
Number of high-quality hybrid events 18090 21270

Determination of the 20% tail range
Range of 99.8% central Xmax-values (g/cm2) 556.6−1009.7 573.3−1030.1
Fiducial selection of 99.8% central range, events 1818 2807
Start of 20% tail range, Xη ,start (g/cm2) 762.2 782.4
Fiducial selection of 20% tail range, number of events 4847 6906

Λη determination
Number of events in tail range 1196 1384
Power-law slope of energy distribution −0.65±0.31 1.85±0.28
Average energy (eV) 1017.90 1018.22

Corresponding√spp (TeV) 38.7 55.5
Energy scale uncertainty on√spp (TeV) 2.5 3.6
Λη (g/cm2) 60.7±2.1 57.4±1.8
Λη , systematic uncertainties (g/cm2) 1.6 1.6

σp−air determination
EPOS-LHC (mb) 466.1 494.1
QGSJetII.04 (mb) 458.7 487.9
SIBYLL 2.1 (mb) 447.8 475.3
Central value, all models (mb) 457.5±17.8 485.8±15.8

σp−air uncertainties
Λη , systematic uncertainties (mb) 13.5 14.1
Hadronic interaction models (mb) 10 10
Energy scale uncertainty, ΔE/E = 14% (mb) 2.1 1.3
Conversion of Λη to σp−air (mb) 7 7
Photons (mb) 4.7 4.2
Helium, 25% (mb) -17.2 -15.8
Total systematic uncertainty on σp−air (mb) +19/-25 +19/-25

energy deposit, Xmax, can be reconstructed with a resolution of 25.0± 1.1 g/cm2 at 1017.8 eV and
18.6±1.1 g/cm2 at 1018.5 eV. This includes uncertainties e.g. from the atmospheric density profile.

The available data sample is divided into two energy intervals, one ranging from 1017.8 to
1018 eV and the other from 1018 to 1018.5 eV with 18090 and 21270 events, respectively. All steps
and results of the analysis are summarized in Tab. 1.

4. Measurement of Λη

In both energy ranges selected for the measurement the Xmax-range is determined indepen-
dently in a two step procedure. First, the Xmax-interval containing the 99.8% most central events

4

Proton-Air cross section Ralf Ulrich

Table 1: Measurement of Λη and σp−air in the two energy regions. Statistical uncertainties are quoted in the
same line, while systematic uncertainties are listed explicitly.

1017.8−1018 eV 1018−1018.5 eV
Number of high-quality hybrid events 18090 21270

Determination of the 20% tail range
Range of 99.8% central Xmax-values (g/cm2) 556.6−1009.7 573.3−1030.1
Fiducial selection of 99.8% central range, events 1818 2807
Start of 20% tail range, Xη ,start (g/cm2) 762.2 782.4
Fiducial selection of 20% tail range, number of events 4847 6906

Λη determination
Number of events in tail range 1196 1384
Power-law slope of energy distribution −0.65±0.31 1.85±0.28
Average energy (eV) 1017.90 1018.22

Corresponding√spp (TeV) 38.7 55.5
Energy scale uncertainty on√spp (TeV) 2.5 3.6
Λη (g/cm2) 60.7±2.1 57.4±1.8
Λη , systematic uncertainties (g/cm2) 1.6 1.6

σp−air determination
EPOS-LHC (mb) 466.1 494.1
QGSJetII.04 (mb) 458.7 487.9
SIBYLL 2.1 (mb) 447.8 475.3
Central value, all models (mb) 457.5±17.8 485.8±15.8

σp−air uncertainties
Λη , systematic uncertainties (mb) 13.5 14.1
Hadronic interaction models (mb) 10 10
Energy scale uncertainty, ΔE/E = 14% (mb) 2.1 1.3
Conversion of Λη to σp−air (mb) 7 7
Photons (mb) 4.7 4.2
Helium, 25% (mb) -17.2 -15.8
Total systematic uncertainty on σp−air (mb) +19/-25 +19/-25

energy deposit, Xmax, can be reconstructed with a resolution of 25.0± 1.1 g/cm2 at 1017.8 eV and
18.6±1.1 g/cm2 at 1018.5 eV. This includes uncertainties e.g. from the atmospheric density profile.

The available data sample is divided into two energy intervals, one ranging from 1017.8 to
1018 eV and the other from 1018 to 1018.5 eV with 18090 and 21270 events, respectively. All steps
and results of the analysis are summarized in Tab. 1.

4. Measurement of Λη

In both energy ranges selected for the measurement the Xmax-range is determined indepen-
dently in a two step procedure. First, the Xmax-interval containing the 99.8% most central events

4


