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Brief	reminder	of	TA

• Detectors
• 507	SDs	cover	700km2

• 3	FD	stations	

• Full	operation	since	May	2008	(10th	
anniversary!!)

• SD-FD	Hybrid	trigger	and	Hybrid	
analyses	improve	the	geometry	
reconstruction

• Dataset	used	in	this	talk
• Cross	section	:	5	years	MD	FD	(hybrid)
• Muon	:	7	years	SD
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Telescope Array ExperimentFD (HiRes)

SD

•Desert in Utah, US (1400m a.s.l.)

•507 Surface Detectors (SDs)
•Two layers of Plastic 
scintillator (3m2)
•1.2km spacing

•3 Fluorescence Detectors (FDs)

•FD observation : from Nov 2007
•SD observation : from May 2008

FD 



Cross	section
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Outline

• 𝜎p-air at	the	highest	energy
• Ideally,	measurement	of	1st interaction	
point	X1,	then	determine	𝜆p-air
• Difficult	to	observe
• Mass	composition

• Instead,	distribution	of	of	Xmax
• Well	known	observable
• Xmax tail	=>𝛬p-air	=> 𝜆p-air	=>	𝜎p-air
• Tail	represents	proton

• “K-factor”	method	:	𝛬p-air	=K	𝜆p-air
• 𝜎p-air		=>𝜎p-p through	Glauber +	BHS	QCD	
inspired	fit
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K-factor	method

elevation while the rest view 17°–31°, with a total azimuth
of 112° between southwest and southeast. On the other
hand, the SD is composed of 507 scintillation counters each
3 m2 in area. The SD scintillation counters are spaced on a
1.2 km grid.
The data used in this analysis consists of MD-SD hybrid

events. The MD and SD trigger independently. Off-line, a
hybrid data set is formed by time-matching the events from
the two detectors. In the monocular mode, an event trigger
is recorded by the SD when three adjacent SDs observe a
signal greater than 3 minimum ionizing particles within
8 μs. When a trigger occurs, the signals from all the SDs
within !32 μs with amplitude greater than 0.3 minimum
ionizing particle are also recorded. Moreover, a telescope
event trigger for the MD is recorded when two subclusters
of the 256 PMT cluster triggered within 25 μs. Here a
subcluster is defined as a (4 × 4) 16 PMTs within the 256
PMT cluster. Each subcluster reports a trigger when three
tubes in that subcluster trigger within 25 μs, two of which
are adjacent. Finally, multiple telescope event triggers
within 100 μs would be combined into a single MD event.
Events detected by both detectors (MD and SD) within

2 μs are combined into one hybrid event. The combined
data set with MD and SD time-matched events are then
reprocessed using information from both detectors. The FD

overlooking the sky above the SD array provides the
longitudinal profile of the shower. Meanwhile, the SD
provides the event shower core, particle density, and hence
improves the geometrical reconstruction significantly.
Reference [4] describes the detector monocular and hybrid
reconstructions of the triggered events in more detail.
To achieve the best Xmax resolution, a pattern recognition

technique was applied which selected events with a well-
defined peak in the fluorescence light profile. This tech-
nique is described more completely in Reference [4].
Briefly, each shower profile’s shape was approximated
by a set of right triangles, and a set of cuts on the properties
of these triangles was used to reject Xmax events with a
“flat” profile or an indistinct peak. As shown in
Reference [4], data to Monte Carlo comparison studies
showed good agreement in basic air shower distributions
such as zenith angle, azimuthal angle, and impact param-
eter after these pattern recognition cuts were applied.
The data used in this analysis is the MD-SD hybrid

events collected between May 2008 and May 2013. After
applying the pattern recognition cuts to the data we are left
with 439 events. The energy range for this data set is
between 1018.3 and 1019.3 eV. With an average energy of
1018.68 eV, this is equivalent to a center of mass energy offfiffiffi
s

p
¼ 95 TeV. Finally, the Xmax resolution of this data set

achieved after applying the pattern recognition cuts is
∼23 g=cm2 [4].

III. ANALYSIS

In this paper we determine the value of σinelp−air using the
K-factor method. This method infers the attenuation length
and hence the cross section value from the exponential tail
of the Xmax distribution. This is assuming that the tail of the
Xmax distribution is comprised of the most penetrating/
lighter particles (protons). The tail of the Xmax distribution
is fit to the exponential expð−Xmax

Λm
Þ, where Λm is the

attenuation length. Λm is proportional to the interaction
length λp−air:

Λm ¼ Kλp−air ¼ K
14.45mp

σinelp−air
; ð1Þ

where K is dependent on the shower evolution model. The
departure of K from unity depends on the pion inelastic
cross section and on the inclusive proton and pion cross
sections with the light nuclear atmospheric target [7].
In order to determine K to derive the interaction length

λp−air from the slope of Xmax distribution Λm, we carried out
simulation studies using the one-dimensional air shower
Monte Carlo program CONEX4.37 ([11–13]). The CONEX

program uses a hybrid air shower calculation for the high-
energy part of the shower, and a numerical solution of the
cascade equations for the low-energy part of the shower. This
hybrid approach of simulating the cosmic ray showers
enables CONEX to be very efficient. Using CONEX allows
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FIG. 1 (color online). The Telescope Array detector configu-
ration. The filled squares are the 507 SD scintillators on a 1.2 km
grid. The SD scintillators are enclosed by three fluorescent
detectors shown in filled triangles together with their field of
view in solid lines. The northernmost fluorescence detector is
called Middle Drum while the southern fluorescence detectors are
referred to as Black Rock Mesa and Long Ridge. The filled circle
in the middle equally spaced from the three fluorescence
detectors is the central laser facility used for atmospheric
monitoring and detector calibration.
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us to simulate large number of showers in a very reasonable
time scale. It is worth noting that the shower parameters
obtained with CONEX are consistent with that obtained with
CORISKA [11].
Using CONEX the value of K is determined by simulating

10 000 events for each of several energy bins for data
between 1018.3 and 1019.3 eV. The value of K is calculated
for each high-energy model for each energy bin by
obtaining the values of Λm and λp−air for that model.
The value of Λm and therefore K for each of the data sets is
impacted by the choice of the lower edge of the fit range Xi.
This dependence is shown in Fig. 2.
It is essential that a consistent procedure be used to

determine the Xi and consequently the value of K for the
shower simulations and the observed data. We find from the
data that Xi ¼ hXmaxiþ 40 g=cm2 is the minimum stable
value of Xi, maximizing the number of events in the tail of
the distribution and consequently the statistical power of
the measurement. The same relative shift distribution is
later used in the simulations.
It is also important to note that in addition to CONEX we

have also used CORSIKA [14]. CORSIKA is used here to
simulate three-dimensional cosmic ray showers. In the
simulation process these showers are thinned in order to
reduce the CPU time, and then dethinned in an attempt to
restore lost information [15]. These showers are then
propagated through the FD and the SD part of the TA
detector. The showers that successfully pass the trigger of
the detector are then reconstructed, after which the pattern
recognition event selection are applied. The value of Λm is
then determined and, as shown in Fig. 3, is found to be
consistent with that obtained with CONEX (shower sim-
ulation not propagated through the detector) particularly
around the selected choice of Xi ¼ hXmaxiþ 40 g=cm2.
This effect will also be discussed in Sec. IV.

The value of K is calculated for each simulated data set
between the energies of 1018.3 and 1019.3. Figure 4 shows K
vs Log10 (E(eV)). Note that we have chosen to display
QGSJETII.4 as an example. The value of K is then
established by fitting the points from Fig. 4 to a constant.
Table I summarizes the high-energy models used, the value
of K obtained for these models. It is also worth mentioning
that the K value was also calculated with QGSJETII.3 and
was obtained from this model to be consistent with that
determined from QGSJETII.4 within the statistical fluctu-
ations. Note that the stability of K around the average
shown in Fig. 4 shows that K is independent of energy and
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FIG. 2 (color online). The value ofK vs the lower edge in the fit
range Xi to the tail of the Xmax distribution for several data sets
1018.4, 1018.7, and 1019 eV simulated using CONEX with the
high-energy model QGSJETII.4. Each data set contains 10 000
simulated events.
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FIG. 3 (color online). Λm (g=cm2) vs the lower edge in the fit
range Xi to the tail of the Xmax distribution at an energy range of
1018.3–1019.3 eV. The value of Λm is calculated using CONEX
with the high-energy model QGSJETII.4 (square markers). These
events were not propagated through the detector. In addition, the
value of Λm is also calculated using CORSIKA (circle markers).
These events successfully survived the pattern recognition cuts
after they were successfully detected and reconstructed.
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FIG. 4 (color online). The value of K obtained vs energy in
Log10ðeVÞ for simulated data sets using CONEX with the high-
energy model QGSJETII.4, for the energy range of the data,
between 1018.3 and 1019.3 eV.
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• CORSIKA-CONEX	comparison
• CONEX	:	only	1-D	shower
• CORSIKA	:	3-D	shower	+	detector	

simulation	+	reconstruction
• Fitting	deep	Xmax data,	result	is	stable	and	

consistent	between	CONEX	and	CORSIKA
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Given	by	experiment

Fitting	using	
deep	showers

us to simulate large number of showers in a very reasonable
time scale. It is worth noting that the shower parameters
obtained with CONEX are consistent with that obtained with
CORISKA [11].
Using CONEX the value of K is determined by simulating

10 000 events for each of several energy bins for data
between 1018.3 and 1019.3 eV. The value of K is calculated
for each high-energy model for each energy bin by
obtaining the values of Λm and λp−air for that model.
The value of Λm and therefore K for each of the data sets is
impacted by the choice of the lower edge of the fit range Xi.
This dependence is shown in Fig. 2.
It is essential that a consistent procedure be used to

determine the Xi and consequently the value of K for the
shower simulations and the observed data. We find from the
data that Xi ¼ hXmaxiþ 40 g=cm2 is the minimum stable
value of Xi, maximizing the number of events in the tail of
the distribution and consequently the statistical power of
the measurement. The same relative shift distribution is
later used in the simulations.
It is also important to note that in addition to CONEX we

have also used CORSIKA [14]. CORSIKA is used here to
simulate three-dimensional cosmic ray showers. In the
simulation process these showers are thinned in order to
reduce the CPU time, and then dethinned in an attempt to
restore lost information [15]. These showers are then
propagated through the FD and the SD part of the TA
detector. The showers that successfully pass the trigger of
the detector are then reconstructed, after which the pattern
recognition event selection are applied. The value of Λm is
then determined and, as shown in Fig. 3, is found to be
consistent with that obtained with CONEX (shower sim-
ulation not propagated through the detector) particularly
around the selected choice of Xi ¼ hXmaxiþ 40 g=cm2.
This effect will also be discussed in Sec. IV.

The value of K is calculated for each simulated data set
between the energies of 1018.3 and 1019.3. Figure 4 shows K
vs Log10 (E(eV)). Note that we have chosen to display
QGSJETII.4 as an example. The value of K is then
established by fitting the points from Fig. 4 to a constant.
Table I summarizes the high-energy models used, the value
of K obtained for these models. It is also worth mentioning
that the K value was also calculated with QGSJETII.3 and
was obtained from this model to be consistent with that
determined from QGSJETII.4 within the statistical fluctu-
ations. Note that the stability of K around the average
shown in Fig. 4 shows that K is independent of energy and
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FIG. 2 (color online). The value ofK vs the lower edge in the fit
range Xi to the tail of the Xmax distribution for several data sets
1018.4, 1018.7, and 1019 eV simulated using CONEX with the
high-energy model QGSJETII.4. Each data set contains 10 000
simulated events.
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FIG. 3 (color online). Λm (g=cm2) vs the lower edge in the fit
range Xi to the tail of the Xmax distribution at an energy range of
1018.3–1019.3 eV. The value of Λm is calculated using CONEX
with the high-energy model QGSJETII.4 (square markers). These
events were not propagated through the detector. In addition, the
value of Λm is also calculated using CORSIKA (circle markers).
These events successfully survived the pattern recognition cuts
after they were successfully detected and reconstructed.
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FIG. 4 (color online). The value of K obtained vs energy in
Log10ðeVÞ for simulated data sets using CONEX with the high-
energy model QGSJETII.4, for the energy range of the data,
between 1018.3 and 1019.3 eV.
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Using	QGSJET	II-04	:	
No	energy	dependence	in	K-factor



K-factor (continued)

Small	model	dependence
(max-min)/mean	=	0.06			=>			±3%

justifies the use of a single average value over the range of
interest.
To confirm that the value of K obtained is valid to

reproduce the interaction length of the model, a plot of
λp−air vs Log10ðEðeVÞÞ is shown in Fig. 5. Each point here
represents 10 000 simulated data sets at that energy. The
circle markers are the λp−air obtained from the X1 distri-
butions from the model, while the triangle markers are the
λp−air obtained from reconstruction using the K-factor
method. Figure 5 shows that using the K-factor method
does indeed reconstruct the expected values of the λp−air for
these simulations. This ensures that the value of K obtained
in this study describe the value of K of the high-energy
models correctly.
The K-factor determined in the procedure described

above is dependent on the hadronic interaction model used
in the air shower Monte Carlo simulation. The high-energy
models used in this study are QGSJETII.4 [16], QGSJET01
[17], SIBYLL [18], and EPOS-LHC [19]. The resultant
values of K determined for these models are summarized in
Table I.

The first measurement of the proton-air cross section
using UHECR was performed by the Fly’s Eye experiment,
which used a calculated value of K ¼ 1.6 and obtained
σinelp−air ¼ 530$ 66 mb [1]. Following the Fly’s Eye result,
the calculated values of K which appeared in the literature
showed a continuous decrease as full Monte Carlo simu-
lations came into use. By 2000, after the development of
modern high-energy hadronic models, the reported K
values still differed by approximately 7% [20]. Since then,
as shown in Table I, more complete hadronic shower
simulations have converged on a smaller value of
K ¼ 1.2, with a model uncertainty of approximately 3%.
Using this lower K value, the Fly’s Eye cross section may
be updated to 392$ 49 mb.

IV. PROTON-AIR CROSS SECTION

The data used in this analysis is the Telescope
Array Middle Drum-Surface Detector hybrid events dis-
cussed in detail in Sec. II. Figure 6 shows the Xmax
distribution together with the exponential unbinned maxi-
mum likelihood fit to the tail between 790 and 1000 g=cm2,
the Λm value from the fit is found to be
ð50.47$ 6.26½Stat&Þ g=cm2.
Consecutively the value of σinelp−air is determined where

σinelp−air ¼ K × 24; 160=Λm mb using Eq. (1). The K values
used are the ones calculated and summarized in the
previous section in Table I. Accordingly the values of
σinelp−air for all the considered hadronic interaction models are
determined and tabulated in Table II. The final value of the
proton-air cross inelastic section reported by the Telescope
Array collaboration is the average value of the σinelp−air
obtained by the high-energy models QGJSETII.4,
QGSJET01, SIBYLL, and EPOS-LHC and is found to
be equal to ð567.0$ 70.5½Stat&Þ mb.

TABLE I. The value of K obtained for each of the high-energy
models. Each K listed is the single average value of K over the
energy range of 1018.3–1019.3. Note that the values of K shows a
∼3% model uncertainty.

Model K

QGSJETII.4 1.15$ 0.01
QGSJET01 1.22$ 0.01
SIBYLL 1.18$ 0.01
EPOS-LHC 1.19$ 0.01
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FIG. 5 (color online). The proton-air interaction length λp−air in
g=cm2 vs energy in Log10ðeVÞ for the simulated data sets using
CONEX with the high-energy model QGSJETII.4, for the energy
range of the data, between 1018.3 and 1019.3 eV. The circle points
are the λp−air values obtained from the X1 distribution. Triangle
points are the ones determined from reconstructing the λp−air
values using the K-factor method.
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FIG. 6 (color online). The number of events per Xmax bin
(ΔXmax) vs Xmax g=cm2 for the Telescope Array data with the
energy between 1018.3 and 1019.3 eV. The line is the exponential
fit to the slope.
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True	𝜆 vs.	reconstructed	𝜆 through	K-factor
No	reconstruction	bias Old	data	can	be	revised	with	new	MC

Error:	(max-min)/2	in	each	paper

justifies the use of a single average value over the range of
interest.
To confirm that the value of K obtained is valid to

reproduce the interaction length of the model, a plot of
λp−air vs Log10ðEðeVÞÞ is shown in Fig. 5. Each point here
represents 10 000 simulated data sets at that energy. The
circle markers are the λp−air obtained from the X1 distri-
butions from the model, while the triangle markers are the
λp−air obtained from reconstruction using the K-factor
method. Figure 5 shows that using the K-factor method
does indeed reconstruct the expected values of the λp−air for
these simulations. This ensures that the value of K obtained
in this study describe the value of K of the high-energy
models correctly.
The K-factor determined in the procedure described

above is dependent on the hadronic interaction model used
in the air shower Monte Carlo simulation. The high-energy
models used in this study are QGSJETII.4 [16], QGSJET01
[17], SIBYLL [18], and EPOS-LHC [19]. The resultant
values of K determined for these models are summarized in
Table I.

The first measurement of the proton-air cross section
using UHECR was performed by the Fly’s Eye experiment,
which used a calculated value of K ¼ 1.6 and obtained
σinelp−air ¼ 530$ 66 mb [1]. Following the Fly’s Eye result,
the calculated values of K which appeared in the literature
showed a continuous decrease as full Monte Carlo simu-
lations came into use. By 2000, after the development of
modern high-energy hadronic models, the reported K
values still differed by approximately 7% [20]. Since then,
as shown in Table I, more complete hadronic shower
simulations have converged on a smaller value of
K ¼ 1.2, with a model uncertainty of approximately 3%.
Using this lower K value, the Fly’s Eye cross section may
be updated to 392$ 49 mb.

IV. PROTON-AIR CROSS SECTION

The data used in this analysis is the Telescope
Array Middle Drum-Surface Detector hybrid events dis-
cussed in detail in Sec. II. Figure 6 shows the Xmax
distribution together with the exponential unbinned maxi-
mum likelihood fit to the tail between 790 and 1000 g=cm2,
the Λm value from the fit is found to be
ð50.47$ 6.26½Stat&Þ g=cm2.
Consecutively the value of σinelp−air is determined where

σinelp−air ¼ K × 24; 160=Λm mb using Eq. (1). The K values
used are the ones calculated and summarized in the
previous section in Table I. Accordingly the values of
σinelp−air for all the considered hadronic interaction models are
determined and tabulated in Table II. The final value of the
proton-air cross inelastic section reported by the Telescope
Array collaboration is the average value of the σinelp−air
obtained by the high-energy models QGJSETII.4,
QGSJET01, SIBYLL, and EPOS-LHC and is found to
be equal to ð567.0$ 70.5½Stat&Þ mb.

TABLE I. The value of K obtained for each of the high-energy
models. Each K listed is the single average value of K over the
energy range of 1018.3–1019.3. Note that the values of K shows a
∼3% model uncertainty.

Model K

QGSJETII.4 1.15$ 0.01
QGSJET01 1.22$ 0.01
SIBYLL 1.18$ 0.01
EPOS-LHC 1.19$ 0.01
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FIG. 5 (color online). The proton-air interaction length λp−air in
g=cm2 vs energy in Log10ðeVÞ for the simulated data sets using
CONEX with the high-energy model QGSJETII.4, for the energy
range of the data, between 1018.3 and 1019.3 eV. The circle points
are the λp−air values obtained from the X1 distribution. Triangle
points are the ones determined from reconstructing the λp−air
values using the K-factor method.
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FIG. 6 (color online). The number of events per Xmax bin
(ΔXmax) vs Xmax g=cm2 for the Telescope Array data with the
energy between 1018.3 and 1019.3 eV. The line is the exponential
fit to the slope.
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Dataset	used	in	TA	analysis

• MD	FD	-SD	hybrid	(independent	trigger,	offline	
matching)	=>	Xmax resolution	:	∼23g/cm2

• May	2008	–May	2013	(5	years)
• 439	events
• E=1018.3-1019.3 eV,	<E>=1018.68	eV			√sNN=95TeV

NOTE:	Analysis	using	BR/LR	FDs	hybrid	events	on	going	(x5.7	events)	
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Results

justifies the use of a single average value over the range of
interest.
To confirm that the value of K obtained is valid to

reproduce the interaction length of the model, a plot of
λp−air vs Log10ðEðeVÞÞ is shown in Fig. 5. Each point here
represents 10 000 simulated data sets at that energy. The
circle markers are the λp−air obtained from the X1 distri-
butions from the model, while the triangle markers are the
λp−air obtained from reconstruction using the K-factor
method. Figure 5 shows that using the K-factor method
does indeed reconstruct the expected values of the λp−air for
these simulations. This ensures that the value of K obtained
in this study describe the value of K of the high-energy
models correctly.
The K-factor determined in the procedure described

above is dependent on the hadronic interaction model used
in the air shower Monte Carlo simulation. The high-energy
models used in this study are QGSJETII.4 [16], QGSJET01
[17], SIBYLL [18], and EPOS-LHC [19]. The resultant
values of K determined for these models are summarized in
Table I.

The first measurement of the proton-air cross section
using UHECR was performed by the Fly’s Eye experiment,
which used a calculated value of K ¼ 1.6 and obtained
σinelp−air ¼ 530$ 66 mb [1]. Following the Fly’s Eye result,
the calculated values of K which appeared in the literature
showed a continuous decrease as full Monte Carlo simu-
lations came into use. By 2000, after the development of
modern high-energy hadronic models, the reported K
values still differed by approximately 7% [20]. Since then,
as shown in Table I, more complete hadronic shower
simulations have converged on a smaller value of
K ¼ 1.2, with a model uncertainty of approximately 3%.
Using this lower K value, the Fly’s Eye cross section may
be updated to 392$ 49 mb.

IV. PROTON-AIR CROSS SECTION

The data used in this analysis is the Telescope
Array Middle Drum-Surface Detector hybrid events dis-
cussed in detail in Sec. II. Figure 6 shows the Xmax
distribution together with the exponential unbinned maxi-
mum likelihood fit to the tail between 790 and 1000 g=cm2,
the Λm value from the fit is found to be
ð50.47$ 6.26½Stat&Þ g=cm2.
Consecutively the value of σinelp−air is determined where

σinelp−air ¼ K × 24; 160=Λm mb using Eq. (1). The K values
used are the ones calculated and summarized in the
previous section in Table I. Accordingly the values of
σinelp−air for all the considered hadronic interaction models are
determined and tabulated in Table II. The final value of the
proton-air cross inelastic section reported by the Telescope
Array collaboration is the average value of the σinelp−air
obtained by the high-energy models QGJSETII.4,
QGSJET01, SIBYLL, and EPOS-LHC and is found to
be equal to ð567.0$ 70.5½Stat&Þ mb.

TABLE I. The value of K obtained for each of the high-energy
models. Each K listed is the single average value of K over the
energy range of 1018.3–1019.3. Note that the values of K shows a
∼3% model uncertainty.

Model K

QGSJETII.4 1.15$ 0.01
QGSJET01 1.22$ 0.01
SIBYLL 1.18$ 0.01
EPOS-LHC 1.19$ 0.01
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elevation while the rest view 17°–31°, with a total azimuth
of 112° between southwest and southeast. On the other
hand, the SD is composed of 507 scintillation counters each
3 m2 in area. The SD scintillation counters are spaced on a
1.2 km grid.
The data used in this analysis consists of MD-SD hybrid

events. The MD and SD trigger independently. Off-line, a
hybrid data set is formed by time-matching the events from
the two detectors. In the monocular mode, an event trigger
is recorded by the SD when three adjacent SDs observe a
signal greater than 3 minimum ionizing particles within
8 μs. When a trigger occurs, the signals from all the SDs
within !32 μs with amplitude greater than 0.3 minimum
ionizing particle are also recorded. Moreover, a telescope
event trigger for the MD is recorded when two subclusters
of the 256 PMT cluster triggered within 25 μs. Here a
subcluster is defined as a (4 × 4) 16 PMTs within the 256
PMT cluster. Each subcluster reports a trigger when three
tubes in that subcluster trigger within 25 μs, two of which
are adjacent. Finally, multiple telescope event triggers
within 100 μs would be combined into a single MD event.
Events detected by both detectors (MD and SD) within

2 μs are combined into one hybrid event. The combined
data set with MD and SD time-matched events are then
reprocessed using information from both detectors. The FD

overlooking the sky above the SD array provides the
longitudinal profile of the shower. Meanwhile, the SD
provides the event shower core, particle density, and hence
improves the geometrical reconstruction significantly.
Reference [4] describes the detector monocular and hybrid
reconstructions of the triggered events in more detail.
To achieve the best Xmax resolution, a pattern recognition

technique was applied which selected events with a well-
defined peak in the fluorescence light profile. This tech-
nique is described more completely in Reference [4].
Briefly, each shower profile’s shape was approximated
by a set of right triangles, and a set of cuts on the properties
of these triangles was used to reject Xmax events with a
“flat” profile or an indistinct peak. As shown in
Reference [4], data to Monte Carlo comparison studies
showed good agreement in basic air shower distributions
such as zenith angle, azimuthal angle, and impact param-
eter after these pattern recognition cuts were applied.
The data used in this analysis is the MD-SD hybrid

events collected between May 2008 and May 2013. After
applying the pattern recognition cuts to the data we are left
with 439 events. The energy range for this data set is
between 1018.3 and 1019.3 eV. With an average energy of
1018.68 eV, this is equivalent to a center of mass energy offfiffiffi
s

p
¼ 95 TeV. Finally, the Xmax resolution of this data set

achieved after applying the pattern recognition cuts is
∼23 g=cm2 [4].

III. ANALYSIS

In this paper we determine the value of σinelp−air using the
K-factor method. This method infers the attenuation length
and hence the cross section value from the exponential tail
of the Xmax distribution. This is assuming that the tail of the
Xmax distribution is comprised of the most penetrating/
lighter particles (protons). The tail of the Xmax distribution
is fit to the exponential expð−Xmax

Λm
Þ, where Λm is the

attenuation length. Λm is proportional to the interaction
length λp−air:

Λm ¼ Kλp−air ¼ K
14.45mp

σinelp−air
; ð1Þ

where K is dependent on the shower evolution model. The
departure of K from unity depends on the pion inelastic
cross section and on the inclusive proton and pion cross
sections with the light nuclear atmospheric target [7].
In order to determine K to derive the interaction length

λp−air from the slope of Xmax distribution Λm, we carried out
simulation studies using the one-dimensional air shower
Monte Carlo program CONEX4.37 ([11–13]). The CONEX

program uses a hybrid air shower calculation for the high-
energy part of the shower, and a numerical solution of the
cascade equations for the low-energy part of the shower. This
hybrid approach of simulating the cosmic ray showers
enables CONEX to be very efficient. Using CONEX allows
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FIG. 1 (color online). The Telescope Array detector configu-
ration. The filled squares are the 507 SD scintillators on a 1.2 km
grid. The SD scintillators are enclosed by three fluorescent
detectors shown in filled triangles together with their field of
view in solid lines. The northernmost fluorescence detector is
called Middle Drum while the southern fluorescence detectors are
referred to as Black Rock Mesa and Long Ridge. The filled circle
in the middle equally spaced from the three fluorescence
detectors is the central laser facility used for atmospheric
monitoring and detector calibration.
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Λ% = 50.47 ± 6.26 𝑠𝑡𝑎𝑡 𝑔/𝑐𝑚6

elevation while the rest view 17°–31°, with a total azimuth
of 112° between southwest and southeast. On the other
hand, the SD is composed of 507 scintillation counters each
3 m2 in area. The SD scintillation counters are spaced on a
1.2 km grid.
The data used in this analysis consists of MD-SD hybrid

events. The MD and SD trigger independently. Off-line, a
hybrid data set is formed by time-matching the events from
the two detectors. In the monocular mode, an event trigger
is recorded by the SD when three adjacent SDs observe a
signal greater than 3 minimum ionizing particles within
8 μs. When a trigger occurs, the signals from all the SDs
within !32 μs with amplitude greater than 0.3 minimum
ionizing particle are also recorded. Moreover, a telescope
event trigger for the MD is recorded when two subclusters
of the 256 PMT cluster triggered within 25 μs. Here a
subcluster is defined as a (4 × 4) 16 PMTs within the 256
PMT cluster. Each subcluster reports a trigger when three
tubes in that subcluster trigger within 25 μs, two of which
are adjacent. Finally, multiple telescope event triggers
within 100 μs would be combined into a single MD event.
Events detected by both detectors (MD and SD) within

2 μs are combined into one hybrid event. The combined
data set with MD and SD time-matched events are then
reprocessed using information from both detectors. The FD

overlooking the sky above the SD array provides the
longitudinal profile of the shower. Meanwhile, the SD
provides the event shower core, particle density, and hence
improves the geometrical reconstruction significantly.
Reference [4] describes the detector monocular and hybrid
reconstructions of the triggered events in more detail.
To achieve the best Xmax resolution, a pattern recognition

technique was applied which selected events with a well-
defined peak in the fluorescence light profile. This tech-
nique is described more completely in Reference [4].
Briefly, each shower profile’s shape was approximated
by a set of right triangles, and a set of cuts on the properties
of these triangles was used to reject Xmax events with a
“flat” profile or an indistinct peak. As shown in
Reference [4], data to Monte Carlo comparison studies
showed good agreement in basic air shower distributions
such as zenith angle, azimuthal angle, and impact param-
eter after these pattern recognition cuts were applied.
The data used in this analysis is the MD-SD hybrid

events collected between May 2008 and May 2013. After
applying the pattern recognition cuts to the data we are left
with 439 events. The energy range for this data set is
between 1018.3 and 1019.3 eV. With an average energy of
1018.68 eV, this is equivalent to a center of mass energy offfiffiffi
s

p
¼ 95 TeV. Finally, the Xmax resolution of this data set

achieved after applying the pattern recognition cuts is
∼23 g=cm2 [4].

III. ANALYSIS

In this paper we determine the value of σinelp−air using the
K-factor method. This method infers the attenuation length
and hence the cross section value from the exponential tail
of the Xmax distribution. This is assuming that the tail of the
Xmax distribution is comprised of the most penetrating/
lighter particles (protons). The tail of the Xmax distribution
is fit to the exponential expð−Xmax

Λm
Þ, where Λm is the

attenuation length. Λm is proportional to the interaction
length λp−air:

Λm ¼ Kλp−air ¼ K
14.45mp

σinelp−air
; ð1Þ

where K is dependent on the shower evolution model. The
departure of K from unity depends on the pion inelastic
cross section and on the inclusive proton and pion cross
sections with the light nuclear atmospheric target [7].
In order to determine K to derive the interaction length

λp−air from the slope of Xmax distribution Λm, we carried out
simulation studies using the one-dimensional air shower
Monte Carlo program CONEX4.37 ([11–13]). The CONEX

program uses a hybrid air shower calculation for the high-
energy part of the shower, and a numerical solution of the
cascade equations for the low-energy part of the shower. This
hybrid approach of simulating the cosmic ray showers
enables CONEX to be very efficient. Using CONEX allows
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FIG. 1 (color online). The Telescope Array detector configu-
ration. The filled squares are the 507 SD scintillators on a 1.2 km
grid. The SD scintillators are enclosed by three fluorescent
detectors shown in filled triangles together with their field of
view in solid lines. The northernmost fluorescence detector is
called Middle Drum while the southern fluorescence detectors are
referred to as Black Rock Mesa and Long Ridge. The filled circle
in the middle equally spaced from the three fluorescence
detectors is the central laser facility used for atmospheric
monitoring and detector calibration.
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justifies the use of a single average value over the range of
interest.
To confirm that the value of K obtained is valid to

reproduce the interaction length of the model, a plot of
λp−air vs Log10ðEðeVÞÞ is shown in Fig. 5. Each point here
represents 10 000 simulated data sets at that energy. The
circle markers are the λp−air obtained from the X1 distri-
butions from the model, while the triangle markers are the
λp−air obtained from reconstruction using the K-factor
method. Figure 5 shows that using the K-factor method
does indeed reconstruct the expected values of the λp−air for
these simulations. This ensures that the value of K obtained
in this study describe the value of K of the high-energy
models correctly.
The K-factor determined in the procedure described

above is dependent on the hadronic interaction model used
in the air shower Monte Carlo simulation. The high-energy
models used in this study are QGSJETII.4 [16], QGSJET01
[17], SIBYLL [18], and EPOS-LHC [19]. The resultant
values of K determined for these models are summarized in
Table I.

The first measurement of the proton-air cross section
using UHECR was performed by the Fly’s Eye experiment,
which used a calculated value of K ¼ 1.6 and obtained
σinelp−air ¼ 530$ 66 mb [1]. Following the Fly’s Eye result,
the calculated values of K which appeared in the literature
showed a continuous decrease as full Monte Carlo simu-
lations came into use. By 2000, after the development of
modern high-energy hadronic models, the reported K
values still differed by approximately 7% [20]. Since then,
as shown in Table I, more complete hadronic shower
simulations have converged on a smaller value of
K ¼ 1.2, with a model uncertainty of approximately 3%.
Using this lower K value, the Fly’s Eye cross section may
be updated to 392$ 49 mb.

IV. PROTON-AIR CROSS SECTION

The data used in this analysis is the Telescope
Array Middle Drum-Surface Detector hybrid events dis-
cussed in detail in Sec. II. Figure 6 shows the Xmax
distribution together with the exponential unbinned maxi-
mum likelihood fit to the tail between 790 and 1000 g=cm2,
the Λm value from the fit is found to be
ð50.47$ 6.26½Stat&Þ g=cm2.
Consecutively the value of σinelp−air is determined where

σinelp−air ¼ K × 24; 160=Λm mb using Eq. (1). The K values
used are the ones calculated and summarized in the
previous section in Table I. Accordingly the values of
σinelp−air for all the considered hadronic interaction models are
determined and tabulated in Table II. The final value of the
proton-air cross inelastic section reported by the Telescope
Array collaboration is the average value of the σinelp−air
obtained by the high-energy models QGJSETII.4,
QGSJET01, SIBYLL, and EPOS-LHC and is found to
be equal to ð567.0$ 70.5½Stat&Þ mb.

TABLE I. The value of K obtained for each of the high-energy
models. Each K listed is the single average value of K over the
energy range of 1018.3–1019.3. Note that the values of K shows a
∼3% model uncertainty.

Model K

QGSJETII.4 1.15$ 0.01
QGSJET01 1.22$ 0.01
SIBYLL 1.18$ 0.01
EPOS-LHC 1.19$ 0.01
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FIG. 5 (color online). The proton-air interaction length λp−air in
g=cm2 vs energy in Log10ðeVÞ for the simulated data sets using
CONEX with the high-energy model QGSJETII.4, for the energy
range of the data, between 1018.3 and 1019.3 eV. The circle points
are the λp−air values obtained from the X1 distribution. Triangle
points are the ones determined from reconstructing the λp−air
values using the K-factor method.
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FIG. 6 (color online). The number of events per Xmax bin
(ΔXmax) vs Xmax g=cm2 for the Telescope Array data with the
energy between 1018.3 and 1019.3 eV. The line is the exponential
fit to the slope.
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<E>=1018.68	eV			√sNN=95TeV
Systematic	error	contains
• Hadronic	model	dependence	(±17mb)
• 1%	photon	contamination	(+23mb)
• 20%	He	contamination	(-18mb)

included. This includes the statistical (outer/thinner error
bar) and the systematic (inner/thicker error bar).

V. PROTON-PROTON CROSS SECTION

From the TA proton-air cross section result we can
determine the total proton-proton cross section. The proc-
ess of inferring σp−p from σinelp−air is described in details in
[35], and [36].
The σp−p is calculated from the measured cross section,

also known as the inelastic cross section σinelp−air, using both
Glauber Formalism [37] and the relation:

σinelp−air ¼ σtotalp−air − σelp−air − σqelp−air ð3Þ

Where σtotalp−air is the total cross section, σelp−air is the elastic
cross section and σqelp−air is the quasielastic cross section.
The quasielastic cross section corresponds to scattering
processes in which nuclear excitation occurs without
particle production.
The relation between the σinelp−air and the σp−p is highly

dependent on the forward scattering elastic slope B.

B ¼ d
dt

!
ln
dσelp−p
dt

"

t¼0

ð4Þ

This is shown in the B, σtotalp−p plane in Fig. 8. Here the
solid and dotted curves represent a constant value of σinelp−air
that reflects the Telescope Array measured value and the
statistical fluctuations.
There have been many theories predicting the relation-

ship between B and σp−p. However many of these models
either failed to describe the elastic scattering data, or the

elastic slope energy dependence from the Tevatron
([35,38,39]). A more updated theory using the single
pomeron exchange model while describing the Tevatron
data correctly is not consistent with the Unitarity constraint
([35,40]). Here the unitarity constraint is shown by solid
grey shaded area in Fig. 8. A more recent prediction is the
BHS fit [5]. It is consistent with unitarity while using a
QCD inspired fit to the pp and p̄p data from the Tevatron.
The dashed line in Fig. 8 shows the BHS prediction. Here
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FIG. 7 (color online). The proton-air cross section result of this
work, including the statistical (outer/thinner) and systematic
(inner/thicker) error bar. The result of this work is shown in
comparison to other experimental results [1,2,28–34]. In addi-
tion, the high-energy models (QGSJETII.4, QGSJET01,
SIBYLL, EPOS-LHC) cross section predictions are also shown
by solid line, fine dashed line, dotted line, and dashed line
consecutively.
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V. PROTON-PROTON CROSS SECTION

From the TA proton-air cross section result we can
determine the total proton-proton cross section. The proc-
ess of inferring σp−p from σinelp−air is described in details in
[35], and [36].
The σp−p is calculated from the measured cross section,

also known as the inelastic cross section σinelp−air, using both
Glauber Formalism [37] and the relation:

σinelp−air ¼ σtotalp−air − σelp−air − σqelp−air ð3Þ

Where σtotalp−air is the total cross section, σelp−air is the elastic
cross section and σqelp−air is the quasielastic cross section.
The quasielastic cross section corresponds to scattering
processes in which nuclear excitation occurs without
particle production.
The relation between the σinelp−air and the σp−p is highly

dependent on the forward scattering elastic slope B.

B ¼ d
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ln
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This is shown in the B, σtotalp−p plane in Fig. 8. Here the
solid and dotted curves represent a constant value of σinelp−air
that reflects the Telescope Array measured value and the
statistical fluctuations.
There have been many theories predicting the relation-

ship between B and σp−p. However many of these models
either failed to describe the elastic scattering data, or the

elastic slope energy dependence from the Tevatron
([35,38,39]). A more updated theory using the single
pomeron exchange model while describing the Tevatron
data correctly is not consistent with the Unitarity constraint
([35,40]). Here the unitarity constraint is shown by solid
grey shaded area in Fig. 8. A more recent prediction is the
BHS fit [5]. It is consistent with unitarity while using a
QCD inspired fit to the pp and p̄p data from the Tevatron.
The dashed line in Fig. 8 shows the BHS prediction. Here
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FIG. 7 (color online). The proton-air cross section result of this
work, including the statistical (outer/thinner) and systematic
(inner/thicker) error bar. The result of this work is shown in
comparison to other experimental results [1,2,28–34]. In addi-
tion, the high-energy models (QGSJETII.4, QGSJET01,
SIBYLL, EPOS-LHC) cross section predictions are also shown
by solid line, fine dashed line, dotted line, and dashed line
consecutively.
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FIG. 9 (color online). The proton-proton cross section vs the
center of mass energy result of this work, including the statistical
(outer/thinner) and systematic (inner/thicker) error bars. The p̄p
and the pp data are shown in smaller darker circles and square
symbols consecutively [41]. The recent result from LHC is also
shown by the star marker [42]. The result of this work is shown in
comparison to previous work by cosmic rays detectors
([1,2,29,32]). The dashed curve is the QCD inspired fit by
BHS [7].
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𝜎787QRQ = 1708TTBTU 𝑠𝑡𝑎𝑡 8VW
BVC 𝑠𝑦𝑠 𝑚𝑏

Glauber	calculation	for	nuclear	effect
𝜎789:;:<=> 𝜎787QRQ , 𝐵

(B:	elastic	slope	in	p-p	collision)

• 𝜎789:;:<=> given	by	TA
• 𝜎787QRQ − 𝐵 relation	based	on	a	model	(BHS	

QCD	inspired	fit)
“OK,	on	the	extrapolation	from	low	energy”

Only	that? 9

included. This includes the statistical (outer/thinner error
bar) and the systematic (inner/thicker error bar).

V. PROTON-PROTON CROSS SECTION

From the TA proton-air cross section result we can
determine the total proton-proton cross section. The proc-
ess of inferring σp−p from σinelp−air is described in details in
[35], and [36].
The σp−p is calculated from the measured cross section,

also known as the inelastic cross section σinelp−air, using both
Glauber Formalism [37] and the relation:

σinelp−air ¼ σtotalp−air − σelp−air − σqelp−air ð3Þ

Where σtotalp−air is the total cross section, σelp−air is the elastic
cross section and σqelp−air is the quasielastic cross section.
The quasielastic cross section corresponds to scattering
processes in which nuclear excitation occurs without
particle production.
The relation between the σinelp−air and the σp−p is highly

dependent on the forward scattering elastic slope B.

B ¼ d
dt

!
ln
dσelp−p
dt

"

t¼0

ð4Þ

This is shown in the B, σtotalp−p plane in Fig. 8. Here the
solid and dotted curves represent a constant value of σinelp−air
that reflects the Telescope Array measured value and the
statistical fluctuations.
There have been many theories predicting the relation-

ship between B and σp−p. However many of these models
either failed to describe the elastic scattering data, or the

elastic slope energy dependence from the Tevatron
([35,38,39]). A more updated theory using the single
pomeron exchange model while describing the Tevatron
data correctly is not consistent with the Unitarity constraint
([35,40]). Here the unitarity constraint is shown by solid
grey shaded area in Fig. 8. A more recent prediction is the
BHS fit [5]. It is consistent with unitarity while using a
QCD inspired fit to the pp and p̄p data from the Tevatron.
The dashed line in Fig. 8 shows the BHS prediction. Here

Energy(eV)

12
10

13
10

14
10

15
10

16
10

17
10

18
10

19
10

20
10

(m
b)

p-
ai

r
σ

200

300

400

500

600

700

800

Baltrusaitis et. al. 1999

Honda et. al. 1999

knurenko et. al. 2013

Aiellie et. al. 2009

Mielke et. al. 1994

Siohan et. al. 1978

Aglietta et. al. 2009

Abreu et. al. 2012

Belov et. al. 2007

This Work

QGSJETII-4
Sibyll2.1
QGSJET01
EPOS-LHC

Baltrusaitis et. al. 1999

Honda et. al. 1999

knurenko et. al. 2013

Aiellie et. al. 2009

Mielke et. al. 1994

Siohan et. al. 1978

Aglietta et. al. 2009

Abreu et. al. 2012

Belov et. al. 2007

This Work

FIG. 7 (color online). The proton-air cross section result of this
work, including the statistical (outer/thinner) and systematic
(inner/thicker) error bar. The result of this work is shown in
comparison to other experimental results [1,2,28–34]. In addi-
tion, the high-energy models (QGSJETII.4, QGSJET01,
SIBYLL, EPOS-LHC) cross section predictions are also shown
by solid line, fine dashed line, dotted line, and dashed line
consecutively.

 [mb]
p-p

totσ
40 60 80 100 120 140 160 180 200 220

]
-2

B
 [(

G
eV

/c
)

5

10

15

20

25

30

35

40
496 mb 567 mb 637 mb

FIG. 8. The elastic slope B in (ðGeV=cÞ−2) vs σtotalp−p in mb. The
solid and the dotted curves are the relation between B and σtotalp−p
for the constant value of the measured σinelp−air by the Telescope
Array detector and the statistical error using Glauber Formalism.
The dashed line is the BHS QCD inspired fit [8]. While the gray
shaded area is the unitarity constraint.

(GeV)s
1 10

2
10

3
10

4
10

5
10

(m
b)

p-
p

σ

0

50

100

150

200

250

300

350

Fly’s Eye
Akeno
HiRes
Auger
This work
pbar-p
pp
ppTOTEM

 even (QCD-Fit)
nn

σ

FIG. 9 (color online). The proton-proton cross section vs the
center of mass energy result of this work, including the statistical
(outer/thinner) and systematic (inner/thicker) error bars. The p̄p
and the pp data are shown in smaller darker circles and square
symbols consecutively [41]. The recent result from LHC is also
shown by the star marker [42]. The result of this work is shown in
comparison to previous work by cosmic rays detectors
([1,2,29,32]). The dashed curve is the QCD inspired fit by
BHS [7].

MEASUREMENT OF THE PROTON-AIR CROSS SECTION … PHYSICAL REVIEW D 92, 032007 (2015)

032007-7

Tevatron
LHC	7TeV

TA



𝜎-B :	TA	and	LHC
(not	in	TA	paper)

CERN-EP-2017-321

Proton-proton total cross-section at
p

s = 13TeV 7

Table 4: The observed elastic Nel,obs and inelastic rate Ninel,obs, the fully corrected elastic Nel and inelastic rate
Ninel and the optical point dNel/dt|t=0 of the two data sets (errors where quoted are statistical and systematic).

Data set Unit DS1 DS2
Nel,obs 105729 216825

Ninel,obs 773000 1488343
Nel 4.273 ·105 ±0.5 %±2.3 % 6.660 ·105 ±0.5 %±2.3 %

dNel/dt|t=0 [GeV�2] 8.674 ·106 ±0.4 %±1.6 % 1.356 ·107 ±0.4 %±1.6 %
Ninel 1.097 ·106 ±0.1 %±3.7 % 1.708 ·106 ±0.1 %±3.7 %
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Fig. 3: Differential elastic rate dNel/dt at
p

s = 13 TeV (full physics corrections included) of dataset DS2 with the
exponential fit between |t|min and |t|max. The right panel shows the data in the dip region.

and therefore only a systematic uncertainty equal to the largest estimate is applied, without making any
correction.

2.2.8 Low mass diffraction

The T2 acceptance edge at |h | = 6.5 corresponds to a diffractive mass of about 4.6 GeV (at 50 % effi-
ciency). The low mass diffraction correction, i.e. the contribution of events with all final state particles
at |h | > 6.5, is estimated with QGSJET-II-03 [19] after correcting the fraction of 1h events in the MC
to the one of the data. At 7 TeV, the estimated correction using this procedure was consistent with the
value estimated from data [14]. To account for the large uncertainty of the low mass diffraction contri-
bution and to cover also other predictions [15, 20], the systematic uncertainty is taken to be half of this
correction.

3 Cross sections

3.1 Differential elastic rate and extrapolation to t = 0

After unfolding and including all systematic uncertainties, the differential elastic rate dNel/dt is described
with an exponential and fitted in the |t|min and |t|max range, see Figure 3. The normalized c2/ndf =
50.8/36 = 1.4 is representative of the known deviations from a pure exponential [13].

The stability of the fit has been verified by varying the lower |t| bound. The observed systematic effect
on the slope and on the intercept at t = 0 is negligible compared to the other systematic uncertainties
listed in Table 1. Assuming that the exponential parametrization holds also for |t| < |t|min, the value
dNel/dt|t=0 can be used to determine the total cross section using Eq. (7). The measurements performed
at very high b ⇤ optics will allow the exploration of the |t| region below the present |t|min to probe the
Coulomb-nuclear interference or any other new effect.
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Table 4: The observed elastic Nel,obs and inelastic rate Ninel,obs, the fully corrected elastic Nel and inelastic rate
Ninel and the optical point dNel/dt|t=0 of the two data sets (errors where quoted are statistical and systematic).

Data set Unit DS1 DS2
Nel,obs 105729 216825

Ninel,obs 773000 1488343
Nel 4.273 ·105 ±0.5 %±2.3 % 6.660 ·105 ±0.5 %±2.3 %
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exponential fit between |t|min and |t|max. The right panel shows the data in the dip region.

and therefore only a systematic uncertainty equal to the largest estimate is applied, without making any
correction.

2.2.8 Low mass diffraction

The T2 acceptance edge at |h | = 6.5 corresponds to a diffractive mass of about 4.6 GeV (at 50 % effi-
ciency). The low mass diffraction correction, i.e. the contribution of events with all final state particles
at |h | > 6.5, is estimated with QGSJET-II-03 [19] after correcting the fraction of 1h events in the MC
to the one of the data. At 7 TeV, the estimated correction using this procedure was consistent with the
value estimated from data [14]. To account for the large uncertainty of the low mass diffraction contri-
bution and to cover also other predictions [15, 20], the systematic uncertainty is taken to be half of this
correction.

3 Cross sections

3.1 Differential elastic rate and extrapolation to t = 0

After unfolding and including all systematic uncertainties, the differential elastic rate dNel/dt is described
with an exponential and fitted in the |t|min and |t|max range, see Figure 3. The normalized c2/ndf =
50.8/36 = 1.4 is representative of the known deviations from a pure exponential [13].

The stability of the fit has been verified by varying the lower |t| bound. The observed systematic effect
on the slope and on the intercept at t = 0 is negligible compared to the other systematic uncertainties
listed in Table 1. Assuming that the exponential parametrization holds also for |t| < |t|min, the value
dNel/dt|t=0 can be used to determine the total cross section using Eq. (7). The measurements performed
at very high b ⇤ optics will allow the exploration of the |t| region below the present |t|min to probe the
Coulomb-nuclear interference or any other new effect.
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Fig. 4: (color). Overview of elastic (sel), inelastic (sinel), total (stot) cross section for pp and pp̄ collisions as
a function of

p
s, including TOTEM measurements over the whole energy range explored by the LHC [1, 2, 4–

6, 10, 13, 22–31]. Uncertainty band on theoretical models and/or fits are as described in the legend. The continuous
black lines (lower for pp, upper for pp̄) represent the best fits of the total cross section data by the COMPETE
collaboration [32]. The dashed line results from a fit of the elastic scattering data. The dash-dotted lines refer to
the inelastic cross section and are obtained as the difference between the continuous and dashed fits.
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Muon	problem
• Excess	of	number	of	muons	compared	to	MC	predictions	(deficit	in	MC)
• Review	in	the	next	talk	by	Hans	Dembinski
• Different	sensitivities	of	TA	SD	and	Auger	tank	to	muon	and	EM

The statistical error of the average signal cannot be
simply calculated for R≳ 1500 m. It is because the average
number of air shower particles is less than unity in the
region, so the fraction of SDs with no hit signals is too
large to determine lower and upper errors from the shape of
the signal size distribution. Air shower particles reaching
a SD are expected to be discrete and independent of
each other, and hence we assume the Poisson distribution
fðxÞ ¼ Nxe−N=x!; N is the average value of the distribu-
tion, and x is the variable for the signal size distribution. We
calculated the average signal by the following equation:
n0=nall ¼ fð0Þ ¼ e−N . Here, n0 and nall are the entries of 0
VEM bin and the whole distribution, respectively. The

probability that zero values appear n0 times in nall samples
follows the binomial distribution, and hence the standard
deviation of n0 is calculated as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nallpð1 − pÞ

p
, where p is

n0=nall. Using these considerations, we calculate the
average signal N and the statistical error.
The maximum value of R for the analysis, 4500 m,

corresponds to ∼15 μs for cosmic rays to pass the distance
at close to the speed of light. The difference in a particle
arrival time between a detector located at an air shower core
position on the ground and one in the shower forwarding
direction with R ¼ 4500 m is ∼21 μs for the air shower
with θ ¼ 55°, which is the maximum value of θ in this

FIG. 2. (top) Sample event waveforms of different particle
types in a SD (3 m2 in area) at R ≃ 800 m made by the MC. The
red, green, blue, yellow, magenta and black represent gamma,
electron, muon, other shower components, atmospheric muon
background and the total of them, respectively. (bottom) Same as
top figure, but at R ≃ 2000 m. The components except muons
and pedestals have 0 FADC values in this sample.

FIG. 3. (top) Histograms of the signal size (denoted as S in the
figure) of different particle types in a SD made by the MC for
1018.8 eV< E < 1019.2 eV;0° < θ < 30°; jϕj < 30°, 920m<R<
1040m. The red, green, blue, yellow, magenta and black
represent gamma, electron, muon, other shower components,
atmospheric muon background and the total of them, respectively.
(bottom) Same as the top figure, but for 30° < θ < 45°;
150° < jϕj < 180°, 1910 m < R < 2160 m.
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The simulated cosmic ray energies range from 1016.55 to
1020.55 eV. The simulated zenith angle is isotropically
distributed from 0° to 60°. The azimuth angle and core
position are randomly distributed within the SD array.
The same reconstruction procedure as experimental data
is applied for the MC data set. We sampled simulated
events so that the energy distribution follows the spectrum
measured by the HiRes experiment [29]. The distributions
of the reconstructed shower parameters, such as energy and
zenith angle distributions, are in good agreement between
the experimental data and the MC [16].

IV. ANALYSIS PROCEDURE

A. Data set

Weuse the TASD seven years’data set recorded fromMay
11, 2008, throughMay11, 2015, and the events reconstructed
by the samemethod as the TA spectrum analysis [30] with an
energy range 1018.8 eV < E < 1019.2 eV. In this energy
range, the mass composition of the primary cosmic rays is
consistent with a light component within statistical and
systematic errors as determined by Xmax measurement using
the TA FD [2,3,20,31], where Xmax is the depth in the
atmosphere of air shower maximum; thus, we use the MC
for proton primaries. We used the energy scale corrected by
the FD (reconstructed energy scale) for the experimental data
and the scale not corrected by the FD (thrown energy scale)
for theMC. The correction factor is 27%, which corresponds
to a difference of about 20%–30% in signal sizes of SDs at a
lateral distance of 800m.The experimental data are compared
with the MC using the hadronic models QGSJET II-03,
QGSJET II-04, EPOS1.99 [32] and SIBYLL2.1 [33].

B. Analysis framework

The TA SD, made of plastic scintillators [14], is sensitive
to the electromagnetic (EM) component (electrons and
gammas) that is the predominant part of secondary particles
from the air showers. The conversion rate of gammas to
electrons in the TA SD is ∼20% at 1 GeV. To increase the
ratio of muons in SD signals, we used the following
analysis approach. First, we define the condition of the
high muon purity using the MC. Then, we compare the
observed signal size from air shower particles with the MC
prediction under the high muon purity condition.
The secondary particles generated in the atmosphere are

attenuated by the interaction with atmospheric particles,
and they decay before they reach the ground. The EM
components experience greater attenuation than muons
over the same path length, because the EM components
largely lose their energy by the pair production and
bremsstrahlung in the shower development but muons
can penetrate the atmosphere down to the ground before
their decay. Hence, the ratio of the energy deposit of air
shower muons to that of all particles, which consist of
air shower and background components, in SD signals

(hereafter, this ratio is described as the muon purity) is
expected to be larger for SDs more distant from secondary
particle generation points on the shower axis. We classify
the detector hits in the air shower events of the data set
using θ (the zenith angle), ϕ (the azimuth angle relative to
the shower arrival direction projected onto the ground)
and R (the distance from a shower axis). The geometry
definition is described in Fig. 1. When θ; jϕj or R values
become large, the path length of air shower particles
increases, and then the muon purity in SD signals is
expected to be high.
The integrated FADC is calculated for each SD partici-

pating in the event. The FADC count, converted to VEM
units, is entered in the histogram of the corresponding
(θ;ϕ; R) bin. Figures 2 and 3 show sample waveforms and
histograms for each particle type. One detector signal
corresponds to one entry in the histogram. An SD which
has no signal is assigned to the 0 VEM bin of the histogram.
Since the cut on hit signals less than about 1.4 VEM is
applied to the total (black), there are remaining entries
below the signal size for other components (other colors).
Figure 4 shows the lateral distributions of SD signals and
the muon purity. The muon purity is mainly 60%–70% on
the high muon purity condition (30° < θ < 45°; 150° <
jϕj < 180°, 2000 m < R < 4000 m). We use these con-
ditions to select high muon purity events for the compari-
son of the data with the MC.

FIG. 1. (top) Geometry definition of the muon analysis. A SD
location on the ground is selected by ϕ and R to reduce the EM
background. The muon purity in the SD signal is calculated in
each (ϕ; R) bin. There are six bins for ϕ and 18 bins for R from
500 to 4500 m. The red shaded region in the figure shows the bin
for 150° < jϕj < 180° where the distance from the particle
generation points on the shower axis is relatively larger than
other ϕ bins, which is expected to be the less EM background bin.
(bottom) Top view for the ϕ definition.
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Method	in	TA	analysis	:	muon	purity
• Muon	purity	P

𝑃 =
𝐸]
𝐸9>>

= 𝑓(𝜃, 𝜙, 𝑅)

is	defined	by	MC	but	only	a	function	of	geometrical	parameters
• Large	P	with	large	𝜃,	𝜙,	R
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The simulated cosmic ray energies range from 1016.55 to
1020.55 eV. The simulated zenith angle is isotropically
distributed from 0° to 60°. The azimuth angle and core
position are randomly distributed within the SD array.
The same reconstruction procedure as experimental data
is applied for the MC data set. We sampled simulated
events so that the energy distribution follows the spectrum
measured by the HiRes experiment [29]. The distributions
of the reconstructed shower parameters, such as energy and
zenith angle distributions, are in good agreement between
the experimental data and the MC [16].

IV. ANALYSIS PROCEDURE

A. Data set

Weuse the TASD seven years’data set recorded fromMay
11, 2008, throughMay11, 2015, and the events reconstructed
by the samemethod as the TA spectrum analysis [30] with an
energy range 1018.8 eV < E < 1019.2 eV. In this energy
range, the mass composition of the primary cosmic rays is
consistent with a light component within statistical and
systematic errors as determined by Xmax measurement using
the TA FD [2,3,20,31], where Xmax is the depth in the
atmosphere of air shower maximum; thus, we use the MC
for proton primaries. We used the energy scale corrected by
the FD (reconstructed energy scale) for the experimental data
and the scale not corrected by the FD (thrown energy scale)
for theMC. The correction factor is 27%, which corresponds
to a difference of about 20%–30% in signal sizes of SDs at a
lateral distance of 800m.The experimental data are compared
with the MC using the hadronic models QGSJET II-03,
QGSJET II-04, EPOS1.99 [32] and SIBYLL2.1 [33].

B. Analysis framework

The TA SD, made of plastic scintillators [14], is sensitive
to the electromagnetic (EM) component (electrons and
gammas) that is the predominant part of secondary particles
from the air showers. The conversion rate of gammas to
electrons in the TA SD is ∼20% at 1 GeV. To increase the
ratio of muons in SD signals, we used the following
analysis approach. First, we define the condition of the
high muon purity using the MC. Then, we compare the
observed signal size from air shower particles with the MC
prediction under the high muon purity condition.
The secondary particles generated in the atmosphere are

attenuated by the interaction with atmospheric particles,
and they decay before they reach the ground. The EM
components experience greater attenuation than muons
over the same path length, because the EM components
largely lose their energy by the pair production and
bremsstrahlung in the shower development but muons
can penetrate the atmosphere down to the ground before
their decay. Hence, the ratio of the energy deposit of air
shower muons to that of all particles, which consist of
air shower and background components, in SD signals

(hereafter, this ratio is described as the muon purity) is
expected to be larger for SDs more distant from secondary
particle generation points on the shower axis. We classify
the detector hits in the air shower events of the data set
using θ (the zenith angle), ϕ (the azimuth angle relative to
the shower arrival direction projected onto the ground)
and R (the distance from a shower axis). The geometry
definition is described in Fig. 1. When θ; jϕj or R values
become large, the path length of air shower particles
increases, and then the muon purity in SD signals is
expected to be high.
The integrated FADC is calculated for each SD partici-

pating in the event. The FADC count, converted to VEM
units, is entered in the histogram of the corresponding
(θ;ϕ; R) bin. Figures 2 and 3 show sample waveforms and
histograms for each particle type. One detector signal
corresponds to one entry in the histogram. An SD which
has no signal is assigned to the 0 VEM bin of the histogram.
Since the cut on hit signals less than about 1.4 VEM is
applied to the total (black), there are remaining entries
below the signal size for other components (other colors).
Figure 4 shows the lateral distributions of SD signals and
the muon purity. The muon purity is mainly 60%–70% on
the high muon purity condition (30° < θ < 45°; 150° <
jϕj < 180°, 2000 m < R < 4000 m). We use these con-
ditions to select high muon purity events for the compari-
son of the data with the MC.

FIG. 1. (top) Geometry definition of the muon analysis. A SD
location on the ground is selected by ϕ and R to reduce the EM
background. The muon purity in the SD signal is calculated in
each (ϕ; R) bin. There are six bins for ϕ and 18 bins for R from
500 to 4500 m. The red shaded region in the figure shows the bin
for 150° < jϕj < 180° where the distance from the particle
generation points on the shower axis is relatively larger than
other ϕ bins, which is expected to be the less EM background bin.
(bottom) Top view for the ϕ definition.
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𝜙=0∘ :	shower	arrival	side
𝜙=180∘:	shower	going	side



Dataset	and	MC

• Dataset
• May	11,	2008	– May	11,	2015	(7	years)
• 18.8	<	log10(EFD/eV)	<	19.2
• EFD =	ESD/1.27

• MC
• E	:	thrown	(true)	energy
• Reference	:	QGSJET	II-03	proton
• MC	:	CORSIKA	6.960	(FLUKA2008.3C+EGS4),	thinning	+	
dethinning

• Detector	:	GEANT4
• 16.55	<	log10(E/eV)	<	20.55
• 0∘<𝜃<60∘
• 0.05	accidental	muons	/	station	/±32𝜇s
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Purity	vs.	R	(MC:	QGSJET	II-03)

analysis. This is shorter than the trigger time period to
sample the SDs (!32 μs); thus we assume that air shower
particles reaching the SDs later than the period are
negligible.

V. RESULTS

A. Comparison of data with MC

Figure 5 shows the lateral distributions of the signal and
the ratio of the data to proton MC using the QGSJET II-03
hadronic interaction model. The average ratios of the data

to the MC are calculated to be 1.72!0.10ðstatÞ!0.37ðsystÞ
at 1910m<R<2160m and 3.14! 0.36ðstatÞ ! 0.69ðsystÞ
at 2760 m < R < 3120 m. The systematic uncertainty is
explained in Sec. V B. The observed lateral distribution falls
down slower than the MC. The data become closer to the
MC at R≳ 4000 m, since the atmospheric muon back-
ground dominates the SD signals at the distance.
Figure 6 shows the lateral distributions of the signal

and the ratio of the data to the MC with other hadronic
interaction models; QGSJET II-03, QGSJET II-04,
EPOS1.99 and SIBYLL2.1. The ratios of the data to the MC

FIG. 4. (top) Lateral distributions of the air shower average
signal of the MC with QGSJET II-03 for 30° < θ < 45°;
150° < jϕj < 180°, 500 m < R < 4500 m. The red, green, blue,
yellow, magenta and black represent gamma, electron, muon,
other shower components, atmospheric muon background and
the total of them, respectively. The vertical error bar shows the
standard deviation. (bottom) Lateral distributions of the muon
purity. The violet and orange show calculations with and without
the atmospheric muon background, respectively.

FIG. 5. Lateral distributions of air showers of the data and the
MC for 30°<θ<45°;150°< jϕj<180°, 1500 m < R < 4500 m.
The vertical thin error bars and shaded grey thick error bars
represent statistical errors and quadratic sums of statistical and
systematic errors, respectively. (top) Lateral distributions of the
average signal assuming the histograms follow the Poisson
distribution, denoted as N in the figure. The black and red points
represent the data and the MC, respectively. (bottom) The average
ratio of the data to the MC.
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analysis. This is shorter than the trigger time period to
sample the SDs (!32 μs); thus we assume that air shower
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FIG. 4. (top) Lateral distributions of the air shower average
signal of the MC with QGSJET II-03 for 30° < θ < 45°;
150° < jϕj < 180°, 500 m < R < 4500 m. The red, green, blue,
yellow, magenta and black represent gamma, electron, muon,
other shower components, atmospheric muon background and
the total of them, respectively. The vertical error bar shows the
standard deviation. (bottom) Lateral distributions of the muon
purity. The violet and orange show calculations with and without
the atmospheric muon background, respectively.

FIG. 5. Lateral distributions of air showers of the data and the
MC for 30°<θ<45°;150°< jϕj<180°, 1500 m < R < 4500 m.
The vertical thin error bars and shaded grey thick error bars
represent statistical errors and quadratic sums of statistical and
systematic errors, respectively. (top) Lateral distributions of the
average signal assuming the histograms follow the Poisson
distribution, denoted as N in the figure. The black and red points
represent the data and the MC, respectively. (bottom) The average
ratio of the data to the MC.
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• 30∘<𝜃<45∘ ,	150∘<𝜙<180∘
• 2000m<R<4000m	:	high	muon	purity	sample
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Result	1	(data/MC	vs.	R)

analysis. This is shorter than the trigger time period to
sample the SDs (!32 μs); thus we assume that air shower
particles reaching the SDs later than the period are
negligible.

V. RESULTS

A. Comparison of data with MC

Figure 5 shows the lateral distributions of the signal and
the ratio of the data to proton MC using the QGSJET II-03
hadronic interaction model. The average ratios of the data

to the MC are calculated to be 1.72!0.10ðstatÞ!0.37ðsystÞ
at 1910m<R<2160m and 3.14! 0.36ðstatÞ ! 0.69ðsystÞ
at 2760 m < R < 3120 m. The systematic uncertainty is
explained in Sec. V B. The observed lateral distribution falls
down slower than the MC. The data become closer to the
MC at R≳ 4000 m, since the atmospheric muon back-
ground dominates the SD signals at the distance.
Figure 6 shows the lateral distributions of the signal

and the ratio of the data to the MC with other hadronic
interaction models; QGSJET II-03, QGSJET II-04,
EPOS1.99 and SIBYLL2.1. The ratios of the data to the MC

FIG. 4. (top) Lateral distributions of the air shower average
signal of the MC with QGSJET II-03 for 30° < θ < 45°;
150° < jϕj < 180°, 500 m < R < 4500 m. The red, green, blue,
yellow, magenta and black represent gamma, electron, muon,
other shower components, atmospheric muon background and
the total of them, respectively. The vertical error bar shows the
standard deviation. (bottom) Lateral distributions of the muon
purity. The violet and orange show calculations with and without
the atmospheric muon background, respectively.

FIG. 5. Lateral distributions of air showers of the data and the
MC for 30°<θ<45°;150°< jϕj<180°, 1500 m < R < 4500 m.
The vertical thin error bars and shaded grey thick error bars
represent statistical errors and quadratic sums of statistical and
systematic errors, respectively. (top) Lateral distributions of the
average signal assuming the histograms follow the Poisson
distribution, denoted as N in the figure. The black and red points
represent the data and the MC, respectively. (bottom) The average
ratio of the data to the MC.
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other shower components, atmospheric muon background and
the total of them, respectively. The vertical error bar shows the
standard deviation. (bottom) Lateral distributions of the muon
purity. The violet and orange show calculations with and without
the atmospheric muon background, respectively.

FIG. 5. Lateral distributions of air showers of the data and the
MC for 30°<θ<45°;150°< jϕj<180°, 1500 m < R < 4500 m.
The vertical thin error bars and shaded grey thick error bars
represent statistical errors and quadratic sums of statistical and
systematic errors, respectively. (top) Lateral distributions of the
average signal assuming the histograms follow the Poisson
distribution, denoted as N in the figure. The black and red points
represent the data and the MC, respectively. (bottom) The average
ratio of the data to the MC.
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• Ndata/NMC >1	and		increases	with	R
• Ndata/NMC =>	1	@	R>4000m	because	

BG	dominates

and 1.30! 0.06ðstatÞ ! 0.29ðsystÞ, respectively. This fig-
ure shows larger differences in signal sizes between the data
and the MC for conditions of higher muon purity.

B. Systematic uncertainty

FD energy determination: One of the systematic uncer-
tainties of this work is caused by the uncertainty of the TA
FD energy measurement, which is 21% [21]. According to
the generalized Heitler model of hadronic air showers, the
number of particles from the EM and muonic components
of the showers is proportional to E1.03 and E0.85, respec-
tively, where E is the primary cosmic ray energy [34].
In this analysis, SD signals include both EM and muon
components, with a muon fraction of 60%–70%. We
conservatively assume the signal size is proportional to
E and apply the systematic uncertainty of !21% to the
measurement.
1 MIP calibration: 1 MIP signal size is determined by

fitting a histogram of single atmospheric muons and
searching for the peak position of the histogram. The
accuracy of this calibration method is calculated as
ϵ1mip=S1mip, where S1mip is the peak value of the histogram
determined by fitting and ϵ1mip is the fitting error of S1mip.
We calculate the average value of ϵ1mip=S1mip using all the
SD signals in the data set to estimate the systematic error.
The calculated error value is !1.2%.

Atmospheric muon cut: In the TA SD event reconstruction,
we perform a cut on the SD signals not included in space-
time clusters. This procedure reduces random atmospheric
muon background in the data set. We calculated the
systematic error of this procedure as the difference in the
cut signal ratio between the data and the MC, that is
!jðScut=Sno cutÞdata − ðScut=Sno cutÞMCj=2. Here, Scut and
Sno cut are the signal before and after the cut, respectively.
To avoid air shower signals affecting the calculation, we used
the bin at 4000 m≲ R < 4500 m. The background in that
bin is expected to be larger than each air shower component
from the MC. The calculated error is !1%.
Poisson distribution assumption: In this analysis, we

calculated the average signal from air showers with an
assumption of the signal size distribution following the
Poisson distribution. It is possible that these distributions
do not match due to a smearing effect of signals in the
SD. We calculate the systematic error from this assumption
by comparing the average signal using the Poisson
distribution, N, with the simple averaged value, S;
!jðSdata=SMC − Ndata=NMCÞ=ðNdata=NMCÞj=2. The calcu-
lated values have R dependence and are within !4%.
Event reconstruction: The TA SD reconstruction pro-

cedure uses the SDs in the lateral distribution fitting
without separating them by the azimuth angle. The signal
size of air showers in the shower arrival direction is larger
than that in the shower forwarding direction compared in
the same R, and thus the reconstructed core position has a
systematic shift on the side of the air shower arrival
direction. If the shift of the data is different from that of
the MC, it will result in a systematic error. However, we
cannot compare the shift between the data and the MC
since the “true” air shower geometry of the data is not
given. Instead, we calculated the bias of the signal size from
the shift, that is!ðNin − NrecÞ=Nrec=2, using the MC. Here,
Nrec and Nin are the signal size with reconstructed event
parameters (E, θ, ϕ and core position) and the same with
input ones, respectively. The calculated values have R
dependence and are in the range of 4%–13%.We used them
as the systematic error.
SDs not working properly: The average duty cycle of the

SD array is approximately 95%, and hence 5% of SDs in

FIG. 8. The correlation between the muon purity and the ratio
of the signal size of the data to the MC with QGSJET II-03 for
2000 m < R < 4000 m. The black, red, green, blue, orange and
magenta represent jϕj < 30°, 30° < jϕj < 60°, 60° < jϕj < 90°,
90° < jϕj < 120°, 120° < jϕj < 150° and 150° < jϕj < 180°,
respectively. The open circle, filled circle and cross represent
θ < 30°, 30° < θ < 45° and 45° < θ < 55°, respectively. The
vertical thin error bars and shaded thick error bars represent
statistical errors and quadratic sums of statistical and systematic
errors, respectively.

TABLE II. Summary of systematic errors in the TA SD signal
on the condition 30° < θ < 45°, 150° < jϕj < 180° and
2000 m < R < 4000 m.

Source Systematic error

FD energy determination !21%
1 MIP calibration !1.2%
Atmospheric muon cut !1%
Poisson distribution assumption !ð<4%Þ
Event reconstruction !ð4–13%Þ
SDs not working properly !ð<1%Þ

Total !ð22–24%Þ
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Result	2	
(model	and	mass	dependences)

• Same	trend	with	all	models
• Same	trend	with	Fe	primary,	but	less	excess

with QGSJET II-04 for proton are 1.67! 0.10ðstatÞ !
0.36ðsystÞ at 1910m<R<2160m and 2.75!0.32ðstatÞ!
0.60ðsystÞ at 2760 m < R < 3120 m. The observed lateral
distribution (circles) decreases less with radial distance than
that of all hadronic interaction models (other points).
We calculated lateral distributions for iron showers

using the MC with QGSJET II-03. Figure 7 shows lateral
distributions of the ratio of the data to the MCs for the
proton and iron. The average signal of the data is larger than
the MC for iron for R≳ 2500 m. For the smaller distances,

the difference between the data and the MC for iron is
smaller than systematic errors. Table I summarizes the
results in each R.
Figure 8 shows the correlation between the muon purity

expected from the MC and the ratio of the signal size of the
data to that of the MC. We loosened the cut condition of
the zenith angle of air showers from 45° to 55° to see the
correlation precisely. On the high muon purity condition
(30°<θ<45°;150°< jϕj<180°, 2000 m < R < 4000 m,
magenta filled circle in Fig. 8), the muon purity and the
ratio of the data to the MC are 65% and 1.88! 0.08ðstatÞ!
0.42ðsystÞ, respectively. In the case of the low muon
purity condition (θ<30°;jϕj<30°;2000m<R<4000m,
black open circle in Fig. 8), they are calculated to be 28%

FIG. 6. Same as Fig. 5, but with the MCs using other hadronic
models. (top) Lateral distributions of the average signal size
assuming the histograms follow the Poisson distribution. The
black, red, blue, green and yellow represent data, QGSJET II-03,
QGSJET II-04, EPOS1.99 and SIBYLL2.1, respectively. To make
error bars easy to see, the plots for the latter three models are
shifted to the right. (bottom) The average ratio of the data to the
MC. The color corresponds to MC hadronic models described in
the top figure.

FIG. 7. Ratios of the signal size of the data to the MCs for the
proton and iron. The red and blue points represent the ratios of
the data to the MC for proton and that for iron, respectively. The
vertical thin error bars and shaded thick error bars represent
statistical errors and quadratic sums of statistical and systematic
errors, respectively.

TABLE I. Ratio of observed SD signal sizes to MC predictions
using QGSJET II-03 as a function of R. Errors due to statistical
error (stat.) and systematic error (syst.) are described.

R (m) Ratio!σstat ! σsyst

Proton Iron

[1500, 1695] 1.47þ0.09
−0.08 ! 0.35 1.16þ0.07

−0.06 ! 0.28
[1695, 1915] 1.56þ0.09

−0.08 ! 0.35 1.16! 0.06! 0.26
[1915, 2160] 1.72! 0.10! 0.37 1.26! 0.07! 0.27
[2160, 2445] 1.69! 0.12! 0.37 1.22! 0.08! 0.27
[2445, 2760] 2.05! 0.18! 0.46 1.38! 0.11! 0.31
[2760, 3120] 3.14! 0.36! 0.69 1.74! 0.19! 0.38
[3120, 3525] 3.49! 0.68! 0.86 1.71! 0.30! 0.42
[3525, 4180] 5.18! 1.64! 1.27 2.96! 0.83! 0.72
[4180, 4500] 1.85! 1.95! 1.81 0.99! 0.99! 0.96
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with QGSJET II-04 for proton are 1.67! 0.10ðstatÞ !
0.36ðsystÞ at 1910m<R<2160m and 2.75!0.32ðstatÞ!
0.60ðsystÞ at 2760 m < R < 3120 m. The observed lateral
distribution (circles) decreases less with radial distance than
that of all hadronic interaction models (other points).
We calculated lateral distributions for iron showers

using the MC with QGSJET II-03. Figure 7 shows lateral
distributions of the ratio of the data to the MCs for the
proton and iron. The average signal of the data is larger than
the MC for iron for R≳ 2500 m. For the smaller distances,

the difference between the data and the MC for iron is
smaller than systematic errors. Table I summarizes the
results in each R.
Figure 8 shows the correlation between the muon purity

expected from the MC and the ratio of the signal size of the
data to that of the MC. We loosened the cut condition of
the zenith angle of air showers from 45° to 55° to see the
correlation precisely. On the high muon purity condition
(30°<θ<45°;150°< jϕj<180°, 2000 m < R < 4000 m,
magenta filled circle in Fig. 8), the muon purity and the
ratio of the data to the MC are 65% and 1.88! 0.08ðstatÞ!
0.42ðsystÞ, respectively. In the case of the low muon
purity condition (θ<30°; jϕj<30°;2000m<R<4000m,
black open circle in Fig. 8), they are calculated to be 28%

FIG. 6. Same as Fig. 5, but with the MCs using other hadronic
models. (top) Lateral distributions of the average signal size
assuming the histograms follow the Poisson distribution. The
black, red, blue, green and yellow represent data, QGSJET II-03,
QGSJET II-04, EPOS1.99 and SIBYLL2.1, respectively. To make
error bars easy to see, the plots for the latter three models are
shifted to the right. (bottom) The average ratio of the data to the
MC. The color corresponds to MC hadronic models described in
the top figure.

FIG. 7. Ratios of the signal size of the data to the MCs for the
proton and iron. The red and blue points represent the ratios of
the data to the MC for proton and that for iron, respectively. The
vertical thin error bars and shaded thick error bars represent
statistical errors and quadratic sums of statistical and systematic
errors, respectively.

TABLE I. Ratio of observed SD signal sizes to MC predictions
using QGSJET II-03 as a function of R. Errors due to statistical
error (stat.) and systematic error (syst.) are described.

R (m) Ratio!σstat ! σsyst

Proton Iron

[1500, 1695] 1.47þ0.09
−0.08 ! 0.35 1.16þ0.07

−0.06 ! 0.28
[1695, 1915] 1.56þ0.09

−0.08 ! 0.35 1.16! 0.06! 0.26
[1915, 2160] 1.72! 0.10! 0.37 1.26! 0.07! 0.27
[2160, 2445] 1.69! 0.12! 0.37 1.22! 0.08! 0.27
[2445, 2760] 2.05! 0.18! 0.46 1.38! 0.11! 0.31
[2760, 3120] 3.14! 0.36! 0.69 1.74! 0.19! 0.38
[3120, 3525] 3.49! 0.68! 0.86 1.71! 0.30! 0.42
[3525, 4180] 5.18! 1.64! 1.27 2.96! 0.83! 0.72
[4180, 4500] 1.85! 1.95! 1.81 0.99! 0.99! 0.96
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Result	3	
(P	dependence	with	various	𝜃,	𝜙)

• Large	Ndata/NMC in	the	large	P	
sample

• Energy	scale	uncertainty	
dominates	the	systematic.		This	
error	is	correlated	between	
data	points.

and 1.30! 0.06ðstatÞ ! 0.29ðsystÞ, respectively. This fig-
ure shows larger differences in signal sizes between the data
and the MC for conditions of higher muon purity.

B. Systematic uncertainty

FD energy determination: One of the systematic uncer-
tainties of this work is caused by the uncertainty of the TA
FD energy measurement, which is 21% [21]. According to
the generalized Heitler model of hadronic air showers, the
number of particles from the EM and muonic components
of the showers is proportional to E1.03 and E0.85, respec-
tively, where E is the primary cosmic ray energy [34].
In this analysis, SD signals include both EM and muon
components, with a muon fraction of 60%–70%. We
conservatively assume the signal size is proportional to
E and apply the systematic uncertainty of !21% to the
measurement.
1 MIP calibration: 1 MIP signal size is determined by

fitting a histogram of single atmospheric muons and
searching for the peak position of the histogram. The
accuracy of this calibration method is calculated as
ϵ1mip=S1mip, where S1mip is the peak value of the histogram
determined by fitting and ϵ1mip is the fitting error of S1mip.
We calculate the average value of ϵ1mip=S1mip using all the
SD signals in the data set to estimate the systematic error.
The calculated error value is !1.2%.

Atmospheric muon cut: In the TA SD event reconstruction,
we perform a cut on the SD signals not included in space-
time clusters. This procedure reduces random atmospheric
muon background in the data set. We calculated the
systematic error of this procedure as the difference in the
cut signal ratio between the data and the MC, that is
!jðScut=Sno cutÞdata − ðScut=Sno cutÞMCj=2. Here, Scut and
Sno cut are the signal before and after the cut, respectively.
To avoid air shower signals affecting the calculation, we used
the bin at 4000 m≲ R < 4500 m. The background in that
bin is expected to be larger than each air shower component
from the MC. The calculated error is !1%.
Poisson distribution assumption: In this analysis, we

calculated the average signal from air showers with an
assumption of the signal size distribution following the
Poisson distribution. It is possible that these distributions
do not match due to a smearing effect of signals in the
SD. We calculate the systematic error from this assumption
by comparing the average signal using the Poisson
distribution, N, with the simple averaged value, S;
!jðSdata=SMC − Ndata=NMCÞ=ðNdata=NMCÞj=2. The calcu-
lated values have R dependence and are within !4%.
Event reconstruction: The TA SD reconstruction pro-

cedure uses the SDs in the lateral distribution fitting
without separating them by the azimuth angle. The signal
size of air showers in the shower arrival direction is larger
than that in the shower forwarding direction compared in
the same R, and thus the reconstructed core position has a
systematic shift on the side of the air shower arrival
direction. If the shift of the data is different from that of
the MC, it will result in a systematic error. However, we
cannot compare the shift between the data and the MC
since the “true” air shower geometry of the data is not
given. Instead, we calculated the bias of the signal size from
the shift, that is!ðNin − NrecÞ=Nrec=2, using the MC. Here,
Nrec and Nin are the signal size with reconstructed event
parameters (E, θ, ϕ and core position) and the same with
input ones, respectively. The calculated values have R
dependence and are in the range of 4%–13%.We used them
as the systematic error.
SDs not working properly: The average duty cycle of the

SD array is approximately 95%, and hence 5% of SDs in

FIG. 8. The correlation between the muon purity and the ratio
of the signal size of the data to the MC with QGSJET II-03 for
2000 m < R < 4000 m. The black, red, green, blue, orange and
magenta represent jϕj < 30°, 30° < jϕj < 60°, 60° < jϕj < 90°,
90° < jϕj < 120°, 120° < jϕj < 150° and 150° < jϕj < 180°,
respectively. The open circle, filled circle and cross represent
θ < 30°, 30° < θ < 45° and 45° < θ < 55°, respectively. The
vertical thin error bars and shaded thick error bars represent
statistical errors and quadratic sums of statistical and systematic
errors, respectively.

TABLE II. Summary of systematic errors in the TA SD signal
on the condition 30° < θ < 45°, 150° < jϕj < 180° and
2000 m < R < 4000 m.

Source Systematic error

FD energy determination !21%
1 MIP calibration !1.2%
Atmospheric muon cut !1%
Poisson distribution assumption !ð<4%Þ
Event reconstruction !ð4–13%Þ
SDs not working properly !ð<1%Þ

Total !ð22–24%Þ
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Summary
• Cross	section	measurement

• σf8ghihjkl = 567.0 ± 70.5[stat]86AB6C[sys] mb is	determined	
using	MD	station	FD	data

• σf8fsts = 1708TTBTU stat 8VWBVC sys mb is	obtained	using	Glauber
calculation	and	QCD	model	of	σf8fsts − B relation

• Cross	section	and	B	are	consistent	with	the	most	recent	
extrapolation	from	low	energy	

• Ongoing	analysis	increases	statistics	x5.7

20

with QGSJET II-04 for proton are 1.67! 0.10ðstatÞ !
0.36ðsystÞ at 1910m<R<2160m and 2.75!0.32ðstatÞ!
0.60ðsystÞ at 2760 m < R < 3120 m. The observed lateral
distribution (circles) decreases less with radial distance than
that of all hadronic interaction models (other points).
We calculated lateral distributions for iron showers

using the MC with QGSJET II-03. Figure 7 shows lateral
distributions of the ratio of the data to the MCs for the
proton and iron. The average signal of the data is larger than
the MC for iron for R≳ 2500 m. For the smaller distances,

the difference between the data and the MC for iron is
smaller than systematic errors. Table I summarizes the
results in each R.
Figure 8 shows the correlation between the muon purity

expected from the MC and the ratio of the signal size of the
data to that of the MC. We loosened the cut condition of
the zenith angle of air showers from 45° to 55° to see the
correlation precisely. On the high muon purity condition
(30°<θ<45°;150°< jϕj<180°, 2000 m < R < 4000 m,
magenta filled circle in Fig. 8), the muon purity and the
ratio of the data to the MC are 65% and 1.88! 0.08ðstatÞ!
0.42ðsystÞ, respectively. In the case of the low muon
purity condition (θ<30°;jϕj<30°;2000m<R<4000m,
black open circle in Fig. 8), they are calculated to be 28%

FIG. 6. Same as Fig. 5, but with the MCs using other hadronic
models. (top) Lateral distributions of the average signal size
assuming the histograms follow the Poisson distribution. The
black, red, blue, green and yellow represent data, QGSJET II-03,
QGSJET II-04, EPOS1.99 and SIBYLL2.1, respectively. To make
error bars easy to see, the plots for the latter three models are
shifted to the right. (bottom) The average ratio of the data to the
MC. The color corresponds to MC hadronic models described in
the top figure.

FIG. 7. Ratios of the signal size of the data to the MCs for the
proton and iron. The red and blue points represent the ratios of
the data to the MC for proton and that for iron, respectively. The
vertical thin error bars and shaded thick error bars represent
statistical errors and quadratic sums of statistical and systematic
errors, respectively.

TABLE I. Ratio of observed SD signal sizes to MC predictions
using QGSJET II-03 as a function of R. Errors due to statistical
error (stat.) and systematic error (syst.) are described.

R (m) Ratio!σstat ! σsyst

Proton Iron

[1500, 1695] 1.47þ0.09
−0.08 ! 0.35 1.16þ0.07

−0.06 ! 0.28
[1695, 1915] 1.56þ0.09

−0.08 ! 0.35 1.16! 0.06! 0.26
[1915, 2160] 1.72! 0.10! 0.37 1.26! 0.07! 0.27
[2160, 2445] 1.69! 0.12! 0.37 1.22! 0.08! 0.27
[2445, 2760] 2.05! 0.18! 0.46 1.38! 0.11! 0.31
[2760, 3120] 3.14! 0.36! 0.69 1.74! 0.19! 0.38
[3120, 3525] 3.49! 0.68! 0.86 1.71! 0.30! 0.42
[3525, 4180] 5.18! 1.64! 1.27 2.96! 0.83! 0.72
[4180, 4500] 1.85! 1.95! 1.81 0.99! 0.99! 0.96
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• Muon	analysis
• Signal	excess	w.r.t.	MC	is	observed	in	high	
muon	purity	samples	

=>	indicating	muon	excess
• In	other	words,	observed	lateral	distribution	
is	not	reproduced	by	MC	simulations

TA	is	powerful	to	test	hadronic	interaction	beyond	LHC	energy
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K-factor	method

elevation while the rest view 17°–31°, with a total azimuth
of 112° between southwest and southeast. On the other
hand, the SD is composed of 507 scintillation counters each
3 m2 in area. The SD scintillation counters are spaced on a
1.2 km grid.
The data used in this analysis consists of MD-SD hybrid

events. The MD and SD trigger independently. Off-line, a
hybrid data set is formed by time-matching the events from
the two detectors. In the monocular mode, an event trigger
is recorded by the SD when three adjacent SDs observe a
signal greater than 3 minimum ionizing particles within
8 μs. When a trigger occurs, the signals from all the SDs
within !32 μs with amplitude greater than 0.3 minimum
ionizing particle are also recorded. Moreover, a telescope
event trigger for the MD is recorded when two subclusters
of the 256 PMT cluster triggered within 25 μs. Here a
subcluster is defined as a (4 × 4) 16 PMTs within the 256
PMT cluster. Each subcluster reports a trigger when three
tubes in that subcluster trigger within 25 μs, two of which
are adjacent. Finally, multiple telescope event triggers
within 100 μs would be combined into a single MD event.
Events detected by both detectors (MD and SD) within

2 μs are combined into one hybrid event. The combined
data set with MD and SD time-matched events are then
reprocessed using information from both detectors. The FD

overlooking the sky above the SD array provides the
longitudinal profile of the shower. Meanwhile, the SD
provides the event shower core, particle density, and hence
improves the geometrical reconstruction significantly.
Reference [4] describes the detector monocular and hybrid
reconstructions of the triggered events in more detail.
To achieve the best Xmax resolution, a pattern recognition

technique was applied which selected events with a well-
defined peak in the fluorescence light profile. This tech-
nique is described more completely in Reference [4].
Briefly, each shower profile’s shape was approximated
by a set of right triangles, and a set of cuts on the properties
of these triangles was used to reject Xmax events with a
“flat” profile or an indistinct peak. As shown in
Reference [4], data to Monte Carlo comparison studies
showed good agreement in basic air shower distributions
such as zenith angle, azimuthal angle, and impact param-
eter after these pattern recognition cuts were applied.
The data used in this analysis is the MD-SD hybrid

events collected between May 2008 and May 2013. After
applying the pattern recognition cuts to the data we are left
with 439 events. The energy range for this data set is
between 1018.3 and 1019.3 eV. With an average energy of
1018.68 eV, this is equivalent to a center of mass energy offfiffiffi
s

p
¼ 95 TeV. Finally, the Xmax resolution of this data set

achieved after applying the pattern recognition cuts is
∼23 g=cm2 [4].

III. ANALYSIS

In this paper we determine the value of σinelp−air using the
K-factor method. This method infers the attenuation length
and hence the cross section value from the exponential tail
of the Xmax distribution. This is assuming that the tail of the
Xmax distribution is comprised of the most penetrating/
lighter particles (protons). The tail of the Xmax distribution
is fit to the exponential expð−Xmax

Λm
Þ, where Λm is the

attenuation length. Λm is proportional to the interaction
length λp−air:

Λm ¼ Kλp−air ¼ K
14.45mp

σinelp−air
; ð1Þ

where K is dependent on the shower evolution model. The
departure of K from unity depends on the pion inelastic
cross section and on the inclusive proton and pion cross
sections with the light nuclear atmospheric target [7].
In order to determine K to derive the interaction length

λp−air from the slope of Xmax distribution Λm, we carried out
simulation studies using the one-dimensional air shower
Monte Carlo program CONEX4.37 ([11–13]). The CONEX

program uses a hybrid air shower calculation for the high-
energy part of the shower, and a numerical solution of the
cascade equations for the low-energy part of the shower. This
hybrid approach of simulating the cosmic ray showers
enables CONEX to be very efficient. Using CONEX allows
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FIG. 1 (color online). The Telescope Array detector configu-
ration. The filled squares are the 507 SD scintillators on a 1.2 km
grid. The SD scintillators are enclosed by three fluorescent
detectors shown in filled triangles together with their field of
view in solid lines. The northernmost fluorescence detector is
called Middle Drum while the southern fluorescence detectors are
referred to as Black Rock Mesa and Long Ridge. The filled circle
in the middle equally spaced from the three fluorescence
detectors is the central laser facility used for atmospheric
monitoring and detector calibration.

MEASUREMENT OF THE PROTON-AIR CROSS SECTION … PHYSICAL REVIEW D 92, 032007 (2015)

032007-3

justifies the use of a single average value over the range of
interest.
To confirm that the value of K obtained is valid to

reproduce the interaction length of the model, a plot of
λp−air vs Log10ðEðeVÞÞ is shown in Fig. 5. Each point here
represents 10 000 simulated data sets at that energy. The
circle markers are the λp−air obtained from the X1 distri-
butions from the model, while the triangle markers are the
λp−air obtained from reconstruction using the K-factor
method. Figure 5 shows that using the K-factor method
does indeed reconstruct the expected values of the λp−air for
these simulations. This ensures that the value of K obtained
in this study describe the value of K of the high-energy
models correctly.
The K-factor determined in the procedure described

above is dependent on the hadronic interaction model used
in the air shower Monte Carlo simulation. The high-energy
models used in this study are QGSJETII.4 [16], QGSJET01
[17], SIBYLL [18], and EPOS-LHC [19]. The resultant
values of K determined for these models are summarized in
Table I.

The first measurement of the proton-air cross section
using UHECR was performed by the Fly’s Eye experiment,
which used a calculated value of K ¼ 1.6 and obtained
σinelp−air ¼ 530$ 66 mb [1]. Following the Fly’s Eye result,
the calculated values of K which appeared in the literature
showed a continuous decrease as full Monte Carlo simu-
lations came into use. By 2000, after the development of
modern high-energy hadronic models, the reported K
values still differed by approximately 7% [20]. Since then,
as shown in Table I, more complete hadronic shower
simulations have converged on a smaller value of
K ¼ 1.2, with a model uncertainty of approximately 3%.
Using this lower K value, the Fly’s Eye cross section may
be updated to 392$ 49 mb.

IV. PROTON-AIR CROSS SECTION

The data used in this analysis is the Telescope
Array Middle Drum-Surface Detector hybrid events dis-
cussed in detail in Sec. II. Figure 6 shows the Xmax
distribution together with the exponential unbinned maxi-
mum likelihood fit to the tail between 790 and 1000 g=cm2,
the Λm value from the fit is found to be
ð50.47$ 6.26½Stat&Þ g=cm2.
Consecutively the value of σinelp−air is determined where

σinelp−air ¼ K × 24; 160=Λm mb using Eq. (1). The K values
used are the ones calculated and summarized in the
previous section in Table I. Accordingly the values of
σinelp−air for all the considered hadronic interaction models are
determined and tabulated in Table II. The final value of the
proton-air cross inelastic section reported by the Telescope
Array collaboration is the average value of the σinelp−air
obtained by the high-energy models QGJSETII.4,
QGSJET01, SIBYLL, and EPOS-LHC and is found to
be equal to ð567.0$ 70.5½Stat&Þ mb.

TABLE I. The value of K obtained for each of the high-energy
models. Each K listed is the single average value of K over the
energy range of 1018.3–1019.3. Note that the values of K shows a
∼3% model uncertainty.

Model K

QGSJETII.4 1.15$ 0.01
QGSJET01 1.22$ 0.01
SIBYLL 1.18$ 0.01
EPOS-LHC 1.19$ 0.01
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FIG. 5 (color online). The proton-air interaction length λp−air in
g=cm2 vs energy in Log10ðeVÞ for the simulated data sets using
CONEX with the high-energy model QGSJETII.4, for the energy
range of the data, between 1018.3 and 1019.3 eV. The circle points
are the λp−air values obtained from the X1 distribution. Triangle
points are the ones determined from reconstructing the λp−air
values using the K-factor method.
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FIG. 6 (color online). The number of events per Xmax bin
(ΔXmax) vs Xmax g=cm2 for the Telescope Array data with the
energy between 1018.3 and 1019.3 eV. The line is the exponential
fit to the slope.
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elevation while the rest view 17°–31°, with a total azimuth
of 112° between southwest and southeast. On the other
hand, the SD is composed of 507 scintillation counters each
3 m2 in area. The SD scintillation counters are spaced on a
1.2 km grid.
The data used in this analysis consists of MD-SD hybrid

events. The MD and SD trigger independently. Off-line, a
hybrid data set is formed by time-matching the events from
the two detectors. In the monocular mode, an event trigger
is recorded by the SD when three adjacent SDs observe a
signal greater than 3 minimum ionizing particles within
8 μs. When a trigger occurs, the signals from all the SDs
within !32 μs with amplitude greater than 0.3 minimum
ionizing particle are also recorded. Moreover, a telescope
event trigger for the MD is recorded when two subclusters
of the 256 PMT cluster triggered within 25 μs. Here a
subcluster is defined as a (4 × 4) 16 PMTs within the 256
PMT cluster. Each subcluster reports a trigger when three
tubes in that subcluster trigger within 25 μs, two of which
are adjacent. Finally, multiple telescope event triggers
within 100 μs would be combined into a single MD event.
Events detected by both detectors (MD and SD) within

2 μs are combined into one hybrid event. The combined
data set with MD and SD time-matched events are then
reprocessed using information from both detectors. The FD

overlooking the sky above the SD array provides the
longitudinal profile of the shower. Meanwhile, the SD
provides the event shower core, particle density, and hence
improves the geometrical reconstruction significantly.
Reference [4] describes the detector monocular and hybrid
reconstructions of the triggered events in more detail.
To achieve the best Xmax resolution, a pattern recognition

technique was applied which selected events with a well-
defined peak in the fluorescence light profile. This tech-
nique is described more completely in Reference [4].
Briefly, each shower profile’s shape was approximated
by a set of right triangles, and a set of cuts on the properties
of these triangles was used to reject Xmax events with a
“flat” profile or an indistinct peak. As shown in
Reference [4], data to Monte Carlo comparison studies
showed good agreement in basic air shower distributions
such as zenith angle, azimuthal angle, and impact param-
eter after these pattern recognition cuts were applied.
The data used in this analysis is the MD-SD hybrid

events collected between May 2008 and May 2013. After
applying the pattern recognition cuts to the data we are left
with 439 events. The energy range for this data set is
between 1018.3 and 1019.3 eV. With an average energy of
1018.68 eV, this is equivalent to a center of mass energy offfiffiffi
s

p
¼ 95 TeV. Finally, the Xmax resolution of this data set

achieved after applying the pattern recognition cuts is
∼23 g=cm2 [4].

III. ANALYSIS

In this paper we determine the value of σinelp−air using the
K-factor method. This method infers the attenuation length
and hence the cross section value from the exponential tail
of the Xmax distribution. This is assuming that the tail of the
Xmax distribution is comprised of the most penetrating/
lighter particles (protons). The tail of the Xmax distribution
is fit to the exponential expð−Xmax

Λm
Þ, where Λm is the

attenuation length. Λm is proportional to the interaction
length λp−air:

Λm ¼ Kλp−air ¼ K
14.45mp

σinelp−air
; ð1Þ

where K is dependent on the shower evolution model. The
departure of K from unity depends on the pion inelastic
cross section and on the inclusive proton and pion cross
sections with the light nuclear atmospheric target [7].
In order to determine K to derive the interaction length

λp−air from the slope of Xmax distribution Λm, we carried out
simulation studies using the one-dimensional air shower
Monte Carlo program CONEX4.37 ([11–13]). The CONEX

program uses a hybrid air shower calculation for the high-
energy part of the shower, and a numerical solution of the
cascade equations for the low-energy part of the shower. This
hybrid approach of simulating the cosmic ray showers
enables CONEX to be very efficient. Using CONEX allows
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FIG. 1 (color online). The Telescope Array detector configu-
ration. The filled squares are the 507 SD scintillators on a 1.2 km
grid. The SD scintillators are enclosed by three fluorescent
detectors shown in filled triangles together with their field of
view in solid lines. The northernmost fluorescence detector is
called Middle Drum while the southern fluorescence detectors are
referred to as Black Rock Mesa and Long Ridge. The filled circle
in the middle equally spaced from the three fluorescence
detectors is the central laser facility used for atmospheric
monitoring and detector calibration.
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Mean	mass	number	of	air

K-factor

• Experiment	(𝛬m)	and	MC	(K)	are	
decoupled

• K	is	Model	dependent
• K	is	determined	by	using	CONEX

us to simulate large number of showers in a very reasonable
time scale. It is worth noting that the shower parameters
obtained with CONEX are consistent with that obtained with
CORISKA [11].
Using CONEX the value of K is determined by simulating

10 000 events for each of several energy bins for data
between 1018.3 and 1019.3 eV. The value of K is calculated
for each high-energy model for each energy bin by
obtaining the values of Λm and λp−air for that model.
The value of Λm and therefore K for each of the data sets is
impacted by the choice of the lower edge of the fit range Xi.
This dependence is shown in Fig. 2.
It is essential that a consistent procedure be used to

determine the Xi and consequently the value of K for the
shower simulations and the observed data. We find from the
data that Xi ¼ hXmaxiþ 40 g=cm2 is the minimum stable
value of Xi, maximizing the number of events in the tail of
the distribution and consequently the statistical power of
the measurement. The same relative shift distribution is
later used in the simulations.
It is also important to note that in addition to CONEX we

have also used CORSIKA [14]. CORSIKA is used here to
simulate three-dimensional cosmic ray showers. In the
simulation process these showers are thinned in order to
reduce the CPU time, and then dethinned in an attempt to
restore lost information [15]. These showers are then
propagated through the FD and the SD part of the TA
detector. The showers that successfully pass the trigger of
the detector are then reconstructed, after which the pattern
recognition event selection are applied. The value of Λm is
then determined and, as shown in Fig. 3, is found to be
consistent with that obtained with CONEX (shower sim-
ulation not propagated through the detector) particularly
around the selected choice of Xi ¼ hXmaxiþ 40 g=cm2.
This effect will also be discussed in Sec. IV.

The value of K is calculated for each simulated data set
between the energies of 1018.3 and 1019.3. Figure 4 shows K
vs Log10 (E(eV)). Note that we have chosen to display
QGSJETII.4 as an example. The value of K is then
established by fitting the points from Fig. 4 to a constant.
Table I summarizes the high-energy models used, the value
of K obtained for these models. It is also worth mentioning
that the K value was also calculated with QGSJETII.3 and
was obtained from this model to be consistent with that
determined from QGSJETII.4 within the statistical fluctu-
ations. Note that the stability of K around the average
shown in Fig. 4 shows that K is independent of energy and
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FIG. 2 (color online). The value ofK vs the lower edge in the fit
range Xi to the tail of the Xmax distribution for several data sets
1018.4, 1018.7, and 1019 eV simulated using CONEX with the
high-energy model QGSJETII.4. Each data set contains 10 000
simulated events.
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FIG. 3 (color online). Λm (g=cm2) vs the lower edge in the fit
range Xi to the tail of the Xmax distribution at an energy range of
1018.3–1019.3 eV. The value of Λm is calculated using CONEX
with the high-energy model QGSJETII.4 (square markers). These
events were not propagated through the detector. In addition, the
value of Λm is also calculated using CORSIKA (circle markers).
These events successfully survived the pattern recognition cuts
after they were successfully detected and reconstructed.
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FIG. 4 (color online). The value of K obtained vs energy in
Log10ðeVÞ for simulated data sets using CONEX with the high-
energy model QGSJETII.4, for the energy range of the data,
between 1018.3 and 1019.3 eV.
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• CORSIKA-CONEX	comparison
• CONEX	:	only	1-D	shower
• CORSIKA	:	3-D	shower	+	detector	

simulation	+	reconstruction
• Fitting	deep	Xmax data,	result	is	stable	

and	consistent	between	CONEX	and	
CORSIKA
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Glauber calculation

• Superposition	of	p-p	amplitude	(function	of	𝜎tot
pp

and	elastic	slope	B)
• Nucleon	distribution	function	in	a	nucleus

23


