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Results of energy spectrum, mass composition and anisotropy
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Equatorial coordinates All Sky Survey with TA&PAO 
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       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! 

Doublet  
('T=1.31o) 

Triplet? or 
Doublet 

('T=1.35o) 

Small-scale anisotropy  

19.07.2017 slide 15 of 17 TA anisotropy summary//ICRC2017 

Autocorrelations 

Auger 6 years (6 events) 

TA 9 years (23 events) 

2 doublets above 100 EeV. 
Æ the probability to have �2 doublets at �       deg is  
    P = 0.30% (2.8V) 

Pierre Auger Collab. Science 357, 1266 (2017) K. Kawata et al., Proc. of ICRC 2015 S. Troitsky et al., Proc. of ICRC 2017

E > 8 EeV E > 57 EeV E > 100 EeV

P. Sanchez-Lucas et al., 
Proc of ICRC 2017
Pierre Auger collab., 
Phys.Rev.D 96,122003 
(2017)

Data points from 
I. Valino et al., 
Proc. of ICRC 
2015,  D. Ivanov 
at al., Proc. of 
ICRC 2015

⇒ Need more statistic of ultrahigh energy cosmic rays (UHECRs)arXiv:1808.03579 
Increase dipole amplitude above 4 EeV

http://arxiv.org/abs/arXiv:1808.03579
http://arxiv.org/abs/arXiv:1808.03579


Year
1990 1995 2000 2005 2010 2015 2020 2025 2030 2035 2040

 y
r s

r]
2

Ex
po

su
re

 [k
m

310

410

510

610

Requirements for a next-generation ground array
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AGASA/HiRes

Auger/TA
(hybrid 
detector)

Upgrade 
phase

Next-genration 
ground array

K-EUSO

Auger

TA

TA×4

AGASA

HiRes

Fly’s Eye

~ 100 km2

~ 3000 km2

~30,000 km2

AGASA HiRes

Telescope Array Experiment

Pierre Auger Observatory

● GZK recovery

● Mass composition above 
100 EeV

● Anisotropy above 57 EeV 
with 10×statistics

● Directional study on 
spectrum and composition

World-one collaboration

AugerPrime



Fine pixelated camera

Low-cost and simplified telescope

✦Target : > 1019.5 eV, ultra-high energy cosmic rays (UHECR) and neutral particles

✦Huge target volume ⇒ Fluorescence detector array 
Too expensive to cover a huge area

4

Smaller optics and single or few pixels

Fluorescence detector Array of Single-pixel Telescopes 

Segmented mirror telescope   
Variable angles of elevation – steps. 

construction is still in development  

15 deg  45 deg  

Joint Laboratory of Optics Olomouc – March 2014 
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20 km

Fluorescence detector Array of Single-pixel Telescopes 

5 years: 5100 events (E > 57 EeV), 
650 events (E > 100 EeV)

TA and Auger Surface Detectors

Pierre Auger: 3000 km2 Telescope Array:700 km2

(not drawn to scale) 3

TA and Auger Surface Detectors

Pierre Auger: 3000 km2 Telescope Array:700 km2

(not drawn to scale) 3

TA
700 km2

Auger
3000 km2

57 EeV

(same scale)
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60 stations
17,000 km2

Directional study on 
spectrum and 
composition from hot/
warm spots and Virgo 
cluster, respectively.

All Sky Survey with TA&PAO 
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       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! 

K. Kawata et al., Proc. of ICRC 2015

✦ Each telescope: 4 PMTs, 30°×30° field of view (FoV)

✦ Reference design: 1 m2 aperture, 15°×15° FoV 
per PMT

✦ Each station: 12 telescopes, 48 PMTs, 30°×360° 
FoV.

✦ Deploy on a triangle grid with 20 km spacing, like 
“Surface Detector Array”.

✦ With 500 stations, a ground  coverage is 150,000 km2.

✦ 100 million USD for detectors



Progress from UHECR 2012

6
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FAST - today  

Accepted for publication 
in Astroparticle Physics 

1 

FAST - today  

Accepted for publication 
in Astroparticle Physics 

Astroparticle Physics 74 (2016) 64-72

P. Privitera in UHECR 2012

EUSO-TA optics
          +
Single-pixel camera
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The full-scale FAST telescope
Reference: D. Mandat et al., JINST 12, T07001 (2017) 

‣ 4 PMTs (20 cm, 8 dynodes R5912-03MOD, base 
E7694-01)

‣ 1 m2 aperture of the UV band-pass filter 
(ZWB3), segmented mirror of 1.6 m diameter

‣ 3 telescopes has been installed to cover 30°× 90° 
FoV
‣ remote operation and automatic shutdown

‣ 425 hours observation by October 2018

2017 JINST 12 T07001
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Figure 5. The typical spectral reflectance of the FAST mirror between 260 nm and 420 nm, along with the
spectral transmission of the UV band-pass filter. The resultant total optical e�ciency is shown in black.

filter used on the Cherenkov telescope of the MAGIC [18] observatory. The filter is constructed from
a number of small segments in order to fit the FAST prototype’s octagonal aperture. The individual
segments are fit together using brass “U” and “H” profiles, resulting in an aperture of 1 m2 in area.

6 Telescope support structure

The telescope’s mechanical support structure was built from commercially available aluminum
profiles. This allows for straightforward assembly/disassembly, and easy packing and transport due
to their light weight, while also providing an extremely stable and rigid platform for the FAST
optical system to be mounted on. The mechanics consists of a primary mirror stand mounted with
a single degree of freedom to facilitate adjustment of the telescope’s elevation (the elevation can
be set to discrete values of 0�, 15�, 30� and 45� above the horizon). The square camera box (side
length 500 mm), which holds four 200 mm PMTs, is mounted on a support structure connected to
the perimeter of the mirror dish which also holds the octagonal filter aperture. The mirror stand
contains 9 mirror mounts, each with 2 degrees of freedom to allow for mirror segment alignment.
The whole mechanical construction, shown in figure 6, is covered with a shroud to protect the
optical system from the surrounding environment.

7 Conclusion

Following the successful proof-of-concept test of a compact, low-cost air fluorescence telescope
using the EUSO-TA optics at the Telescope Array site, we present the design of the first full-size
prototype telescope having a 30� ⇥ 30� field-of-view and a 1 m2 aperture, along with its mechanical
support structure.

A reflective lensless Schmidt telescope was shown to be preferable to a refractive design, due
to its lower cost and superior performance in large field-of-view applications. The chosen design

– 8 –



Atmospheric monitoring with the Fluorescence detector Array of Single-pixel Telescopes, AtmoHEAD 2018, 24-26 September 2018 Villa Orlandi

FASCam – FAST All Sky Camera

Cloudiness of the FAST site. The visible star fraction (ratio of visible stars 
to observable catalog stars) defines the cloudiness. A cloudiness of 0 
corresponds to a cloud-free sky, while a cloudiness of 1 corresponds to 
an overcast sky.

Real-time night sky monitoring
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ClearCloudy

Bright

Dark

All sky camera

Sky quality monitor

Work: Dusan Mandat, Ladislav Chytka

ClearCloudy



Calibrations for FAST
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Readout Electronics
Ortec 401A NIM Bin & TennElec TC-911 Power Supply
4-Ch HV Programmable Power Supply (CAEN N1471H)
SIS3350 500 MHz 12-bit FADC/Digitizer
Dual Timer (CAEN N93B)
Quad Scaler & Preset Counter Timer (CAEN N145)
8-Ch Variable Gain Amplifier (Phillips Mod. 777)
8-Ch Low Threshold Discriminator (CAEN N417)
15-Input Scaler (CAEN V260N)
3-Fold Logic Unit (CAEN N405)

Tab. 2 Readout Electronics

A. Single Photoelectron Measurement

The Hamamatsu R5912-03 MOD PMTs used consist
of 8 dynodes, come with a 20-pin base, and have a HV
range up to ⇡ 2600 V. Each of the PMTs is prefixed
with “ZS”, followed by the PMT number. We test the
response of the PMT anode by obtaining a single photo-
electron (SPE) spectrum measurement. We place a single
LED, sourced from the first output of the dual-channel
function generator (FG), in front of the PMT. The LED
is pulsed at a frequency of 100 kHz; typical LED ampli-
tude and width values are ⇡ 1.5 V and ⇡ 100 ns.

The anode output from the PMT is connected to the
input of the variable gain amplifier; the two resulting
amplified outputs are put into the FADC input and first
channel of the oscilloscope, respectively. The PMT anode
signal is a charge signal; the FADC converts the signal to
counts with a dynamic range of 0 to 4095 (12-bit range).
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FIG. 6. PMT ZS0022 individual SPE event (top); SPE signal
averaged over all events (bottom).

The second channel of the FG is used for an external
trigger. The FG trigger settings are adjusted to match
the relevant NIM signal: the width is set to 20 µs, the
amplitude to -800 mV. The pulsed LED signal and FG
trigger are synchronized coarsely using a dual timer mod-
ule and more finely with the delay setting on the FG. The

trigger output is initially placed into the second channel
of the oscilloscope, and the LED voltage is adjusted un-
til a SPE signal is obtained. The signal is of order 100
mV amplitude; when executing consecutive single-shot
acquisitions on the scope, the goal is to obtain a SPE
signal every ten acquisitions. Once this is the case, the
trigger is put in the FADC for one minute of event read-
out; a typical run will have about 5000 events. Events
are averaged over to smooth out the SPE signal (Fig. 6).
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FIG. 7. Integrated count distribution of SPE signals, includ-
ing pedestal (left peak) and SPE peak fitted to a Gaussian
for all PMTs.

After specifying the signal region for the averaged SPE
signal, we obtain a SPE integrated count distribution,
sometimes displayed as a charge distribution. Since some
events will have no photoelectrons (i.e. no charge), we
expect a peak centered around zero, called the pedestal.
We then have a SPE peak that we fit to a Gaussian to
extract a mean SPE value (Fig 7). This parameter is key
for other characterization measurements. The valley is
the range in which the tail end of the pedestal intersects
the tail end of the SPE peak. A discriminator may be
introduced to remove the pedestal, leaving only the SPE
spectrum. Fig. 8 shows logic for the SPE measurement.
Characteristics like the peak-to-valley (P:V) ratio and

resolution can be obtained from the SPE spectrum. The
peak-to-valley ratio is defined as the height of the SPE
peak over the height of the center valley position. The
larger this value, the better SPE events are distinguished.
For the examples in Fig. 7, the peak-to-valley ratios are
⇡ 2.5. Pulse-amplitude resolution is defined as the ratio

Absolute calibration in laboratory
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FIG. 12. SPE peak height distribution used to set discrimi-
nator threshold value. The pedestal ends at around a height
of 350 ADC counts. Dividing this by the 4095 dynamic range
of the FADC gives a discriminator threshold of ⇡ 85 mV.

in wavelength. A NIST calibrated photodiode provides
the absolute calibration for the incident light flux, deter-
mining N� through a powermeter readout. The flux is
reduced to the SPE level measurable by the PMT using
an integrating sphere of known transmission and incorpo-
rating the light attenuation coe�cient of the apparatus13,
↵ = (5.828± 0.018)⇥ 10�4. Eq. 5 can thus be rewritten:

✏ =
Npe

N�
= Npe ⇥

hc

Pt�↵
(6)

where � is the wavelength, P is the powermeter read-
ing, and t is the read out time for each step. Typical
powermeter readings are pico-Watt order-of-magnitude.

As before, we perform a SPE spectrum measurement,
obtaining both the pedestal and SPE peak. We introduce
a discriminator to the readout electronics. The PMT sig-
nal goes through the amplifier and into the discriminator
input. By increasing the discriminator threshold value,
we remove the pedestal and ensure that only SPEs are re-
ceived. The discriminator value is determined using the
peak height distribution of SPE events (Fig. 12), taking
the height position after the pedestal peak and dividing
it by the dynamic range of the FADC.

Once the discriminator value is set, its output is placed
into a quad timer to check the rate, and then switched to
a scaler to count SPEs. After the setup is complete, with
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FIG. 13. Detection e�ciency results with Hamamatsu mea-
surement for comparison.

the powermeter and monochromator initialized, any re-
maining lights in the lab are switched o↵. The computer
in the lab is accessed remotely to begin data acquisi-
tion. The DAQ program controls the monochromator
and powermeter. It obtains and averages 10,000 read-
ings from the powermeter over 10 s for a given step; the
error, �P , is calculated in quadrature from Poisson statis-
tics on both powermeter readings, lamp signal and back-
ground. The lamp background corresponds to when the
powermeter values are read out while the monochroma-
tor shutter is kept closed; the lamp signal is obtained for
an open shutter. The final power value used in calcu-
lating detection e�ciency is the di↵erence between these
(P = Plamp,sig � Plamp,bkd). The PMT rate, R, is calcu-
lated in a similar way, with open and closed shutters cor-
responding to signal and background, respectively. The
detection e�ciency is calculated using Eq. 6, and the
statistical error is given by Eq. 7, 8, 9:

�P = P ⇥

s

(
�Plamp,sig

Plamp,sig
)2 + (

�Plamp,bkd

Plamp,bkd
)2 (7)

�R = R⇥

s

(
�Rsig

Rsig
)2 + (

�Rbkd

Rbkd
)2 (8)

�✏,stat = ✏⇥
r
(
�P
P

)2 + (
�R
R

)2 + (
�↵
↵
)2 (9)

A result for the detection e�ciency measurement of the
PMTs can be found in Fig. 13. The results are plotted
alongside scaled-down data provided by a Hamamatsu
measurement. Hamamatsu only incorporates quantum
e�ciency, not collection e�ciency. PMT detection e�-
ciency peaks at ⇡ 20% close to 400 nm.
From detection e�ciency results, we observe two

“bumps” near 200 nm and 350 nm. We expect the de-
tection e�ciency to have a smooth peak, as shown in the

Single photo 
electron
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DAQ setup for the FAST telescopes
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✦ Receiving the external triggers from TA FD

✦ 50 MHz sampling and 14 bits, sum up 5 bins to be 100 ns

✦ Common field-of-view (FoV) with FAST and TA FD

✦ Observe ultraviolet vertical laser at the distance of 21 km.

✦ Implemented internal trigger (2 adjacent PMTs), successful to 
detect a vertical laser in a test operation
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Optical simulation statusFAST Simulation - example

- PSF (7.5deg diagonal) aperture input 0.5W 0.43W/PMT1, <0.001W/PMT234 (eff: 86%) 

(PMT 4)Directional characteristic (PMT2)

A UV vertical laser at 21 km away
Spot-size

50 mm offsetfocal plane
Work: Miroslav Pech, Max Malacari



Event 529: log10(E(eV)): 17.86, Zen: 52.0◦, Azi: -81.0◦,
Core(19.25, -7.29), Rp: 5.12, Psi: 77.2◦, Xmax: 569 g/cm2

FoV(780 - 1102), Date: 20161007, Time: 05:38:07.968860386

Event 530: log10(E(eV)): 18.33, Zen: 64.1◦, Azi: 159.6◦,
Core(15.32, -9.36), Rp: 1.51, Psi: 28.5◦, Xmax: 1264 g/cm2

FoV(1795 - 1972), Date: 20161007, Time: 05:38:31.715231263

Event 531: log10(E(eV)): 18.55, Zen: 22.3◦, Azi: 71.3◦,
Core(14.02, -11.00), Rp: 3.03, Psi: 72.8◦, Xmax: 675 g/cm2

FoV(763 - 943), Date: 20161007, Time: 05:44:07.307401117

Event 532: log10(E(eV)): 17.40, Zen: 20.5◦, Azi: 79.7◦,
Core(15.31, -8.00), Rp: 4.37, Psi: 85.8◦, Xmax: 735 g/cm2

FoV(653 - 926), Date: 20161007, Time: 05:44:55.951705601

Event 533: log10(E(eV)): 17.52, Zen: 28.7◦, Azi: 157.3◦,
Core(15.79, -9.69), Rp: 2.34, Psi: 61.6◦, Xmax: 967 g/cm2

FoV(854 - 997), Date: 20161007, Time: 05:57:09.791621689

Event 534: log10(E(eV)): 17.30, Zen: 27.0◦, Azi: -104.7◦,
Core(16.45, -11.14), Rp: 1.06, Psi: 97.9◦, Xmax: 573 g/cm2

FoV(890 - 988), Date: 20161007, Time: 05:58:09.450048458

Event 535: log10(E(eV)): 18.66, Zen: 29.1◦, Azi: 97.8◦,
Core(9.79, -7.93), Rp: 7.43, Psi: 63.4◦, Xmax: 746 g/cm2

FoV(587 - 985), Date: 20161007, Time: 05:59:22.020589923

Event 536: log10(E(eV)): 18.36, Zen: 48.7◦, Azi: 44.3◦,
Core(15.78, -12.59), Rp: 0.97, Psi: 45.9◦, Xmax: 997 g/cm2

FoV(1264 - 1330), Date: 20161007, Time: 06:19:14.071172549

Event 537: log10(E(eV)): 17.32, Zen: 20.1◦, Azi: 178.9◦,
Core(14.93, -10.04), Rp: 2.80, Psi: 76.1◦, Xmax: 682 g/cm2

FoV(760 - 931), Date: 20161007, Time: 06:21:09.964425939

Event 538: log10(E(eV)): 17.21, Zen: 47.3◦, Azi: -81.2◦,
Core(14.72, -12.95), Rp: 1.91, Psi: 129.4◦, Xmax: 859 g/cm2

FoV(560 - 1294), Date: 20161007, Time: 06:44:44.630556591

Event 539: log10(E(eV)): 18.90, Zen: 51.0◦, Azi: 136.2◦, Core(-
5.24, -2.01), Rp: 16.93, Psi: 44.1◦, Xmax: 1024 g/cm2 FoV(620
- 1296), Date: 20161007, Time: 07:02:14.918199837

Event 540: log10(E(eV)): 17.26, Zen: 35.1◦, Azi: -87.8◦,
Core(13.56, -10.70), Rp: 3.10, Psi: 123.1◦, Xmax: 683 g/cm2

FoV(575 - 1067), Date: 20161007, Time: 07:03:02.976589946
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Event 283

UHECR event search
25 events (201 hours), in time coincidence with TA FD and 
significant signals of > 2PMTs with FAST

GAP-2018-XXX 8

the atmospheric group (via the Data Normalised and Laser Simulation techniques). While
Auger uses hourly measurements of the VAOD to correct air shower profiles for attenuation
of light due to aerosol scattering, the Telescope Array experiment currently uses a fixed
VAOD (at the top of the atmosphere) of 0.04. By performing an identical study using
the CLF at TA (250 355 nm laser shots at 4.4mJ every 30 minutes), we will be able to
make the first ever systematic comparison of the aerosol atmospheres at both sites, an
important source of systematic uncertainty in the energy scales of both experiments. A
preliminary comparison between a set of 250 laser shots measured at the TA site and
simulations of the expected laser signal under varying aerosol attenuation conditions, is
shown in Fig. 7. (Note that this series of laser shots has been correctly calibrated to the
true laser energy, as there is a seasonal drift in the pulse energy of the TA CLF laser of
up to ⇠ 40%.) While this comparison is preliminary, it demonstrates FAST’s excellent
sensitivity to vertical laser shots and highlights the potential for FAST contributions to
the observatory’s atmospheric monitoring e↵orts.

Time bin [100 ns]
0 100 200 300 400 500 600 700 800 900 1000

 / 
10

0 
ns

p.
e

N

0

5

10

15

20

25

30

35 Rayleigh
 = 0.04∞VAOD
 = 0.1∞VAOD

Measured trace

Figure 7: Average signal from 250 CLF traces measured at the TA site, compared with
the expectation from simulations for 3 di↵erent aerosol atmospheres. An aerosol scale
height of 1 km was assumed for all atmospheres, consistent with the TA assumption.

4.2 Infrastructure Requirements; Site Selection

FAST has a number of requirements for a candidate site: AC power, a container or
building for housing, a network connection, and a view of the CLF. An external trigger
from an existing FD building would also be useful. Placing FAST adjacent to an existing
FD building meets all these requirements, provided conduits for the necessary cabling.
With this in mind, we are considering two possible locations for the installation of the

Atmospheric monitor
Clear

Dirty

E: 2 EeV, Rp: 2.3 km
(Preliminary)

Preliminary

E: 4 EeV, Rp: 3.0 km
(Preliminary)
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Work: Max Malacari, John Farmer



Event 349: log10(E(eV)): 19.28, Zen: 54.6◦, Azi: -99.6◦,
Core(9.27, -8.76), Rp: 6.11, Psi: 133.6◦, Xmax: 852 g/cm2

FoV(3 - 1470), Date: 20180515, Time: 09:27:21.792523028

Event 350: log10(E(eV)): 17.49, Zen: 41.0◦, Azi: -150.5◦,
Core(13.95, -11.29), Rp: 3.10, Psi: 100.4◦, Xmax: 539 g/cm2

FoV(757 - 1088), Date: 20180515, Time: 09:41:23.384052385

Event 351: log10(E(eV)): 17.75, Zen: 32.6◦, Azi: -89.0◦,
Core(12.33, -8.00), Rp: 5.63, Psi: 114.7◦, Xmax: 694 g/cm2

FoV(406 - 1022), Date: 20180515, Time: 10:03:49.665177332

Event 352: log10(E(eV)): 17.99, Zen: 44.2◦, Azi: -49.3◦,
Core(9.79, -7.13), Rp: 6.30, Psi: 134.0◦, Xmax: 678 g/cm2

FoV(93 - 1191), Date: 20180515, Time: 10:09:07.647123258
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TA FD: 19 EeV, Rp: 6.1 km (Preliminary)

Clear
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Reconstructing the highest event

14Photon to Photo-electron

Photon to Photo-electron

Work: Justin Albury, Jose Bellido

Data Expected(θ,φ,x,y,E,Xmax)  

Preliminary

φ

Xmax

θ

E

φ Xmaxθ E
Zenith       Azimuth       Core(X)   Core(Y)     Xmax           Energy 
57.7 deg   -172.6 deg     8.1 km    -9.0 km    850 g/cm2        16.8 EeV  
 +0.4            +0.5           +0.2         +0.2          +10                  +0.3
  -0.7            -1.5            -0.2          -0.2          -10                   -0.7
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✦ Install the FAST prototypes at Auger and TA for a study of systematic 
uncertainties and a cross calibration.

✦ Profile reconstruction with geometry given by surface detector array (1° in 
direction, 100 m in core location).

✦ Energy: 10%, Xmax : 35 g/cm2  at 1019.5 eV 

✦ Independent check of Energy and Xmax scale between Auger and TA

Possible application of the FAST prototypes

15

1. Introduction

The hybrid detector of the Pierre Auger Observatory [1] consists of 1600
surface stations – water Cherenkov tanks and their associated electronics – and
24 air fluorescence telescopes. The Observatory is located outside the city of
Malargüe, Argentina (69◦ W, 35◦ S, 1400 m a.s.l.) and the detector layout is
shown in Fig. 1. Details of the construction, deployment and maintenance of
the array of surface detectors are described elsewhere [2]. In this paper we will
concentrate on details of the fluorescence detector and its performance.

Figure 1: Status of the Pierre Auger Observatory as of March 2009. Gray dots show the
positions of surface detector stations, lighter gray shades indicate deployed detectors, while
dark gray defines empty positions. Light gray segments indicate the fields of view of 24
fluorescence telescopes which are located in four buildings on the perimeter of the surface
array. Also shown is a partially completed infill array near the Coihueco station and the
position of the Central Laser Facility (CLF, indicated by a white square). The description
of the CLF and also the description of all other atmospheric monitoring instruments of the
Pierre Auger Observatory is available in [3].

The detection of ultra-high energy (! 1018 eV) cosmic rays using nitrogen
fluorescence emission induced by extensive air showers is a well established
technique, used previously by the Fly’s Eye [4] and HiRes [5] experiments. It is
used also for the Telescope Array [6] project that is currently under construction,
and it has been proposed for the satellite-based EUSO and OWL projects.

Charged particles generated during the development of extensive air showers
excite atmospheric nitrogen molecules, and these molecules then emit fluores-
cence light in the ∼ 300 − 430 nm range. The number of emitted fluorescence
photons is proportional to the energy deposited in the atmosphere due to
electromagnetic energy losses by the charged particles. By measuring the rate

7
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a b s t r a c t

The Telescope Array (TA) experiment, located in the western desert of Utah, USA, is designed for the
observation of extensive air showers from extremely high energy cosmic rays. The experiment has a
surface detector array surrounded by three fluorescence detectors to enable simultaneous detection of
shower particles at ground level and fluorescence photons along the shower track. The TA surface
detectors and fluorescence detectors started full hybrid observation in March, 2008. In this article we
describe the design and technical features of the TA surface detector.

& 2012 Elsevier B.V. All rights reserved.

1. Introduction

The main aim of the Telescope Array (TA) experiment [1] is to
explore the origin of ultra high energy cosmic rays (UHECR) using
their energy spectrum, composition and anisotropy. There are two
major methods of observation for detecting cosmic rays in the
energy region above 1017.5 eV. One method which was used at the
High Resolution Fly’s Eye (HiRes) experiment is to detect air
fluorescence light along air shower track using fluorescence
detectors. The other method, adopted by the AGASA experiment,
is to detect air shower particles at ground level using surface
detectors deployed over a wide area (! 100 km2).

The AGASA experiment reported that there were 11 events
above 1020 eV in the energy spectrum [2,3]. However, the
existence of the GZK cutoff [4,5] was reported by the HiRes

experiment [6]. The Pierre Auger experiment confirmed the
suppression on the cosmic ray flux at energy above 4"1019 eV
[7] using an energy scale obtained by fluorescence light tele-
scopes (FD). The contradiction between results from fluorescence
detectors and those from surface detector arrays (SD) remains to
be investigated by having independent energy scales using
both techniques. Hybrid observations with SD and FD enable
us to compare both energy scales. Information about core location
and impact timing from SD observation improves accuracy of
reconstruction of FD observations. Observations with surface
detectors have a nearly 100% duty cycle, which is an advantage
especially for studies of anisotropy. Correlations between arrival
directions of cosmic rays and astronomical objects in this energy
region should give a key to exploring the origin of UHECR [8] and
their propagation in the galactic magnetic field.

Fig. 1. Layout of the Telescope Array in Utah, USA. Squares denote 507 SDs. There are three subarrays controlled by three communication towers denoted by triangles. The
three star symbols denote the FD stations.

T. Abu-Zayyad et al. / Nuclear Instruments and Methods in Physics Research A 689 (2012) 87–9788

Auger collab., NIM-A (2010)
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Summary and future plans
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Fluorescence detector Array of Single-pixel Telescopes 
(FAST)

Optimization to detect UHECR with economical 
fluorescence detector array.

10×statistics compared to Auger and TA×4 with Xmax

UHECR astronomy for nearby universe, directional 
anisotropy on energy spectrum and mass composition

Installed the 3 full-scale FAST telescopes at Telescope Array site

Detect a distant vertical laser and UHECRs

Stable observation with remote controlling.

We will continue to operate the telescopes and search for UHECR in 
coincidence with the TA detectors.

Plan to install 1st telescope in the Pierre Auger Observatory in 2019

Developing new electronics and preparing for stand-alone operation

New collaborators are welcome!http://www.fast-project.org
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Physics goal and future perspectives

18

Origin and nature of ultrahigh-energy cosmic rays (UHECRs) and
particle interactions at the highest energies

Exposure and full sky coverage
TA×4 + Auger
K-EUSO : pioneer detection from 
space with an uniform exposure in 
northern/southern hemispheres

Detector R&D
Radio, SiPM, 
Low-cost 
fluorescence 
detector

“Precision” measurements 
AugerPrime 
Low energy enhancement
(Auger infill+HEAT+AMIGA,
TALE+TA-muon+NICHE)
LHCf/RHICf for tuning models

5 - 10 years 

Next generation observatories
In space (100×exposure): POEMMA
Ground (10×exposure with high quality events):  FAST

10 - 15 years



Installation of FAST prototypes (Oct. 2016 and Sep. 2017)

19http://www.fast-project.org



Data analysis and simulation study
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Geometry (given 
by TASD or FD)

Shower Profile (FAST)
log(E(eV))

18 18.2 18.4 18.6 18.8 19 19.2 19.4 19.6

Ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1 Proton

Iron

log(E(eV))
18 18.2 18.4 18.6 18.8 19 19.2 19.4 19.6

En
er

gy
 R

es
ol

ut
io

n 
[%

]

0

5

10

15

20

25

Proton

Iron

log(E(eV))
18 18.2 18.4 18.6 18.8 19 19.2 19.4 19.6

]2
 R

es
ol

ut
io

n 
[g

/c
m

m
ax

X 0

20

40

60

80

100

Proton

Iron

✦ Energy: 10%, Xmax : 35 g/cm2  at 1019.5 eV 
✦ Independent cross-check of energy and Xmax scale 

with simplified FD.

Simulation 32 EeV
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FAST reconstructionFAST hybrid reconstruction

Event 2253: log10(E(eV)): 18.57, Zen: 36.94◦, Azi: 121.14◦,
Core(-7.717, -8.908), S800: 12.29 VEM/m2, Date: 20150511,
Time: 052034.035539

Event 2254: log10(E(eV)): 18.53, Zen: 47.12◦, Azi: 135.49◦,
Core(-4.004, -5.320), S800: 7.37 VEM/m2, Date: 20150511,
Time: 053355.374323

Event 2255: log10(E(eV)): 18.50, Zen: 33.03◦, Azi: 136.36◦,
Core(-4.088, 2.016), S800: 12.17 VEM/m2, Date: 20150511,
Time: 070058.520151

Event 2256: log10(E(eV)): 19.76, Zen: 43.58◦, Azi: 73.75◦,
Core(0.140, -3.986), S800: 118.27 VEM/m2, Date: 20150511,
Time: 084906.017282

565

✦ Fluorescence detector array with a 20 
km spacing.

✦ Reconstruct geometry and profile

57 EeV Simulation
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Intergrating sphere :  
AvaSphere-80-Refl

Deuterium/halogen lamp 78W 
deuterium, 5W halogen

Spectrophotometr : 
AvaSpec-ULS2048L-USB2-UA-RS

Optical Fiber :
FC-XX800-2

Colimator

UV filter



Simulation study
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Example usage: TA FD Event 31, 19/01/2017 

Rp of approx. 3 km, log E = 18. 

12/17FAST Collaboration Meeting, Olomouc, Czech Republic, June 11 - 12 2018

FASTSimulator

13/17FAST Collaboration Meeting, Olomouc, Czech Republic, June 11 - 12 2018

FASTSimulator

Individual PMT responses 

by John and Max
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✦ Energy: 10%, Xmax : 35 g/cm2  at 1019.5 eV 
✦ Independent cross-check of energy and Xmax scale 
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Event 2253: log10(E(eV)): 18.57, Zen: 36.94◦, Azi: 121.14◦,
Core(-7.717, -8.908), S800: 12.29 VEM/m2, Date: 20150511,
Time: 052034.035539

Event 2254: log10(E(eV)): 18.53, Zen: 47.12◦, Azi: 135.49◦,
Core(-4.004, -5.320), S800: 7.37 VEM/m2, Date: 20150511,
Time: 053355.374323

Event 2255: log10(E(eV)): 18.50, Zen: 33.03◦, Azi: 136.36◦,
Core(-4.088, 2.016), S800: 12.17 VEM/m2, Date: 20150511,
Time: 070058.520151

Event 2256: log10(E(eV)): 19.76, Zen: 43.58◦, Azi: 73.75◦,
Core(0.140, -3.986), S800: 118.27 VEM/m2, Date: 20150511,
Time: 084906.017282

565

✦ Fluorescence detector array with a 20 
km spacing.

✦ Reconstruct geometry and profile



Top-Down reconstruction with FAST
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Photon to Photo-electron

by Justin and Jose 



Comparison betwen data and the best-fit 
result from top-down reconstruction
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Comparison with Simulation - best fit so far
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Anode & dynode
Signal

FAST DAQ System 
TAFD external trigger, 3~5 Hz Camera of FAST×4

High Voltage power supply, 
N1470 CAEN

Portable VME Electronics
- Struck FADC 50 MHz sampling, 
SIS3350 for 4 channels
- Updated to SIS3316 for 16 channels
- GPS board, HYTEC GPS2092

15 MHz 
low pass filter

777,Phillips scientific
Signal×50

All modules are remotely 
controlled through wireless 
network. 
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TA/Auger Spectrum Working Group Report Dmitri Ivanov

uses events with zenith angles below 45° (seen in Figure 1), while the measurement that starts at
1019 eV uses events up to 55° in zenith angle (seen in Figures 3, and 5). The Auger and TA SD
energy spectra are shown in the left panel of Figure 1, multiplied by energy cubed to emphasize the
changes in the power law. Both Auger and TA clearly see the ankle and the suppression. Evidently,
there is an overall energy scale difference between the two measurements, as well as (possibly)
energy-dependent differences: if fitted to a broken power law shape, the Auger second break point
occurs at 1019.62±0.02 eV, while the corresponding break in TA is seen at 1019.78±0.06 eV, a factor
of 1.4 ± 0.2 higher.
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Figure 1: Energy spectrum measurements by the Auger [8] and TA [9] surface detectors. Left:
Using energy scales of Auger and TA. Right: TA energy scale is reduced by 5.2% while Auger
energy scale is increased by 5.2%.

As pointed out in Section 1, although the TA and Auger techniques of reconstructing SD
event energies are very similar, there do exist differences in their respective instruments and the
methods of how the final primary energies are assigned. The systematic uncertainty in the overall
energy scale is 14% for Auger and 21% for TA, while the uncertainties due to the exposure and
the unfolding of the effects of the resolution are subdominant. As the right panel of the Figure 1
shows, the Auger and TA spectra are in a good agreement in the ankle region (from 1018.4 eV to
' 1019.4 eV), when the Auger energies are increased by +5.2% and the TA energies are reduced by
5.2%. Such shifts are well within the stated uncertainties in the energy scales of both experiments.
A large difference remains above ' 1019.5 eV, in the region of the suppression.

The sources of differences in the energy scales of both experiments, as well as the exposure
and resolution unfolding calculations, have been cross-checked in the UHECR-2014 meeting. In
the WG report of UHECR-2016, and in this work, we focus on the remaining difference in the
region of the high energy suppression. To determine whether this difference is an instrumental or
an astrophysical effect, we have performed a comparison of Auger and TA spectra in the common
declination band, a range of declination values that is in the field of view of both experiments:
�15.7° < d < 24.8°. In this work, we use the Auger and TA analyses with upper limits on the
event zenith angles of 60° and 55°, respectively. Moreover, for the purposes of this comparison,
we use a new spectrum calculation technique that takes into account the details of the Auger and
TA exposure dependence on the declination [3].
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Calibration of TA FD with ELS Bokkyun Shin

PMTs in the two BRM telescopes that see the ELS beam. Q is defined as the beam charge [pC]
measured by the core monitor.

The beam measurement by the FC is destructive, so we measure the Q of an ELS run by using
the non-destructive core monitor (CM) measuring the beam current of each ELS shot. The CM is
used as a relative monitor with its absolute sensitivity calibrated by dedicated calibration runs using
the FC before each ELS run. One of the results of the FC-CM calibration run is shown in Figure 2.

The Q for the ELS simulation is obtained by making a separate MC run with the FC installed
in the beam line (and destroying the beam at the FC).

Each ELS run is composed of approximately 700 ELS shots into the air at 0.5 Hz. The intensity
of each shot is slowly changed during a run usually covering the range from 20 pC to 200 pC. The
scatter plot of SFADC and Q obtained for each shot is shown in Figure 4. The value of S is obtained
as the slope of a linear fit to the scatter plot.
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Figure 4: Scatter plot of beam charge vs. FADC for one ELS data-set. The data and a fit to the data are
shown in black, and simulation results with three AFY models are shown as red, green, and blue lines.

An ELS simulation run is composed of two independent MC runs: one without the FC in the
beam line to estimate the SFADC generated from the energy deposit in the atmosphere, and another
with the FC in the beam line to estimate the Q of the same ELS beam. Each MC run is composed
of 100k electrons generated (according to the energy distribution and emittance as mentioned in
Section 2) at a point just before the first quadrupole magnet. Approximately 10k electrons peaked
near 40 MeV, and 10k photons significantly below 1 MeV, reach the end of the vertical beam line
and are injected into the air, or into the FC.

The value of SFADC and Q are summed over all the simulated events (100k electrons) and S
is calculated as the ratio of SFADC over Q. Neither the time structure nor the FADC waveform of
each MC event was simulated. We used three different air fluorescence yield (AFY) models in the
FD simulation. The details of the AFY models are described in section 5. We define a ratio R of
the measured S and the value of S expected from the simulation for comparison of data to the AFY
models as,

RAFY = SDATA/SAFY
MC (4.2)

5
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Calibration of TA FD with ELS Bokkyun Shin

of the beam. The emittance (e) and Twiss parameters (a ,b ,g) are related with particle position (X)
and direction(X 0) by e = bX2�aXX 0+gX 02. The emittance and Twiss parameters were measured
by scanning the quadrupole magnets (QM) current and determining the beam size using a beam
spot screen 15 cm downsteam of the second QM. The result of the beam spread measurement is
shown in Table 1.

Axis a b [rad/m ] g [m/rad] e [m rad]
Vertical -0.265 1.320 0.811 8.076e-06

Horizontal -0.369 3.525 0.322 2.743e-06

Table 1: Emittance and Twiss parameters that characterize the ELS beam.

3. ELS Beam Detection by the TA BRM FD

The AF photons from the ELS beam are detected by two of the BRM FD telescopes. The total
field of view (FoV) of the two telescopes is 3� - 33� in elevation, and 18� in azimuth. A typical
ELS data-set was taken with about 700 ELS shots with beam charge varied from 20 pC to 160 pC,
in about 20 minutes of operation. The Figure 3 (left) is an ELS event map of the two telescopes,
and the color axis shows the integrated number of FADC counts.
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Figure 3: Left: Event map of ELS by 512 PMTs which is made accumulated over 700 ELS shots in one
run. Right: FADC waveform of the bottom center PMT. Integration of the FADC signal is performed over
the 4 µs around FADC peak (in the range of the red arrow).

4. Analysis - definition of parameters

We define a variable S as an integrated number of FADC counts normalized to the unit amount
of ELS beam charge,

S = SFADC/Q (4.1)

where SFADC [FADC counts] is obtained from the FD waveform as shown in Figure 3 (Right)
after subtracting the pedestal, integrating over the signal time range, and summing over all the 512

4

Electron light source (ELS)

40 MeV, 109 
electrons, 160 pC

V. Verzi et al., PTEP. 12A103 (2017),
TF et al., Proc of ICRC 2017

D. Ivanov et al. (Spectrum working group), ICRC 2017

the quenching cross sections (see also [51]), e↵ects that are properly accounted for in Auger

experiment. We note that the 20% di↵erence between the Kakimoto et al. and Airfly absolute

FYs is outside of the range defined by the uncertainties stated by the two measurements,

10% [36] and 3.9% [38], respectively.

Fig. 8 E↵ect of the change of the fluorescence yield (FY) in the reconstruction of the FD

events. Right: shift of TA energies when the Auger FY is used. Left: the shift of the Auger

energies when the TA FY is implemented is shown with red points and the blue points refer

to when the e↵ect of the di↵erent spectral responses of Auger and TA telescopes is taken

into account [49]. The inverse of the TA energy shift of the right figure (E(TA-FY)/E(Auger-

FY)-1) is shown with black points.

The right panel of the Figure 8 describes the e↵ect of changing the fluorescence yield model

in the reconstruction of the fluorescence detector events seen by TA [50]. If TA were to use

the FY model of Auger, the TA energy scale would be reduced by ⇠ 14%. The inverse of

this energy shift is directly comparable with the energy shift that is expected in the case of

Auger using the TA FY, as shown in the left panel of the Figure 8 using black points.

It is not surprising that the �E/E results of the TA and Auger (black and red points

in figure 8 on the left) are di↵erent. For each experiment, the spectrum of the fluorescence

photons detected by the FD is necessarily di↵erent from the one emitted at the axis of

the cosmic ray shower: the fluorescence photon spectrum is folded with the FD spectral

response, and the atmospheric transmission also dependents on the wavelength. Since the

Auger and TA FD spectral responses and atmospheric transmission conditions are generally

di↵erent, we expect larger di↵erences for the higher energy showers that are occurring farther

away from the telescopes. A better agreement between the energy shifts can be obtained by

correcting the Auger energy shift for the e↵ects due to the di↵erent spectral response. The

results of this analysis are shown in the left panel of Figure 8 [49] with blue dots, which are

now in a better agreement with the TA energy shift (black points).

Following the above studies we conclude that, despite the above mentioned inconsistency

between the Airfly [38] and Kakimoto et al. [36] absolute FYs, the di↵erence in the energy

scales of TA and Auger due to the use of a di↵erent FY model are at the level of 10 � 15%

and are roughly consistent with the estimated uncertainties presented in Sec. 3.2.
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ments are not statistically competitive. Nevertheless, they provide a
useful cross-check of the independence of the fluorescence yield to
the type of relativistic particle originating the energy deposit. In-
deed, measurements performed with these secondary beams were
consistent within their 6% statistical uncertainty with the fluores-
cence yield of Eq. (25).

The different contributions to the systematic uncertainty are
summarized in Table 6. Taking these contributions as uncorrelated,
a total systematic uncertainty of 5.8% on Y laser

337 is obtained.

8. Combined fluorescence yield measurement

The fluorescence yield measurements presented in Sections 6
and 7 – YChDiff

337 , YChMirr
337 and Y laser

337 – are found to be in good agreement
within their uncertainties. They are based on very different calibra-
tion light sources – photons from Cherenkov emission or from a
nitrogen laser – whose corresponding systematic uncertainties
are largely uncorrelated. Thus, an appropriate weighted average
of these measurements yields an improved result.

First, the measured fluorescence yields were extrapolated to a
nominal pressure of 1013 hPa and temperature of 293 K. This pro-
cedure, which used our measured p0airð337Þ ¼ 15:89 hPa [12] and
a337 ¼ $0:36 [13], shifted the measurements by less than 0.5%.
Then, a weighted average was performed, taking into account the
correlation between uncertainties. In particular, systematic uncer-
tainties associated to the integrating sphere wavelength depen-
dence, the PMT quantum efficiency, the filter transmittance, the
geometry, the laser probe calibration, and the calibration sphere
transmission were taken as uncorrelated between the Cherenkov
and the laser calibration measurements.

All fluorescence yield measurements at the FNAL Test Beam
Facility were performed with a two-component gas mixture of
nitrogen and oxygen, with a nominal nitrogen fraction of
(79 ± 1)%. In [12], the fluorescence yield of the two-component
mixture was found to be consistent at 1% level with that of a stan-
dard dry air-like three-component mixture of nitrogen ((78 ± 1)%),
oxygen and argon. Measurements with these two mixtures and
ambient air were also performed with the radioactive source setup
of Section 2.4, yielding results consistent within 1%. We thus assign
an additional 1% systematic uncertainty to Y337 due to the uncer-
tainty on the nitrogen fraction.

The fluorescence yield of the 337 nm band in standard dry air at
1013 hPa and 293 K was then found to be:

Y337 ¼ 5:61% 0:06stat % 0:22syst photons=MeV; ð26Þ

where the statistical and systematic uncertainties are quoted
separately.

Of the recent fluorescence yield experiments, only a few [6,10]
have measured the yield of the 337 nm band in air and can be di-
rectly compared with the AIRFLY measurement of Eq. (26). Most of
the experiments [5,7–9] report a fluorescence yield integrated over
the spectrum between &300 to 400 nm. To compare with these

experiments, we convert the integrated yield into a yield of the
337 nm band by using the spectrum measured by AIRFLY [12]. Re-
sults for Y337 are compared in Fig. 10. The AIRFLY measurement is
compatible with previous measurements and presents the smallest
uncertainty. It is also compatible with the detailed study by [27],
where it is argued that some of these measurements should be cor-
rected for a systematic bias in their calculation of the energy
deposit.

9. Conclusions

We have performed a precise measurement of the absolute
fluorescence yield of the 337 nm band in air relevant for UHECR
experiments. The fluorescence emission was calibrated by a known
light source – Cherenkov emission from the beam particle or a cal-
ibrated nitrogen laser – measured in the same apparatus. With this
novel experimental method, the impact of the photomultiplier
detection efficiency was minimized, reducing significantly the sys-
tematic uncertainty. Two independent calibrations provided con-
sistent results, and a total uncertainty of 4% on the absolute
fluorescence yield was achieved.

The AIRFLY measurements – the absolute yield reported here
and the pressure, temperature and humidity dependence of the
fluorescence spectrum [12,13] – provide the most comprehensive
and precise parameterization of the fluorescence yield currently
available. These measurements have direct implications for UHECR
experiments which employ Fluorescence Detectors to determine
the cosmic ray energy. For example, the absolute fluorescence yield
of the 337 nm band reported here is 11% and 30% larger than that
currently adopted by the Pierre Auger Observatory [17,37] and by
the Telescope Array [18,38], respectively. While the actual effect on
the UHECR energy spectrum also depends on the specific fluores-
cence spectrum adopted by these experiments, a downward shift
of the energy scale by at least &10% is implied by the AIRFLY result.
At the same time, the uncertainty on the energy scale associated to
the fluorescence yield, currently a major contribution [17,18], will
be reduced by a factor of about three.

In principle, the experimental methods developed by AIRFLY
could be further refined to improve the precision of the fluores-
cence yield. In particular, the 5% systematic uncertainty of the laser
energy probe – the main systematic of the pulsed laser calibration
method – may be reduced, or a continuous laser absolutely cali-
brated to 1–2% could be employed. However, the uncertainty on
the energy scale of UHECR experiments is likely to be dominated
by other contributions, including the absolute calibration of the

Table 6
Systematic uncertainties on the fluorescence yield measured with laser calibration,
Y laser

337 .

Data selection and background subtraction 1.0%
rN2 1.0%
Integrating sphere efficiency 0.9%
Geometry 0.3%
Laser probe calibration 5.0%
Calibration sphere transmission 0.8%
Simulation of energy deposit 2.0%
Monte Carlo statistics 1.0%

Total 5.8%

 [photons/MeV]337Y
3 4 5 6 7 8 9 10

Kakimoto et al. [5]

Nagano et al. [6]

FLASH Coll. [7]

AIRFLY Coll.
this measurement

MACFLY Coll. [8]

Lefeuvre et al. [9]

Waldenmaier et al. [10]

Fig. 10. Experimental results on Y337. For some experiments, the fluorescence yield
of the 337 nm band is derived from the integrated yield measured between &300 to
400 nm (see text for details).

M. Ave et al. / Astroparticle Physics 42 (2013) 90–102 101Fluorescence yield (FY)+10% energy scale difference in TA/Auger
Systematic uncertainties: 14% in Auger, 21% in TA
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Figure 14. Mean Xmax as a function of energy as observed by Telescope Array in BR/LR hybrid mode over
8.5 years of data collection. The numbers above the data points indicate the number of events observed.
The gray band is the systematic uncertainty of this analysis. Reconstructed Monte Carlo of four di↵erent
primary species generated using the QGSJet II-04 hadronic model are shown for comparison.

nitrogen, but statistics in the data there are very poor. Care must be taken in interpreting Figure 14,
since hXmaxi by itself is not a robust enough measure to fully draw conclusions about UHECR
composition. When comparing hXmaxi of data to Monte Carlo, in addition to detector resolution and
systematic uncertainties in the data which may hinder resolving the between di↵erent elements with
relatively similar masses, the issue of systematic uncertainties in the hadronic model used to generate
the Monte Carlo must also be recognized. This will be discussed in Section 5. Referring back to
Figures 12 and 13, we can see that though the hXmaxi of the data in Figure 14, lies close to QGSJet II-
04 helium, the �(Xmax) of the data is larger than the helium model allows for energy bins with good
data statistics. For this reason, we will test the agreement of data and Monte Carlo by comparing
not just hXmaxi and �(Xmax), but by using the entire distributions. The elongation rate of the data
shown in Figure 14 found by performing a �

2 fit to the data is found to be 56.8± 5.3 g/cm2/decade.
The �

2/DOF of this fit is 10.67/9. Table 4 summarizes the observed first and second moments of
TA’s observed Xmax for all energy bins.

5. STATISTICAL HYPOTHESIS TESTS

5.1. Method

18.8 ≦ log(E) < 18.9, N = 13218.2 ≦ log(E) < 18.3, N = 801

V. de Souza et al (Mass Composition 
WG), Proc. of ICRC 2017 
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Take away message

We present the 
solution for a 
decade-long 
controversy.

TA and Auger 

composition measurements (Xmax) 

agree within the systematics 

18.2 < log
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(E/eV) < 19.0
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 moments
(combining HeCo and FD-standard)

19.4 ≦ log(E) < 19.9, N = 19

S. Petrera, ISVHECRI 2018,
M. Unger et al., ICRC 2017, J. Bellido et al., ICRC 2017
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Figure 2: Integral upper limit (at 90% C.L.) for a diffuse neutrino flux of UHE dN/dEn = kE�2 given as
a normalization, k, (straight red line), and differential upper limit (see text). Limits are quoted for a single
flavor assuming equal flavor ratios. Similar limits from ANITAII [8] and IceCube [9] are displayed along
with prediction for several neutrino models (cosmogenic [10, 11, 12], astrophysical [13].)

3.2 Limits to point-like sources of UHE neutrinos

The Earth-skimming channel is very effective at converting the tau neutrinos into exiting tau
leptons when the arrival direction is very close to the horizontal. It can be shown that over 90%
(⇠ 100%) of the ES exposure is obtained for zenith angles between 90� and 92.5� (95�). As a result
the sky coverage provided by these interactions reaches declinations between �54.5� and 59.5�.
The DG selections enhance the visible declination band towards the south all the way to �84.5�

covering a large fraction of the sky. The exposure as a function of zenith can be converted to an
average exposure for a given declination integrating in right ascension. It displays strong peaks for
the ES selection close to two extreme declinations apparent in the obtained bounds.

The non-observation of neutrino candidates is cast into a bound on point sources which is
calculated as a function of declination, d , also assuming a flavor ratio of 1:1:1. The results are
displayed in Fig. 3, for the first time combining the three searches and for data that have an increase
of about seven years of full exposure over previous results [15].

3.3 Targeted searches for correlations with the GW events

The reported detection of gravitational wave events produced by bynary Black Hole (BH)
mergers by the Advanced Ligo Collaboration has triggered a targeted search for coincidence events
that would complement these observations. BH mergers could accelerate cosmic rays to the high-

4

[16 of 30]

Top-down models are ruled out.

Auger limits become sensitive to GZK-ν and γ
M. Unger, Proc of ICRC 2017

Pierre Auger collab., JCAP04 (2017) 009 E. Zas, Proc. of ICRC 2017
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FLUX MAP ABOVE 8 EeVFLUX MAP ABOVE 8 EeV

Galactic center

Equatorial coordinatesLarge/intermediate scale anisotropies
30

All Sky Survey with TA&PAO 

12 

       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! 

K. Kawata et al., Proc. of ICRC 2015

✦ TA Hotspot: E > 57 EeV, 3.4σ anisotropy [TA collab. ApJL, 790:L21 (2014)]

✦ TA (7 years, 109 events above 57 EeV)+ Auger(10 years, 157 events 
above 57 EeV), 20° circle oversampling

✦ E > 57 EeV, no excess from the Virgo cluster

Pierre Auger collab. Science 357, 1266 (2017)

Significance 
(pre-trial)

modulation is at right ascension of 100° ± 10°.
Themaximum of the modulation for the 4 EeV <
E < 8 EeV bin, at 80° ± 60°, is compatible with
the one determined in the higher-energy bin,
although it has high uncertainty and the ampli-
tude is not statistically significant. Table S1 shows
that results obtained under the stricter trigger
condition and for the additional events gained
after relaxing the trigger are entirely consistent
with each other.
Figure 1 shows the distribution of the normal-

ized rate of events above 8 EeV as a function of
right ascension. The sinusoidal function corre-
sponds to the first harmonic; the distribution is
compatible with a dipolar modulation: c2/n =
10.5/10 for the first-harmonic curve and c2/n =
45/12 for a constant function (where n is the
number of degrees of freedom, equal to the num-
ber of points in the plot minus the number of
parameters of the fit).
The distribution of events in equatorial coor-

dinates, smoothedwith a 45° radius top-hat func-
tion to better display the large-scale features, is
shown in Fig. 2.

Reconstruction of the
three-dimensional dipole

In the presence of a three-dimensional dipole,
the Rayleigh analysis in right ascension is sen-
sitive only to its component orthogonal to the
rotation axis of Earth, d⊥. A dipole component in
the direction of the rotation axis of Earth, dz,
induces no modulation of the flux in right ascen-
sion, but does so in the azimuthal distribution of
the directions of arrival at the array. A non-
vanishing value of dz leads to a sinusoidal modu-
lation in azimuth with a maximum toward the
northern or the southern direction.
To recover the three-dimensional dipole, we

combine the first-harmonic analysis in right as-
cension with a similar one in the azimuthal angle
ϕ, measured counterclockwise from the east.
The relevant component, bϕ, is given by an ex-
pression analogous to that in Eq. 1, but in terms

of the azimuth of the arrival direction of the
shower rather than in terms of the right as-
cension. The results are bϕ = −0.013 ± 0.005 in
the 4 EeV < E < 8 EeV bin and bϕ = −0.014 ±
0.008 in the E ≥ 8 EeV bin. The probabilities
that larger or equal absolute values for bϕ arise
from an isotropic distribution are 0.8% and
8%, respectively.
Under the assumption that the dominant

cosmic-ray anisotropy is dipolar, basedonprevious
studies that found that the effects of higher-order
multipoles are not significant in this energy range
(25, 29, 30), the dipole components and its direc-
tion in equatorial coordinates (ad, dd) can be
estimated from

d⊥ ≈ ra
hcos di

dz ≈ bϕ
cos ‘obshsin qi

ad ¼ ϕa

tan dd ¼ dz

d⊥
ð3Þ

(25), where hcos di is the mean cosine of the dec-
linations of the events, hsin qi is the mean sine
of the zenith angles of the events, and ‘obs ≈
−35.2° is the average latitude of the observa-
tory. For our data set, we find hcos di = 0.78 and
hsin qi = 0.65.
The parameters describing the direction of

the three-dimensional dipole are summarized
in Table 2. For 4 EeV < E < 8 EeV, the dipole
amplitude is d = 2:5þ1:0

%0:7%, pointing close to the
celestial south pole, at (ad, dd) = (80°, −75°),
although the amplitude is not statistically sig-
nificant. For energies above 8 EeV, the total di-
pole amplitude is d = 6:5þ1:3

%0:9%, pointing toward

(ad, dd) = (100°, −24°). In galactic coordinates,
the direction of this dipole is (‘, b) = (233°,
−13°). This dipolar pattern is clearly seen in
the flux map in Fig. 2. To establish whether the
departures from a perfect dipole are merely
statistical fluctuations or indicate the pres-
ence of additional structures at smaller angular
scales would require at least twice as many
events.

Implications for the origin of
high-energy cosmic rays

The anisotropy we have found should be seen in
the context of related results at lower energies.
Above a fewPeV, the steepening of the cosmic-ray
energy spectrum has been interpreted as being
due to efficient escape of particles from the gal-
axy and/or because of the inability of the sources
to accelerate cosmic rays beyond a maximum
value of E/Z. The origin of the particles remains
unknown.Although supernova remnants are often
discussed as sources, evidence has been reported
for a source in the galactic center capable of
accelerating particles to PeV energies (31). Diffu-
sive escape from the galaxy is expected to lead to
a dipolar component with a maximum near the
galactic center direction (32). This is compatible
with results obtained in the 1015 to 1018 eV range
(15, 16, 23, 24, 33), which provide values for the
phase in right ascension close to that of the
galactic center, aGC = 266°.
Models proposing a galactic origin up to the

highest observed energies (34,35) are in increasing
tension with observations. If the galactic sources
postulated to accelerate cosmic rays above EeV
energies, such as short gamma-ray bursts or
hypernovae, were distributed in the disk of the
galaxy, a dipolar component of anisotropy is
predicted with an amplitude that exceeds existing
bounds at EeV energies (24, 33). In this sense, the
constraint obtained here on the dipole amplitude
(Table 2) for 4 EeV < E < 8 EeV further disfavors a
predominantly galactic origin. This tension could
be alleviated if cosmic rays at a few EeV were
dominated by heavy nuclei such as iron, but
this would be in disagreement with the lighter
composition inferred observationally at these
energies (6). Themaximum of the flux might be
expected to lie close to the galactic center region,
whereas the direction of the three-dimensional
dipole determined above 8 EeV lies ~125° from
the galactic center. This suggests that the an-
isotropy observed above 8 EeV is better explained
in terms of an extragalactic origin. Above 40 EeV,
where the propagation should become less dif-
fusive, there are no indications of anisotropies
associated with either the galactic center or the
galactic plane (36).
There have been many efforts to interpret the

properties of ultrahigh-energy cosmic rays in terms
of extragalactic sources. Because of Liouville’s
theorem, the distribution of cosmic rays must
be anisotropic outside of the galaxy for an an-
isotropy to be observed at Earth. An anisotropy
cannot arise through deflections of an originally
isotropic flux by a magnetic field. One prediction
of anisotropy comes from the Compton-Getting
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Table 2. Three-dimensional dipole reconstruction. Directions of dipole components are shown in
equatorial coordinates.

Energy
(EeV)

Dipole
component dz

Dipole
component d⊥

Dipole
amplitude d

Dipole
declination dd (°)

Dipole right
ascension ad (°)

4 to 8 −0.024 ± 0.009 0.006%0.003
þ0.007 0.025%0.007

þ0.010 −75%8
þ17 80 ± 60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 −0.026 ± 0.015 0.060%0.010
þ0.011 0.065%0.009

þ0.013 −24%13
þ12 100 ± 10

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Table 1. First harmonic in right ascension. Data are from the Rayleigh analysis of the first
harmonic in right ascension for the two energy bins.

Energy
(EeV)

Number
of events

Fourier
coefficient aa

Fourier
coefficient ba

Amplitude
ra

Phase
ϕa (°)

Probability
P (≥ ra)

4 to 8 81,701 0.001 ± 0.005 0.005 ± 0.005 0.005 %0.002
þ0.006 80 ± 60 0.60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 32,187 −0.008 ± 0.008 0.046 ± 0.008 0.047 %0.007
þ0.008 100 ± 10 2.6 × 10−8

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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modulation is at right ascension of 100° ± 10°.
Themaximum of the modulation for the 4 EeV <
E < 8 EeV bin, at 80° ± 60°, is compatible with
the one determined in the higher-energy bin,
although it has high uncertainty and the ampli-
tude is not statistically significant. Table S1 shows
that results obtained under the stricter trigger
condition and for the additional events gained
after relaxing the trigger are entirely consistent
with each other.
Figure 1 shows the distribution of the normal-

ized rate of events above 8 EeV as a function of
right ascension. The sinusoidal function corre-
sponds to the first harmonic; the distribution is
compatible with a dipolar modulation: c2/n =
10.5/10 for the first-harmonic curve and c2/n =
45/12 for a constant function (where n is the
number of degrees of freedom, equal to the num-
ber of points in the plot minus the number of
parameters of the fit).
The distribution of events in equatorial coor-

dinates, smoothedwith a 45° radius top-hat func-
tion to better display the large-scale features, is
shown in Fig. 2.

Reconstruction of the
three-dimensional dipole

In the presence of a three-dimensional dipole,
the Rayleigh analysis in right ascension is sen-
sitive only to its component orthogonal to the
rotation axis of Earth, d⊥. A dipole component in
the direction of the rotation axis of Earth, dz,
induces no modulation of the flux in right ascen-
sion, but does so in the azimuthal distribution of
the directions of arrival at the array. A non-
vanishing value of dz leads to a sinusoidal modu-
lation in azimuth with a maximum toward the
northern or the southern direction.
To recover the three-dimensional dipole, we

combine the first-harmonic analysis in right as-
cension with a similar one in the azimuthal angle
ϕ, measured counterclockwise from the east.
The relevant component, bϕ, is given by an ex-
pression analogous to that in Eq. 1, but in terms

of the azimuth of the arrival direction of the
shower rather than in terms of the right as-
cension. The results are bϕ = −0.013 ± 0.005 in
the 4 EeV < E < 8 EeV bin and bϕ = −0.014 ±
0.008 in the E ≥ 8 EeV bin. The probabilities
that larger or equal absolute values for bϕ arise
from an isotropic distribution are 0.8% and
8%, respectively.
Under the assumption that the dominant

cosmic-ray anisotropy is dipolar, basedonprevious
studies that found that the effects of higher-order
multipoles are not significant in this energy range
(25, 29, 30), the dipole components and its direc-
tion in equatorial coordinates (ad, dd) can be
estimated from

d⊥ ≈ ra
hcos di

dz ≈ bϕ
cos ‘obshsin qi

ad ¼ ϕa

tan dd ¼ dz

d⊥
ð3Þ

(25), where hcos di is the mean cosine of the dec-
linations of the events, hsin qi is the mean sine
of the zenith angles of the events, and ‘obs ≈
−35.2° is the average latitude of the observa-
tory. For our data set, we find hcos di = 0.78 and
hsin qi = 0.65.
The parameters describing the direction of

the three-dimensional dipole are summarized
in Table 2. For 4 EeV < E < 8 EeV, the dipole
amplitude is d = 2:5þ1:0

%0:7%, pointing close to the
celestial south pole, at (ad, dd) = (80°, −75°),
although the amplitude is not statistically sig-
nificant. For energies above 8 EeV, the total di-
pole amplitude is d = 6:5þ1:3

%0:9%, pointing toward

(ad, dd) = (100°, −24°). In galactic coordinates,
the direction of this dipole is (‘, b) = (233°,
−13°). This dipolar pattern is clearly seen in
the flux map in Fig. 2. To establish whether the
departures from a perfect dipole are merely
statistical fluctuations or indicate the pres-
ence of additional structures at smaller angular
scales would require at least twice as many
events.

Implications for the origin of
high-energy cosmic rays

The anisotropy we have found should be seen in
the context of related results at lower energies.
Above a fewPeV, the steepening of the cosmic-ray
energy spectrum has been interpreted as being
due to efficient escape of particles from the gal-
axy and/or because of the inability of the sources
to accelerate cosmic rays beyond a maximum
value of E/Z. The origin of the particles remains
unknown.Although supernova remnants are often
discussed as sources, evidence has been reported
for a source in the galactic center capable of
accelerating particles to PeV energies (31). Diffu-
sive escape from the galaxy is expected to lead to
a dipolar component with a maximum near the
galactic center direction (32). This is compatible
with results obtained in the 1015 to 1018 eV range
(15, 16, 23, 24, 33), which provide values for the
phase in right ascension close to that of the
galactic center, aGC = 266°.
Models proposing a galactic origin up to the

highest observed energies (34,35) are in increasing
tension with observations. If the galactic sources
postulated to accelerate cosmic rays above EeV
energies, such as short gamma-ray bursts or
hypernovae, were distributed in the disk of the
galaxy, a dipolar component of anisotropy is
predicted with an amplitude that exceeds existing
bounds at EeV energies (24, 33). In this sense, the
constraint obtained here on the dipole amplitude
(Table 2) for 4 EeV < E < 8 EeV further disfavors a
predominantly galactic origin. This tension could
be alleviated if cosmic rays at a few EeV were
dominated by heavy nuclei such as iron, but
this would be in disagreement with the lighter
composition inferred observationally at these
energies (6). Themaximum of the flux might be
expected to lie close to the galactic center region,
whereas the direction of the three-dimensional
dipole determined above 8 EeV lies ~125° from
the galactic center. This suggests that the an-
isotropy observed above 8 EeV is better explained
in terms of an extragalactic origin. Above 40 EeV,
where the propagation should become less dif-
fusive, there are no indications of anisotropies
associated with either the galactic center or the
galactic plane (36).
There have been many efforts to interpret the

properties of ultrahigh-energy cosmic rays in terms
of extragalactic sources. Because of Liouville’s
theorem, the distribution of cosmic rays must
be anisotropic outside of the galaxy for an an-
isotropy to be observed at Earth. An anisotropy
cannot arise through deflections of an originally
isotropic flux by a magnetic field. One prediction
of anisotropy comes from the Compton-Getting
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Table 2. Three-dimensional dipole reconstruction. Directions of dipole components are shown in
equatorial coordinates.

Energy
(EeV)

Dipole
component dz

Dipole
component d⊥

Dipole
amplitude d

Dipole
declination dd (°)

Dipole right
ascension ad (°)

4 to 8 −0.024 ± 0.009 0.006%0.003
þ0.007 0.025%0.007

þ0.010 −75%8
þ17 80 ± 60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 −0.026 ± 0.015 0.060%0.010
þ0.011 0.065%0.009

þ0.013 −24%13
þ12 100 ± 10

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Table 1. First harmonic in right ascension. Data are from the Rayleigh analysis of the first
harmonic in right ascension for the two energy bins.

Energy
(EeV)

Number
of events

Fourier
coefficient aa

Fourier
coefficient ba

Amplitude
ra

Phase
ϕa (°)

Probability
P (≥ ra)

4 to 8 81,701 0.001 ± 0.005 0.005 ± 0.005 0.005 %0.002
þ0.006 80 ± 60 0.60

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

≥8 32,187 −0.008 ± 0.008 0.046 ± 0.008 0.047 %0.007
þ0.008 100 ± 10 2.6 × 10−8

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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Auger dipole: E > 8 EeV, 4.7% dipole with 5.2σ 

the source, the integral being set by its flux attenuated above
the chosen energy threshold, and the angular width—or search
radius101—being a free parameter common to all sources. No
shift of the centroid position is considered, avoiding depend-
ence on any particular model of the Galactic magnetic field in
this exploratory study. After mixing the anisotropic map with a
variable fraction of isotropy, as in Abreu et al. (2010), the
model map is multiplied by the directional exposure of the
array and its integral is normalized to the number of events.
The model map thus depends on two variables aimed at
maximizing the degree of correlation with UHECR events: the
fraction of all events due to the sources (anisotropic fraction)
and the rms angular separation between an event and its source
(search radius) in the anisotropic fraction.

We perform an unbinned maximum-likelihood analysis, where
the likelihood (L) is the product over the UHECR events of the
model density in the UHECR direction. The test statistic (TS) for
deviation from isotropy is the likelihood ratio test between two
nested hypotheses: the UHECR sky model and an isotropic
model (null hypothesis). The TS is maximized as a function of
two parameters: the search radius and the anisotropic fraction.
We repeat the analysis for a sequence of energy thresholds.

For a given energy threshold, we confirmed with simulations
that the TS for isotropy follows a 2D distribution with two degrees
of freedom, as expected (Wilks 1938), directly accounting for the
fit of two parameters of the model. As in Aab et al. (2015b), we
penalize the minimum p-value for a scan in threshold energy, by
steps of 1 EeV up to 80 EeV, estimating the penalty factor with
Monte-Carlo simulations. The p-values are converted into
significances assuming 1-sided Gaussian distributions.

4.2. Single Population against Isotropy

Previous anisotropy studies (e.g., Aab et al. 2015b) have
considered a scan in energy threshold starting at 40 EeV, where
the observed flux reaches half the value expected from lower-
energy extrapolations, but as shown in Figure 1, there is a
maximum in the significance close to this starting point.
Therefore we have evaluated the TS down to 20 EeV.

The TS is maximum for SBGs above 39 EeV (894 events),
with or without attenuation. For γAGNs, the TS is maximum
above 60 EeV (177 events) after accounting for attenuation.
As shown in Figure 1, left, attenuation mildly impacts SBGs
that are nearby: we obtain TS=24.9/25.5/25.7 for scenarios

A/B/C, respectively. The impact is more pronounced for
γAGNs, a larger attenuation reducing contributions from
distant blazars: we obtain a maximum TS of 15.2/9.4/11.9
for scenarios A/B/C. Shifting the energy scale within
systematic uncertainties ( 14%o ) affects the maximum TS
by±1 unit for γAGNs,±0.3 for SBGs.
Penalizing for the energy scan, the maximum TS obtained

for SBGs and γAGNs within scenario A corresponds to 4.0T
and 2.7T deviations from isotropy, respectively. As shown in
Figure 2 (left), the maximum deviation for γAGNs is found at
an angular scale of 7 2

4n�
� and a 7 4%o fraction of anisotropic

events. For SBGs, a stronger deviation from isotropy is
uncovered at an intermediate angular scale of 13 3

4n�
� and an

anisotropic fraction of 10 4%o . The systematic uncertainty
induced by the energy scale and attenuation scenario is at the
level of 0.3% for the anisotropic fraction and 0°.5 for the search
radius obtained with SBGs.
For Swift-BAT and 2MRS sources attenuated within scenario

A, we obtain maximum TSs of 18.2 (3.2T) above 39 EeV and
15.1 (2.7T) above 38 EeV, respectively (see Figure 1, right).
These correspond to values of the best-fit parameters of 12 4

6n�
�

and 7 %3
4

�
� for Swift-BAT, 13 4

7n�
� and 16 %7

8
�
� for 2MRS.

The different degrees of anisotropy obtained from each
catalog can be understood from Figure 3 (top) showing a
UHECR hotspot in the direction of the CentaurusA/M83/
NGC4945 group. The γAGN model ( 60 EeV� ) and Swift-
BAT model ( 39 EeV� ) are dominated by CentaurusA, which
is 7n and13n away from NGC4945 and M83, respectively. The
starburst model additionally captures the UHECR excess close
to the Galactic South Pole, interpreted as contributions from
NGC1068 and NGC253, yielding an increase in the
anisotropy signal from 3T_ to 4T. Additional diffuse
contributions from clustered sources in the 2MRS catalog are
not favored by the data, resulting in the smaller deviation from
isotropy.

4.3. Composite Models against Single Populations

To compare the two distinct gamma-ray populations above
their respective preferred thresholds, we investigate a compo-
site model combining contributions from γAGNs and SBGs,
adopting a single search radius and leaving the fraction of
events from each population free. The TS in this case is the
difference between the maximum likelihood of the combined
model and that of the null hypothesis of a single population at

Figure 1. TS scan over the threshold energy for SBGs and AGNs (left) and Swift-BAT and 2MRS sources (right), including attenuation (lighter dashed lines) or not
(darker solid lines).

101 Inverse square root of Fisher’s concentration parameter.
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✦ Flux pattern correlation [Pierre Auger collab. ApJL, 853:L29 (2018)]

✦ With a flux pattern of starburst galaxies, isotropy of 
UHECR is disfavored with 4.0σ confidence above 39 
EeV 

✦ 9.7% anisotropic fraction and 12.9° angular scale

✦ The other three flux patterns: 2.7σ–3.2σ
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U.S.$Light$Pollu.on$Map$

✦ Possible sites

✦ Northern: USA

✦ Southern: Argentina

FAST area

Utah
219,900 km²



Challenges for fluorescence detectors
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May 18th 2018

✦ Maintenance-free detector

✦ Automated operation in the night, fail 
safe to protect detector

✦ Powered by solar panel and batteries 
and DAQ via wireless-LAN 
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Event 925: log10(E(eV)): 17.61, Zen: 19.9◦, Azi: -159.5◦,
Core(15.41, -11.22), Rp: 1.80, Psi: 87.9◦, Xmax: 910 g/cm2

FoV(796 - 926), Date: 20170621, Time: 07:18:06.722808038

Event 926: log10(E(eV)): 18.17, Zen: 50.6◦, Azi: -32.8◦,
Core(14.59, -11.87), Rp: 2.15, Psi: 117.7◦, Xmax: 851 g/cm2

FoV(539 - 1372), Date: 20170621, Time: 07:24:35.448785076

Event 927: log10(E(eV)): 17.61, Zen: 5.3◦, Azi: -10.6◦,
Core(12.15, -10.82), Rp: 5.01, Psi: 92.4◦, Xmax: 683 g/cm2

FoV(553 - 865), Date: 20170621, Time: 07:52:36.129631080

Event 928: log10(E(eV)): 17.51, Zen: 56.7◦, Azi: -18.0◦,
Core(12.48, -13.01), Rp: 4.62, Psi: 95.1◦, Xmax: 910 g/cm2

FoV(13 - 1300), Date: 20170621, Time: 07:54:47.960610358

Event 929: log10(E(eV)): 17.49, Zen: 13.1◦, Azi: -60.1◦,
Core(14.48, -9.32), Rp: 3.63, Psi: 102.7◦, Xmax: 620 g/cm2

FoV(612 - 889), Date: 20170621, Time: 08:00:25.749136640

Event 930: log10(E(eV)): 17.58, Zen: 32.5◦, Azi: -77.7◦,
Core(15.27, -9.92), Rp: 2.49, Psi: 115.1◦, Xmax: 531 g/cm2

FoV(697 - 988), Date: 20170621, Time: 08:12:01.448810162

Event 931: log10(E(eV)): 18.31, Zen: 35.1◦, Azi: -48.0◦,
Core(10.40, -11.40), Rp: 5.89, Psi: 117.7◦, Xmax: 757 g/cm2

FoV(347 - 1051), Date: 20170621, Time: 08:12:17.323471389

Event 932: log10(E(eV)): 17.34, Zen: 37.1◦, Azi: -70.1◦,
Core(13.41, -11.11), Rp: 2.97, Psi: 127.1◦, Xmax: 707 g/cm2

FoV(528 - 1086), Date: 20170621, Time: 08:12:54.419784876

Event 933: log10(E(eV)): 17.88, Zen: 20.8◦, Azi: 70.9◦,
Core(9.92, -13.02), Rp: 6.72, Psi: 69.8◦, Xmax: 742 g/cm2

FoV(562 - 917), Date: 20170621, Time: 08:25:01.089745175

Event 934: log10(E(eV)): 18.35, Zen: 8.6◦, Azi: -128.7◦,
Core(7.05, -6.15), Rp: 11.56, Psi: 93.2◦, Xmax: 823 g/cm2

FoV(435 - 855), Date: 20170621, Time: 08:34:22.347158154

Event 935: log10(E(eV)): 17.88, Zen: 37.6◦, Azi: 21.8◦,
Core(7.93, -7.40), Rp: 10.19, Psi: 93.4◦, Xmax: 694 g/cm2

FoV(326 - 1051), Date: 20170621, Time: 08:41:56.060149523

Event 936: log10(E(eV)): 17.04, Zen: 31.5◦, Azi: -48.5◦,
Core(14.26, -11.74), Rp: 2.50, Psi: 115.4◦, Xmax: 680 g/cm2

FoV(690 - 1020), Date: 20170621, Time: 08:47:52.445306498
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Comparison with TA FD result

Event 1165: log10(E(eV)): 17.41, Zen: 34.1◦, Azi: -8.5◦,
Core(12.31, -10.00), Rp: 4.89, Psi: 107.5◦, Xmax: 633 g/cm2

FoV(526 - 1036), Date: 20170626, Time: 09:16:18.550749668

Event 1166: log10(E(eV)): 19.31, Zen: 61.6◦, Azi: 68.8◦,
Core(5.91, -13.77), Rp: 5.76, Psi: 30.9◦, Xmax: 884 g/cm2

FoV(1176 - 1401), Date: 20170626, Time: 09:28:24.343858642

Event 1167: log10(E(eV)): 18.86, Zen: 59.9◦, Azi: -28.1◦,
Core(10.36, -22.86), Rp: 11.43, Psi: 64.0◦, Xmax: 763 g/cm2

FoV(339 - 1045), Date: 20170626, Time: 09:29:06.957160695

Event 1168: log10(E(eV)): 17.18, Zen: 55.0◦, Azi: -30.6◦,
Core(15.32, -5.17), Rp: 4.38, Psi: 141.8◦, Xmax: 556 g/cm2

FoV(0 - 1498), Date: 20170626, Time: 09:47:40.592448960

Event 1169: log10(E(eV)): 18.37, Zen: 50.9◦, Azi: 137.2◦,
Core(1.65, -5.84), Rp: 11.80, Psi: 45.6◦, Xmax: 531 g/cm2

FoV(563 - 1201), Date: 20170627, Time: 05:34:09.558166487

Event 1170: log10(E(eV)): 17.66, Zen: 28.6◦, Azi: 61.4◦,
Core(12.34, -13.54), Rp: 4.34, Psi: 62.1◦, Xmax: 714 g/cm2

FoV(733 - 982), Date: 20170627, Time: 05:37:48.762766598

Event 1171: log10(E(eV)): 17.06, Zen: 47.0◦, Azi: -30.5◦,
Core(13.52, -9.46), Rp: 3.21, Psi: 132.5◦, Xmax: 709 g/cm2

FoV(245 - 1270), Date: 20170627, Time: 05:55:55.080425169

Event 1172: log10(E(eV)): 17.82, Zen: 41.7◦, Azi: -94.8◦,
Core(15.66, -10.92), Rp: 1.55, Psi: 118.5◦, Xmax: 625 g/cm2

FoV(831 - 1168), Date: 20170627, Time: 06:18:47.550166386

Event 1173: log10(E(eV)): 18.89, Zen: 62.2◦, Azi: 36.4◦,
Core(1.85, -11.82), Rp: 13.01, Psi: 59.3◦, Xmax: 629 g/cm2

FoV(355 - 939), Date: 20170627, Time: 06:19:56.488013290

Event 1174: log10(E(eV)): 17.46, Zen: 21.4◦, Azi: -16.3◦,
Core(16.28, -9.92), Rp: 2.09, Psi: 111.5◦, Xmax: 473 g/cm2

FoV(719 - 934), Date: 20170627, Time: 06:20:00.312939337

Event 1175: log10(E(eV)): 17.26, Zen: 16.3◦, Azi: -140.0◦,
Core(14.89, -12.14), Rp: 2.08, Psi: 101.1◦, Xmax: 670 g/cm2

FoV(737 - 906), Date: 20170627, Time: 06:23:47.915706580

Event 1176: log10(E(eV)): 17.73, Zen: 27.8◦, Azi: -49.2◦,
Core(9.97, -16.29), Rp: 8.14, Psi: 98.4◦, Xmax: 719 g/cm2

FoV(405 - 906), Date: 20170627, Time: 06:30:18.877261750

99

out-going 
geometry

in-coming 
geometry

Preliminary result
logE=17.8
Rp: 1.6 km

Preliminary result
logE=17.6
Rp: 1.8 km
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FIG. 12. SPE peak height distribution used to set discrimi-
nator threshold value. The pedestal ends at around a height
of 350 ADC counts. Dividing this by the 4095 dynamic range
of the FADC gives a discriminator threshold of ⇡ 85 mV.

in wavelength. A NIST calibrated photodiode provides
the absolute calibration for the incident light flux, deter-
mining N� through a powermeter readout. The flux is
reduced to the SPE level measurable by the PMT using
an integrating sphere of known transmission and incorpo-
rating the light attenuation coe�cient of the apparatus13,
↵ = (5.828± 0.018)⇥ 10�4. Eq. 5 can thus be rewritten:

✏ =
Npe

N�
= Npe ⇥

hc

Pt�↵
(6)

where � is the wavelength, P is the powermeter read-
ing, and t is the read out time for each step. Typical
powermeter readings are pico-Watt order-of-magnitude.

As before, we perform a SPE spectrum measurement,
obtaining both the pedestal and SPE peak. We introduce
a discriminator to the readout electronics. The PMT sig-
nal goes through the amplifier and into the discriminator
input. By increasing the discriminator threshold value,
we remove the pedestal and ensure that only SPEs are re-
ceived. The discriminator value is determined using the
peak height distribution of SPE events (Fig. 12), taking
the height position after the pedestal peak and dividing
it by the dynamic range of the FADC.

Once the discriminator value is set, its output is placed
into a quad timer to check the rate, and then switched to
a scaler to count SPEs. After the setup is complete, with

Wavelength [nm]
0 100 200 300 400 500 600 700

Ef
fic

ie
nc

y 
[%

]

0

2

4

6

8

10

12

14

16

18

20

22

Detection Efficiency: FAST PMTs
Hamamatsu (Scaled)
PMT ZS0025
PMT ZS0024
PMT ZS0022
PMT ZS0018

18. HV = 2169V, Disc = 38mV, x20 Amp

22. HV = 2252V, Disc = 50mV, x20 Amp

24. HV = 2266V, Disc = 85mV, x20 Amp

25. HV = 2000V, Disc = 44mV, x20 Amp

FIG. 13. Detection e�ciency results with Hamamatsu mea-
surement for comparison.

the powermeter and monochromator initialized, any re-
maining lights in the lab are switched o↵. The computer
in the lab is accessed remotely to begin data acquisi-
tion. The DAQ program controls the monochromator
and powermeter. It obtains and averages 10,000 read-
ings from the powermeter over 10 s for a given step; the
error, �P , is calculated in quadrature from Poisson statis-
tics on both powermeter readings, lamp signal and back-
ground. The lamp background corresponds to when the
powermeter values are read out while the monochroma-
tor shutter is kept closed; the lamp signal is obtained for
an open shutter. The final power value used in calcu-
lating detection e�ciency is the di↵erence between these
(P = Plamp,sig � Plamp,bkd). The PMT rate, R, is calcu-
lated in a similar way, with open and closed shutters cor-
responding to signal and background, respectively. The
detection e�ciency is calculated using Eq. 6, and the
statistical error is given by Eq. 7, 8, 9:

�P = P ⇥

s

(
�Plamp,sig

Plamp,sig
)2 + (

�Plamp,bkd

Plamp,bkd
)2 (7)

�R = R⇥

s

(
�Rsig

Rsig
)2 + (

�Rbkd

Rbkd
)2 (8)

�✏,stat = ✏⇥
r
(
�P
P

)2 + (
�R
R

)2 + (
�↵
↵
)2 (9)

A result for the detection e�ciency measurement of the
PMTs can be found in Fig. 13. The results are plotted
alongside scaled-down data provided by a Hamamatsu
measurement. Hamamatsu only incorporates quantum
e�ciency, not collection e�ciency. PMT detection e�-
ciency peaks at ⇡ 20% close to 400 nm.
From detection e�ciency results, we observe two

“bumps” near 200 nm and 350 nm. We expect the de-
tection e�ciency to have a smooth peak, as shown in the

PMT Calibration of FAST

36

6"
"

 
Figure 3: Diagram of experimental setup for the measurement of wavelength-dependent 

detection efficiency using a deuterium lamp. The monochromator can be replaced by a mirror, 
shown in gray, for measurements of absolute detection efficiency using the laser source. The 

number labels correspond to equipment information listed in Table 1 and referenced in the text. 
 
 

 
(1) PMT Hamamatsu Photomultiplier Tube, Type 

H7195P(R329P) 
(2) Detector Newport 918D-UV Photodiode Detectors 
(3) Powermeter Newport 2936-C Powermeter 
(4) Laser Newport Excelsior 375 CW Laser 
(5) Integrating Sphere Newport General Purpose Integrating Sphere, Model 

70675 
(6) Spectrum Lamp Newport Deuterium Lamp, Model 60000 
(7) Lamp Power Supply Newport Deuterium Lamp Power Supply, Model 

68840 
(8) Monochromator Newport Cornerstone 130TM Motorized 1/8m 

Monochromator, Model 74000 
(9) Spectrophotometer Newport Spectrophotometer, Model 77700 
(10) Calibration Lamp Newport Pencil Style HgAr Calibration Lamp, Model 

6047 

Table 1: Equipment List, numbers correspond to diagram in Figure 3 
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Readout Electronics
Ortec 401A NIM Bin & TennElec TC-911 Power Supply
4-Ch HV Programmable Power Supply (CAEN N1471H)
SIS3350 500 MHz 12-bit FADC/Digitizer
Dual Timer (CAEN N93B)
Quad Scaler & Preset Counter Timer (CAEN N145)
8-Ch Variable Gain Amplifier (Phillips Mod. 777)
8-Ch Low Threshold Discriminator (CAEN N417)
15-Input Scaler (CAEN V260N)
3-Fold Logic Unit (CAEN N405)

Tab. 2 Readout Electronics

A. Single Photoelectron Measurement

The Hamamatsu R5912-03 MOD PMTs used consist
of 8 dynodes, come with a 20-pin base, and have a HV
range up to ⇡ 2600 V. Each of the PMTs is prefixed
with “ZS”, followed by the PMT number. We test the
response of the PMT anode by obtaining a single photo-
electron (SPE) spectrum measurement. We place a single
LED, sourced from the first output of the dual-channel
function generator (FG), in front of the PMT. The LED
is pulsed at a frequency of 100 kHz; typical LED ampli-
tude and width values are ⇡ 1.5 V and ⇡ 100 ns.

The anode output from the PMT is connected to the
input of the variable gain amplifier; the two resulting
amplified outputs are put into the FADC input and first
channel of the oscilloscope, respectively. The PMT anode
signal is a charge signal; the FADC converts the signal to
counts with a dynamic range of 0 to 4095 (12-bit range).
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FIG. 6. PMT ZS0022 individual SPE event (top); SPE signal
averaged over all events (bottom).

The second channel of the FG is used for an external
trigger. The FG trigger settings are adjusted to match
the relevant NIM signal: the width is set to 20 µs, the
amplitude to -800 mV. The pulsed LED signal and FG
trigger are synchronized coarsely using a dual timer mod-
ule and more finely with the delay setting on the FG. The

trigger output is initially placed into the second channel
of the oscilloscope, and the LED voltage is adjusted un-
til a SPE signal is obtained. The signal is of order 100
mV amplitude; when executing consecutive single-shot
acquisitions on the scope, the goal is to obtain a SPE
signal every ten acquisitions. Once this is the case, the
trigger is put in the FADC for one minute of event read-
out; a typical run will have about 5000 events. Events
are averaged over to smooth out the SPE signal (Fig. 6).
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FIG. 7. Integrated count distribution of SPE signals, includ-
ing pedestal (left peak) and SPE peak fitted to a Gaussian
for all PMTs.

After specifying the signal region for the averaged SPE
signal, we obtain a SPE integrated count distribution,
sometimes displayed as a charge distribution. Since some
events will have no photoelectrons (i.e. no charge), we
expect a peak centered around zero, called the pedestal.
We then have a SPE peak that we fit to a Gaussian to
extract a mean SPE value (Fig 7). This parameter is key
for other characterization measurements. The valley is
the range in which the tail end of the pedestal intersects
the tail end of the SPE peak. A discriminator may be
introduced to remove the pedestal, leaving only the SPE
spectrum. Fig. 8 shows logic for the SPE measurement.
Characteristics like the peak-to-valley (P:V) ratio and

resolution can be obtained from the SPE spectrum. The
peak-to-valley ratio is defined as the height of the SPE
peak over the height of the center valley position. The
larger this value, the better SPE events are distinguished.
For the examples in Fig. 7, the peak-to-valley ratios are
⇡ 2.5. Pulse-amplitude resolution is defined as the ratio

Single photo electron
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YAP pulser (YAlO3:Ce 
scintillator + 241Am source) 

attached on each PMT surface

UV LED illuminating 
the front of the camera

used in AIRFLY experiment 
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First detection of UHECR using fluorescence technique

In 1969, first observation by TOKYO-1 (Tanahashi) 

Fresnel lens + 55 PMTs

37

In 1958, Suga and Oda suggested Fluorescence technique at Norikura Symposium.

TOKYO-1


